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Abstract

Unsupervised visible-infrared person re-identification (USVI-RelID) aims to match
specified persons in infrared images to visible images without annotations, and
vice versa. USVI-RelD is a challenging yet underexplored task. Most existing
methods address the USVI-ReID through cluster-based contrastive learning, which
simply employs the cluster center to represent an individual. However, the cluster
center primarily focuses on commonality, overlooking divergence and variety. To
address the problem, we propose a Progressive Contrastive Learning with Hard
and Dynamic Prototypes for USVI-RelD. In brief, we generate the hard prototype
by selecting the sample with the maximum distance from the cluster center. We
reveal that the inclusion of the hard prototype in contrastive loss helps to emphasize
divergence. Additionally, instead of rigidly aligning query images to a specific
prototype, we generate the dynamic prototype by randomly picking samples within
a cluster. The dynamic prototype is used to encourage variety. Finally, we introduce
a progressive learning strategy to gradually shift the model’s attention towards
divergence and variety, avoiding cluster deterioration. Extensive experiments
conducted on the publicly available SYSU-MMO1 and RegDB datasets validate
the effectiveness of the proposed method.

1 Introduction

Visible-infrared person re-identification (VI-ReID) aims at matching the same person captured in
one modality with their counterparts in another modality [1H3[]. It has recently gained attention
in computer vision applications like video surveillance [4] and image retrieval [5H7]. With the
development of deep learning [8H11]], VI-ReID has achieved remarkable advancements [[12-14].
However, the development of existing VI-ReID methods is still limited due to the requirement
for expensive-annotated training data [[15, [16]. To mitigate the problem of annotating large-scale
cross-modality data, some semi-supervised VI-ReID methods [17H19] are proposed to learn modality-
invariant and identity-related discriminative representations by utilizing both labeled and unlabeled
data. For this purpose, OTLA [17] proposed an optimal transport label assignment mechanism to
assign pseudo-labels for unlabeled infrared images while ignoring how to calibrate noise pseudo-
labels. DPIS [18]] integrates two pseudo-labels generated by distinct models into a hybrid pseudo-label
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for unlabeled infrared data, but it makes the training process more complex. Although these methods
have gained promising performances, they still rely on a certain number of manual-labeled data.

Several USVI-RelD methods [20-23]] have proposed to tackle the issues of expensive visible-infrared
annotation through contrastive learning. These methods create two modality-specific memories,
one for visible features and the other for infrared features. During training, these methods consider
the memory center as a prototype and minimize the contrastive loss across the features of query
images and prototype. Then, these methods aggregate the corresponding prototypes based on
similarity. However, the centroid prototype only stores the commonality of each person, neglecting
the divergence [24426], which causes the pseudo-labels generated by the cluster to be unreliable. Just
like a normal distribution, to better reflect the data distribution of a dataset, we need not only the
mean but also the variance.

In this paper, we argue that an important aspect of contrastive learning for USVI-RelD, i.e. the design
of the prototype, has so far been neglected, and propose progressive contrastive learning with hard
and dynamic prototype (PCLHD) method for the USVI-RelD. Firstly, we design a Hard Prototype
Contrastive Learning (HPCL) to mine divergent yet meaningful information. In contrast to traditional
contrastive learning methods, we choose the hard samples to serve as the hard prototype. In other
words, the hard prototype is the one that is farthest from the memory center. The hard prototype
encompasses distinctive information. Furthermore, we introduce the concept of Dynamic Prototype
Contrastive Learning (DPCL), we randomly select samples from each cluster to serve as the dynamic
prototype. DPCL effectively accounts for the intrinsic variety within clusters, enhancing the model’s
adaptability to varying data distributions. Early clustering results are unreliable, and utilizing hard and
dynamic prototype at this stage may lead to cluster degradation. Therefore, we introduce progressive
contrastive learning to gradually focus on divergence and variety.

The main contributions are summarized as follows:

* We propose a progressive contrastive learning with hard and dynamic prototype method for
the USVI-RelD. We reconsider the design of prototypes in contrastive learning to ensure
that the model stably captures commonality, divergence, and variety.

* We propose Hard Prototype Contrastive Learning for mining divergent yet significant
information, and Dynamic Prototype Contrastive Learning for preserving the intrinsic
variety in sample features.

* Experiments on SYSU-MMOI1 and RegDB datasets demonstrate the superiority of our
method compared to existing USVI-ReID methods, and PCLHD generates higher-quality
pseudo-labels than other methods.

2 Related Work

2.1 Supervised Visible-Infrared Person ReID

Visible-infrared person re-identification (VI-ReID) has drawn much attention in recent years [27H32].
Many VI-RelD methods focused on mitigating huge semantic gaps across modalities have made
advanced progress, which can be classified into two primary classes based on their different aligning
ways: image-level alignment and feature-level alignment. The image-level alignment methods
focus on reducing cross-modality gaps by modality translation. Some GAN-based methods [33}[34]]
are proposed to perform style transformation for aligning cross-modality images. However, the
generated images unavoidably contain noise. Therefore, X-modality [35]] and its promotions [36,|37]]
align cross-modality images by introducing a middle modality. Mainstream feature-level alignment
methods [38-40] focus on minimizing cross-modality gaps by finding a modality-shared feature
space. However, the advanced performances of the above methods build on large-scale human-
labeled cross-modality data, which are quite time-consuming and expensive, thus hindering the fast
application of these methods in real-scenes.

2.2 Unsupervised Single-Modality Person ReID
The existing unsupervised single-modality person ReID methods can be roughly divided into two

classes: Unsupervised domain adaption (UDA) methods, which try to leverage the knowledge
transferred from labeled source domain to improve performance [41-44], and fully unsupervised
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Figure 1: Framework of our PCLHD. The framework consists of two stages: the first stage employs
contrastive learning with centroid prototypes to learn well-discriminative representation, and the
second stage introduces contrastive learning with hard and dynamic prototypes to further focus on
divergence and variety.

methods (USL), which directly train a USL-RelD model on the unlabeled target domain [21} |45]].
Compared with the UDA methods, the USL methods are more challenging. Recently, cluster-
contrast learning [46] has achieved impressive performance by performing contrastive learning at
the cluster level. However, cluster-contrast with a uni-proxy can be biased and confusing, which
fails to accurately describe the information of a cluster. To this end, the methods [47, 48] proposed
maintaining multi-proxies for a cluster to adaptively capture different information within the cluster.
The above methods are mainly proposed to solve the single-modality RelD task, but they are limited
to solving the USL-VI-RelD task due to large cross-modality gaps.

2.3 Unsupervised Visible-Infrared Person ReID

Unsupervised visible-infrared person RelD (USVI-RelD) has attracted much attention due to the
advantage of not relying on any data annotation. Some UDA methods [49, [17] use a well-annotated
labeled source domain for pre-training to solve the USVI-RelD task. Some fully unsupervised
methods [23]22] adopt contrastive learning to boost performance, which mainly follow a two-step
loop paradigm: generating pseudo-labels using the DBSCAN algorithm [50] to create memory
banks with clustering centers and establishing cross-modality correspondences based on these
memory banks. However, pseudo-labels are often inaccurate and rigid, CCLNet [51]] leverages the
text information from CLIP to afford greater semantic monitoring insights to compensate for the
rigidity of pseudo-labels. Moreover, reliable cross-modality correspondences are vital to USVI-RelD,
thus PGM [23]] proposes a progressive graph matching framework to establish more reliable cross-
modality correspondences. However, cluster centers mainly present common information while
lacking distinctive information, which results in ambiguous cross-modality correspondences when
meeting hard samples [52} 53].

3 Method

3.1 Problem Formulation and Overview

Given a USVI-RelD dataset D = {V, R}, where V' = {V;} ", represents the visible images and
R ={R; };Vle denotes the infrared images. V; and R; represent the set of images corresponding to
the ¢-th and j-th class. N, and N,. denote the number of visible and infrared clusters, respectively. In
the USVI-RelD task, the purpose is to train a deep neural network to obtain modality-invariant and
identity-related features for matching pedestrian images with the same identity.

We propose a Progressive Contrastive Learning with Hard and Dynamic Prototype (PCLHD) method
for USVI-RelD, which mainly contains online encoder, momentum encoder, and progressive con-
trastive learning strategy with centroid prototype, hard prototype, and dynamic prototype, as shown in
Fig.[] The online encoder is a standard network, updated through back-propagation. The momentum
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encoder mirrors the structure of the online encoder, updated through the weights of the online encoder.
The clustering is used to generate pseudo labels for creating cluster-aware memory, and we employ
DBSCAN for clustering. PCLHD primarily focuses on representation learning, and we use PGM
[23] to aggregate cross-modality memory.

3.2 Centroid Prototype Contrastive Learning

Following the USVI-ReID methods [22} |54]], we use centroid prototype contrastive learning to
optimize the online encoder in the first state, which includes memory initialization and optimization.

Memory Initialization. Let ¢ be the online encoder that transforms the input image to an embedding
vector. At the beginning of each training epoch, all image features are clustered by DBSCAN [50] and

then each cluster’s representations are stored in visible memory Mpcp ={cmy, ecmsy, - -+, emy '}
and infrared memory Mr={cmj, cmj, - - -, cm?v }, as follows:
cmy Z do(v (D
' IV\
veV;
cm;f Z oo(r ()
IR |
reR;

where | - | denotes the number of instances belonging to specific cluster.

Optimization. During training, we update the two modality-specific memories by a momentum
updating strategy [46]. We treat the memory center as a centroid prototype and optimize the feature
extractor ¢g using contrastive learning with the centroid prototype, computed as:

eXP (¢o(v) - em]/T)
Lt ’ :
cPeL = N l;\; \; ]GN exp (¢o(v) - emy/7) A3)

eXP (¢o(r) - emj/T)
DI S evaprnt @

JEN,

Loper = Z

Lcepor = Léper + Lopors ®)

where cm V(") is the positive centroid prototype, denoting a query and the prototype shares the same
identity. The T is a temperature hyper-parameter.

3.3 Hard Prototype Contrastive Learning

To ensure that the prototype effectively captures divergence within a identity, we devise a novel hard
prototype for contrastive learning, which is referred to as Hard Prototype Contrastive Learning. HPCL
is designed to provide a comprehensive understanding of personal characteristics, which benefits its
handling of hard samples [47]]. We use the online encoder ¢ to extract feature representations, and
select k samples that are farthest from the memory center as the hard prototype:

hm} = argmax ||¢o(v) — em?||, 6)
Vvev;

hm; = arg max | po(x) — cm;H . @)
T Rj

Theorem 1. The information entropy of hard sample prototypes is greater than the information
entropy of centroid prototypes, thereby preserving greater divergence within the hard memory.

Given a set of features { f1, fo, ..., fn_} for class c. The entropy H (cm.) can be approximated by
the entropy of the distribution of the sample means. Considering that cm,. is a convex combination of
the sample features f;, we have:
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By the convexity of entropy, we have:

< Zﬂ) NZHL ©)

This inequality implies that the entropy of the centroid prototype is generally lower due to the
averaging effect, which reduces the divergence among the samples, leading to lower entropy. Given
that hm, is the sample with the maximum individual entropy among the set { f1, fa, ..., fn.}, it
follows that:

N
H(hm,) > ;,C;H(fi) > H(em). (10)

Then, we construct contrastive loss with the hard prototype to minimize the distance between the
query and the positive hard prototype while maximizing their discrepancy to all other cluster hard
prototypes, as follows:

) - hmi /7)

71 exp o(v
(QSO(V) . hm;/T) ’

Liper = N Z (n

v

Lypor = Z ! Z eXp (;).hmi/T) ) (12)

Ne w1l R, o(r) - hm; /7)

‘EN,,

Lupcr =Lypcr + Lurcor (13)

(r)

where hm;""” is the positive hard prototype representation and the T is a temperature hyper-parameter.

Finally, we update the two modality-specific memories with a momentum-updating strategy:
hmg, = ahmi,_; + (1 — @)do(v), Vv € V; (14)

hm;, = ahm;t% + (1 — a)go(r),vr € R; (15)
where « is a momentum coefficient that controls the update speed of the memories. ¢ and ¢ — 1 refer
to the current and last iteration, respectively.

The hard prototype contrastive learning has two main advantages: For intra-class feature learning, it
ensures that the learning process does not just focus on the shared characteristics within a cluster
but also considers the diverse elements, which are often more informative. For inter-class feature
learning, it is also beneficial for increasing the distances between different persons. In contrast,
centroid prototypes tend to average features, lacking diversity, which can affect the network’s ability
to extract discriminative features.

3.4 Dynamic Prototype Contrastive Learning

Inspired by MoCo [55] and DPM [56]], we design dynamic prototype contrastive learning in order
to preserve the intrinsic variety in sample features. DPCL comprises an online encoder ¢ and a
momentum encoder ¢,,,. The momentum encoder mirrors the structure of the online encoder, which
is updated by the accumulated weights of the online encoder:

O = Bl ' + (1= B)eo, (16)
where (3 is a momentum coefficient that controls the update speed of the momentum encoder. ¢ and

t — 1 refer to the current and last iteration, respectively. The momentum encoder ¢,,, is updated by
the moving averaged weights, which are resistant to sudden fluctuations or noisy updates [55].
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We use the momentum encoder ¢,,, to extract feature representation and store them in visible memory
DMpgep={dm{, dm3, ---, dm}; } and infrared memory DM;r={dm7, dmj, ---, dmj }. We
randomly select M v151b1e/mfrared samples from each cluster, denoted as X’ and X r as follows:

FY = om(X), (17
FI = ¢m(XD). (18)

We select visible dynamlc prototype dm; from DMprcp. In the same cluster, we select the sample
farthest from the query image as the prototype In different clusters, we choose the sample closest to
the query image as the prototype:

gﬁmaf [pm(vy) = 2N ify; = v
dm? = o : (19)
?,1}% min {|gm (v5) = f7II if y; 7# s

where v, and y; represent the pseudo label of the query image and the dynamic prototype, respectively.
||| denotes Euclidean norm. We obtain infrared prototype dm’; through the same method.

The overall optimization goal of DPCL is as follows:

. exp m (V) - dmf/T)
. (20)
DPCL — N ZGZN z VEZV ‘ ((bm (V) : dmj /T)
. -1 eXP (¢ (r) - dmi /T)
DpPCL = N Z EZI; exp (¢m(r) - dmj/T)’ ey
r jENr
Lppcr = Lhper + Lopers @2)

where dmf(r) is the positive dynamic prototype representation, i.e., the query image and dynamic
prototype have the same identity.

DPCL promotes a flexible and adaptable learning process, aiming to minimize discrepancies between
samples and their respective dynamic prototypes, rather than rigidly aligning query images with a
fixed prototype.

3.5 Progressive Contrastive Learning

In the initial training phases, representations are generally of lower quality. Introducing hard samples
at this period could be counterproductive, potentially leading the model optimization in an incorrect
direction right from the start [47,|57]. To address this issue, we introduce the Progressive Contrastive
Learning, which forms the overall loss function:

r _J Lecper, if epoch < EcpeL 23)
PCLHD =\ XCppcr + (1 — AN Lppcr, else

where ) is the loss weight, Ecpcr is a hyper-parameter.

4 Experiment

We conduct extensive experiments to validate the superiority of our proposed method. First, we
provide the detailed experiment setting, which contains datasets, evaluation protocols, and imple-
mentation details. Then, we compare our method with many state-of-the-art VI-ReID methods and
conduct ablation studies. In addition, to better illustrate our method, we also exhibit further analysis.
If not specified, we conduct analysis experiments on SYSU-MMO1 in the all-search mode.
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Table 1: Comparisons with state-of-the-art methods on SYSU-MMO1 and RegDB, including SVI-
ReID, SSVI-RelID and USVI-RelID methods. All methods are measured by Rank-1 (%) and mAP
(%). GUR* denotes the results without camera information.

Settines SYSU-MMO1 RegDB
g All Search Indoor Search | Visible2Thermal | Thermal2Visible
Type Method Venue Rank-1 | mAP | Rank-1 | mAP | Rank-1 | mAP | Rank-1 | mAP

DDAG [39] ECCV’20 54.8 53.0 61.0 68.0 69.4 63.5 68.1 61.8
AGW [58] TPAMI'21 47.5 47.7 54.2 63.0 70.1 66.4 70.5 65.9

NFS [59] CVPR’21 56.9 55.5 62.8 69.8 80.5 72.1 78.0 69.8
LbA [60] ICCV’21 55.4 54.1 58.5 66.3 742 67.6 724 65.5
CAJ [1] ICCV’21 69.9 66.9 76.3 80.4 85.0 79.1 84.8 77.8

MPANEet [40] CVPR’21 70.6 68.2 76.7 81.0 83.7 80.9 82.8 80.7
DART [27] CVPR’22 68.7 66.3 72.5 78.2 83.6 75.7 82.0 73.8
FMCNet [38] CVPR’22 66.3 62.5 68.2 74.1 89.1 84.4 88.4 83.9
MID [61] AAAI'22 60.3 59.4 64.9 70.1 87.5 84.9 84.3 81.4
LUPI [62] ECCV’22 71.1 67.6 82.4 82.7 88.0 82.7 86.8 81.3

SVI-RelD DEEN [63] | CVPR'23 | 747 | 718 | 803 | 833 | 911 | 851 | 89.5 | 834
SGIEL [I2] | CVPR'23 | 77.1 | 723 | 821 | 830 | 922 | 866 | 911 | 852
PartMix [64] | CVPR'23 | 778 | 746 | 815 | 844 | 857 | 823 | 849 | 82.5
CAL [65] ICCV'23 | 747 | 717 | 797 | 837 | 945 | 887 | 936 | 876
MUN [66] ICCV'23 | 762 | 738 | 794 | 821 | 952 | 872 | 919 | 850
SAAI [13] ICCV'23 | 759 | 770 | 832 | 880 | 911 | 915 | 921 | 920
FDNM [67] | arXivi24 | 77.8 | 751 | 873 | 891 | 955 | 900 | 940 | 887
LCNL [68] UCV24 | 702 | 680 | 762 | 803 | 856 | 787 | 840 | 769
OTLA[I7] | BCCV'22 | 482 | 430 | 474 | 568 | 499 | 418 | 496 | 428
SSVI-ReID TAA [19] TIP23 | 488 | 423 | 501 | 560 | 622 | 560 | 638 | 3565
DPIS [18] ICCV'23 | 584 | 556 | 630 | 700 | 623 | 532 | 615 | 527
FH2H [49] TIP21 | 302 | 294 | - ~ [ 238 | 189 - -
OTLA[I7) | ECCV'22 | 299 | 271 | 298 | 388 | 329 | 297 | 321 | 286
ADCA [20] MM'22 | 455 | 427 | S06 | 591 | 672 | 641 | 685 | 638
NGLR [69] MM'23 | 504 | 474 | 535 | 617 | 856 | 767 | 829 | 750

USVI-ReID MBCCM [70] MM’23 53.1 48.2 55.2 62.0 83.8 71.9 82.8 76.7
CCLNet [51] MM’23 54.0 50.2 56.7 65.1 69.9 65.5 70.2 66.7

PGM [23] CVPR’23 57.3 51.8 56.2 62.7 69.5 65.4 69.9 65.2
GUR* [22] ICCV’23 61.0 57.0 64.2 69.5 73.9 70.2 75.0 69.9
MMM [54] ECCV’24 61.6 57.9 64.4 70.4 89.7 80.5 85.8 71.0
PCLHD Ours 64.4 58.7 69.5 74.4 84.3 80.7 82.7 78.4

PCLHD+MMM | Enhanced 65.9 61.8 70:3 74.9 89.6 83.7 87:0 80:9

Table 2: Ablation studies on SYSU-MMOL1 in all search mode and indoor search mode. ‘“Baseline”
means the model trained following PGM [23]]. Rank-R accuracy(%) and mAP(%) are reported.
Component All Search Indoor Search

Index Baseline HPCL DPCL PCL Rank-1 mAP Rank-1 mAP

1 v 56.3 51.7 60.5 66.2
2 v v 59.1 54.4 63.6 68.8
3 v v 62.1 56.8 65.2 69.8
4 v v v 63.7 57.8 67.0 72.6
5 v v v v 64.4 58.7 69.5 74.4

4.1 Experiment Setting

Dataset. We evaluate our method on two common benchmarks in VI-ReID: SYSU-MMO1 [71]
and RegDB [72]. SYSU-MMOI is a large-scale public benchmark for the VI-RelD task, which
contains 491 identities captured by four RGB cameras and two IR cameras in both outdoor and
indoor environments. In this dataset, 22,258 RGB images and 11,909 IR images with 395 identities
are collected for training. In the inference stage, the query set consists of 3,803 IR images with 96
identities and the galley set contains 301 randomly selected RGB images. RegDB is collected by an
RGB camera and an IR camera, which contains 4,120 RGB images and 4,120 IR images with 412
identities. To be specific, the dataset is randomly divided into two non-overlapping sets: one set is
used for training and the other is for testing.

Evaluation Protocols. The experiment follows the standard evaluation settings in VI-RelD, i.e.,
Cumulative Matching Characteristics (CMC) [73] and mean Average Precision (mAP).

Implementation Details. We adopt the feature extractor in AGW [58]], which is initialized with
ImageNet-pretrained weights to extract 2048-dimensional features. During the training stage, the

99721 https://doi.org/10.52202/079017-3163



input images are resized to 288 x 144. We follow augmentations in CAJ [1] for data augmentation. In
one batch, we randomly sample 16 pseudo identities, and each pseudo identity samples 16 instances.
We set M to be 16 for computational convenience. The number of epochs is 100, in which the first
50 epochs are trained by contrastive loss with the centroid prototype. For the last 50 epochs, we
train the model by contrastive loss with both the hard and dynamic prototypes. Ecpcy, is 50. At the
beginning of each epoch, we utilize the DBSCAN [50] algorithm to generate pseudo labels. During
the inference stage, we use the momentum encoder ¢,, to extract features and take the features of
the global average pooling layer to calculate cosine similarity for retrieval. The momentum value «
and (3 is set to 0.1 and 0.999, respectively. The temperature hyper-parameter 7 is set to 0.05 and the
weighting hyper-parameter X in Eq.(23) is 0.5.

4.2 Results and Analysis

To comprehensively evaluate our method, we compare our method with 18 supervised VI-ReID meth-
ods, 3 semi-supervised VI-ReID methods, and 9 unsupervised VI-ReID methods. The comparison
results on the SYSU-MMO1 and RegDB are reported in Tab. [I]

Comparison with USVI-ReID Methods. As shown in Tab. [T] our method achieves superior
performance compared with state-of-the-art USVI-ReID methods. MMM [54] is proposed to establish
reliable cross-modality correspondences and is also the current best-performing method. Our method
with MMM can achieve 65.9% in Rank-1 and 61.8% in mAP, which surpasses that of MMM by a
large margin of 4.3% and 3.9%. Notably, our method even without MMM gains the best performance
with 64.4% in Rank-1 and 58.7% in mAP. Although existing USVI-RelD methods mentioned in
Tab. [T| have made great progress in the USVI-RelD task, the neglects of divergence and variety
hinder their further improvement. They overlook divergence and variety, which often constitutes hard
samples. Thus, we propose progressive contrastive learning with hard and dynamic prototypes to
mine hard samples, which can guide the model to learn more robust and discriminative features.

Comparison with SSVI-ReID Methods. There are three SSVI-ReID methods proposed to alleviate
the problem of labeling cost by using a part of annotations. Remarkably, our method achieves
superior performance without any annotations, outperforming all existing SSVI-ReID methods that
utilize partial annotations. Moreover, the results suggest that our method can significantly reduce the
dependency on manual annotations.

Comparison with SVI-ReID Methods. Surprisingly, our method without annotation outperforms
several SVI-ReID methods, e.g., DDAG [39], AGW [58], NFS [59]], LbA [60]. This shows the
immense competitiveness of PCLHD compared to SVI-RelD methods that rely on complete data
annotations. The superior performance of PCLHD mainly benefits from the hard prototype and
dynamic prototype contrastive learning. Additionally, we have to acknowledge that a significant
disparity still exists between PCLHD and the state-of-the-art fully-supervised results.

4.3 Ablation Study

We conduct ablation studies on the SYSU-MMOI dataset in both all-search and indoor-search modes
to show the effectiveness of each component in our method. The results are shown in Tab. 2]

Baseline Settings. We use PGM [23] as our baseline. Although PGM has achieved a promising
performance on the USVI-RelD task, the neglect of hard samples hinders its further improvement.

Effectiveness of HPCL. The HPCL is proposed to mine divergence. As shown in Tab. 2] When
adding the HPCL on Baseline, the performance improves a large margin of 5.8% in Rank-1 and 5.1%
in mAP, respectively. It shows that divergence can be effectively mined using hard prototype contrast
learning, facilitating the model to learn more discriminative features.

Effectiveness of DPCL. The DPCL is proposed to mine variety. The results show that Rank-1
accuracy can be improved by 2.8% in Rank-1 and 2.7% in mAP when adding the DPCL on Baseline,
which confirms that contrastive learning with dynamic prototype can learn variety.

Effectiveness of PCL. PCL is introduced to smoothly shift the model’s attention from commonality
to divergence and variety. The results show that Rank-1 accuracy can be improved by about 1% in
Rank-1 and mAP compared to adding simultaneously the HPCL and DPCL on the Baseline. This
confirms that progressive contrastive learning plays a valuable role in assisting HPCL and DPCL.
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Figure 2: (a) The effect of hyper-parameter A with different values. (b) The effect of hyper-parameter
k with different values. (c) Comparisons with ARI values of different methods.
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Figure 3: The t-SNE visualization of 10 randomly selected identities. Different color indicates
different IDs. Circle means visible features and the pentagram means infrared features.

Surprisingly, contrastive learning with both hard and dynamic prototypes significantly exceeds
the baseline by a large margin of 8.1% in Rank-1 and 7.0% in mAP. The HPCL and DPCL can
complement each other to learn divergence and variety, which effectively guides the network to learn
more robust and discriminative features.

4.4 Further Analysis

Hyper-parameter analysis. Hyper-parameter A is a weighting parameter to trade-off Ly poy, and
Lppcr. Fig.|2|(a) presents the results under different values of A\. We can observe that when A is
small, i.e., L p pcy, contributes more to the model, the performance degrades. However, when A is
large, i.e., Ly pc contributes heavily to the model, the model both achieves superior performance.
Note that when A = 1, i.e., the proposed method is trained without DPCL, the performance drops
significantly. A is finally set to 0.5 and our method achieves the best performance of 64.4% in Rank-1.
Moreover, we also analyze the effect of the number of hard samples at hard prototype. As shown
in Fig. 2] (b), we vary the k from 1 to 3 and keep the other hyper-parameters fixed, which shows
that PCLHD achieves the best performance when k£ = 1. Hard samples are distributed in multiple
directions, so multiple hard samples cannot be represented by a single prototype. This is why using
more hard samples as prototypes leads to a decline in overall performance

The ARI metric. Following MMM [54]], we utilize the Adjusted Rand Index (ARI) metric for
clustering evaluation. The larger the ARI value, the higher the clustering quality. In Fig.[2](c), “RGB”
and “IR” denote the ARI values of visible and infrared clusterings, which can measure the quality
of visible and infrared pseudo-labels. “ALL” means the ARI values of overall clusterings, which
can evaluate the reliability of cross-modality correspondences. PCLHD surpasses other methods
significantly on all of the mentioned ARI values, which demonstrates PCLHD can effectively mine
divergence and variety to improve clustering quality.

Visualization. As shown in Fig.[3] we visualize the t-SNE map of 10 randomly chosen identities
from SYSU-MMO1. Compared to the baseline, the distribution of the same identity from the same
modality is more compact and the distance of the same identity from different modalities is closer
together. Moreover, some hard samples in the baseline are incorrectly clustered, while these hard
samples are well clustered in our PCLHD, which shows the effectiveness of the proposed PCLHD.
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5 Conclusion and Limitation

In this paper, we propose a novel method for USVI-RelD called Progressive Contrastive Learning
with hard and dynamic prototype (PCLHD), which learns commonality, divergence and variety. To be
specific, we design Hard Prototype Contrastive Learning to mine divergent yet significant information
and Dynamic Prototype Contrastive Learning to preserve intrinsic variety features. Furthermore,
we introduce a progressive learning strategy to incorporate both HPCL and DPCL into the model.
Extensive experiments demonstrate that PCLHD outperforms state-of-the-art USVI-RelD methods.

This work relies on DBSCAN to generate pseudo-labels. However, for extremely large-scale datasets,
DBSCAN’s performance may be limited, which could affect the overall effectiveness of our approach.
To address the limitation, we plan to explore hierarchical clustering in future research to better handle
large-scale datasets.

Broader Impacts

This work was developed using publicly available datasets and aims to enhance the capabilities of
VI-RelD, which plays a vital role in scenarios where traditional ReID systems fail, such as in low-light
or nighttime conditions. VI-RelD offers significant benefits in improving security and surveillance
by enabling more reliable identification across varying environmental conditions. Importantly, this
work raises no ethical, safety, or environmental concerns, and no harm was inflicted on living beings
during the research. However, we acknowledge the risk of misuse, particularly privacy invasion if
used to track individuals in public spaces without appropriate regulation. While VI-ReID does not
directly identify specific individuals, its unauthorized deployment could still result in significant
privacy violations. Therefore, public surveillance systems using VI-RelD should be controlled by
authorized entities, ensuring proper regulatory frameworks and adherence to ethical standards.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: This work relies on DBSCAN to generate pseudo-labels. However, for
extremely large-scale datasets, DBSCAN’s performance may be limited, which could affect
the overall effectiveness of our approach. To address the limitation, we plan to explore
hierarchical clustering in future research to better handle large-scale datasets.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

https://doi.org/10.52202/079017-3163 99728



Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: For each theoretical result, the paper provide the full set of assumptions and a
complete (and correct) proof.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims. Our code will
be released after the acceptance of our paper.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper provide open access to the code, with sufficient instructions to
faithfully reproduce the main experimental results.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The paper specify all the training and test details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: Error bars are not reported because it would be too computationally expensive.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The paper provide sufficient information on the computer resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper was developed using publicly available infrared-visible RelD
datasets and aims to enhance the capabilities of visible-infrared ReID, which plays a vital role
in scenarios where traditional RelD systems fail, such as in low-light or nighttime conditions.
This technology offers significant benefits in improving security and surveillance by enabling
more reliable identification across varying environmental conditions. Importantly, our
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research raises no ethical, safety, or environmental concerns, and no harm was inflicted on
living beings during the research. However, we acknowledge the risk of misuse, particularly
privacy invasion if used to track individuals in public spaces without appropriate regulation.
While RelD technology does not directly identify specific individuals, its unauthorized
deployment could still result in significant privacy violations. Therefore, public surveillance
systems using RelD should be controlled by authorized entities, ensuring proper regulatory
frameworks, transparency, and adherence to ethical standards.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

¢ If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: They are properly credited and respected.
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Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:

Justification: The datasets used in this paper, SYSU-MMOI and RegDB, are publicly
available and widely used in research. These datasets were collected by their original
creators and made accessible for research purposes.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer:

Justification: Since we are using datasets that are already publicly available and have
beenextensively used in previous research, and given that the content does not involve
sensitivepersonal information, this study did not undergo an independent IRB review.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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