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Abstract

We propose a novel method to efficiently learn significant Fourier feature pairs for
maximizing the power of Hilbert-Schmidt Independence Criterion (HSIC) based
independence tests. We first reinterpret HSIC in the frequency domain, which
reveals its limited discriminative power due to the inability to adapt to specific
frequency-domain features under the current inflexible configuration. To remedy
this shortcoming, we introduce a module of learnable Fourier features, thereby
developing a new criterion. We then derive a finite sample estimate of the test
power by modeling the behavior of the criterion, thus formulating an optimization
objective for significant Fourier feature pairs learning. We show that this optimiza-
tion objective can be computed in linear time (with respect to the sample size n),
which ensures fast independence tests. We also prove the convergence property
of the optimization objective and establish the consistency of the independence
tests. Extensive empirical evaluation on both synthetic and real datasets validates
our method’s superiority in effectiveness and efficiency, particularly in handling
high-dimensional data and dealing with large-scale scenarios.

1 Introduction

Testing for independence is a crucial and challenging task in machine learning and statistics, with
wide-range applications in causal inference [16| 31]], feature selection [[6] and deep learning [23| 142].
Its primary objective is to determine whether two random variables, X and Y are independent, based
on the observations of the underlying joint distribution Pxy. While traditional independence tests,
such as Pearson’s correlation coefficient [9] and Kendall’s 7, can only detect monotonic relationships
between low-dimensional variables, more modern tests [26l 143 [7, [25] 127, 135, 119} 20]] aim to deal
with complex non-linear interactions in much more challenging higher-dimensional space [45] 29].

One class of nonlinear dependence measures [3}[15]] aims to capture distributional characteristics using
kernel embeddings [[13]], primarily derived from the cross-covariance operators in the reproducing
kernel Hilbert space (RKHS). Among them, Hilbert-Schmidt Independence Criterion (HSIC) [[14]]
is the most popular one. It utilizes the squared Hilbert-Schmidt norm to detect dependence and
exhibits outstanding performance across various data contexts by choosing suitable kernels. On the
other hand, some other fundamental nonlinear dependence measures employ characteristic functions
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to detect the smoothed discrepancy between the joint distribution and the product of marginals.
By employing appropriate characteristic functions, the statistic [39} 40] computes the covariance
between distances of variable pairs. It has been demonstrated that these distance-based methods
are equivalent to HSIC with specific kernels [33]. However, all these measures suffer from the
drawback of requiring quadratic time (w.r.t. the sample size n) to compute the feature covariance and
necessitating fixed kernel or distance functions, rendering them impractical on large-scale datasets
due to the unaffordable time cost and lacking flexibility in handling complex scenarios.

To address these challenges, a multitude of works grounded on these measures have emerged. Upon
HSIC, [44] proposes some linear-time tests including a block-averaged statistic, a statistic with
Nystrom approximation, and one with finite-dimensional feature mappings using random Fourier
features (RFF) [28]]. For convenience, these tests are referred to as BHSIC, NyHSIC, and FHSIC,
respectively. FHSIC and NyHSIC are observed to have a considerable advantage over BHSIC.
However, a remaining drawback of these methods is that the features are not learnable. Therefore,
these methods lack enough adaptability to complex settings, thus leading to performance degradation.

In addition to time efficiency, another research direction [I} [30] aims to make independence tests
adaptive to better capturing distributional distinctions. These methods either select/combine appro-
priate kernels from a predefined set or learn parameterized kernels. Nonetheless, their criteria still
inherit the quadratic time complexity of HSIC, thus cannot be readily applied to large-scale data.

Furthermore, some approaches [17,132] try to address both challenges simultaneously. For instance,
HSICAgg [32] suggests combining several kernels from a predefined set (e.g. kernels with different
preset bandwidths) and aggregating the test results for improving performance. Additionally, an
incomplete U-statistic of HSIC is proposed to ensure computational efficiency. Nevertheless, selecting
from a predefined set of kernels imposes limitations on flexibility, and in cases where scaling
optimization is required on each dimension, the number of kernel pairs escalates exponentially. Also,
NFESIC [18] proposes to combine a time-efficient technique called analytic kernel embeddings (18, [17]
and learn the important local distributional features. However, its learning objective is merely a lower
bound of test power and demands a substantial number of samples to ensure accuracy.

In this paper, we propose a novel test method that flexibly learns distributional features while
maintaining high efficiency. We first reinterpret HSIC from a frequency-domain perspective, then
we point out its potential shortcomings with an elaborate example and indicate corresponding
improvement directions. Finally an central optimization objective is derived by directly modeling test
power, which can be computed in linear time while maximizing the test performance. Comparing
with [30]] that also addresses the kernel learning problem in independence testing with a time/space
complexity of O(n?), our criteria for learning are designed to have a complexity of O(n) for both
space and time. Consequently, the whole test framework can efficiently handle large-scale data.

Contributions. In summary, the contributions of the work are as follows: 1) We propose a novel
approach that efficiently learns significant Fourier feature pairs for maximizing the power of HSIC-
based independence tests. 2) We design an optimization objective that can be computed in linear time,
which is derived by directly modeling test power. 3) We theoretically establish the non-asymptotic
convergence property of the optimization objective and demonstrate the consistency of our method.
4) We conduct extensive experiments on both synthetic and real data, showcasing its superiority
in effectiveness and efficiency in handling high-dimensional data (e.g. image data) and addressing
large-scale scenarios.

Outline. The rest of the paper is organized as follows: Sec. [2] reviews HSIC-based statistical
independence tests. Sec. [3|reinterprets HSIC from a frequency-domain perspective, and explain its
potential shortcomings with an elaborate example and indicate corresponding improvement directions.
Sec. 4] designs an optimization objective by directly modeling test power, which can be computed
in linear time. Sec.[5]presents the theoretical analysis and Sec. [ evaluates the performance of the
proposed method on synthetic and real dataset. We conclude the paper in Sec.[7}

2 Preliminaries and Notations

We begin by introducing notions and reviewing the hypothesis testing framework for independence
tests. Let X' x ) be separable metric space, typically R% x R% . Pxy denotes a Borel probability
measure defined on X x ), while Px and Py denote the respective marginal distributions. Given n
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independent and identically distributed (i.i.d) samples Z := (X,Y") = {(=;, y;) }_, with distribution
Pxy, we aim to test whether X, Y are independent (i.e., X 1L Y'). This corresponds to a hypothesis
testing problem formulated as Hg : Pxy = PxPy versus H; : Pxy # PxPy.

The testing procedure is as follows: First, define the statistic p and calculate its estimated value
using the samples. Then, choose a significance level « (typically set to 0.05), which represents the
probability that the sampling of p under H, is at least as extreme as the observed value. Finally, the
null hypothesis H is rejected if the p-value is not greater than o.

Two types of errors may occur in this procedure. Type I error occurs when H, is falsely rejected,
while Type II error happens when H, is incorrect but not rejected. A good test [43]] needs to control
Type I error within o while maximizing the testing power (1—Type II error rate).

For independence tests, a commonly used statistic is HSIC, defined as follows:

Definition 1. [/4)]. Let F be an RKHS with kernel k : X x X — R and G be a second RKHS on Y
with kernel 1 : ) X Y +— R, the HSIC between X and Y, denoted as HSIC(X,Y') is defined as

E[k(X, X)I(Y, V") +E[K(X, X) | B[I(Y,Y")]| -2BEx:y [Exk(X, X )Ey (Y, Y))], (1)
where (X', Y") is a independent copy of (X,Y"). An estimator of HSIC(X,Y') is given by

1 1 1 1
HSICy(Z) = — > kijli; + —~ > kijlgr — 23 > kijliq = —ST(KHLH), (3
,J 4,0,9,7 4,4,9
where k;j := k(x;, x;), lij := l(y;,y;) are the entries of the n x n kernel matrices K, L respectively,
H=1- %llT is the centering matrix and 1 is a vector of ones.

3 Revisiting HSIC from Frequency Domain Perspective

We denote F as the Fourier transform, and 7! as its inverse. When the kernels k, [ are translation-
invariant, i.e., there exist functions 1, 1, 1; such that for all (z,2’) € X x X and (y,3') € Y x Y,

Pl -2’y —y) = vu(z — 2 )Pily — ') = k(z,2")l(y, y). 3)
Then, according to the results of [36, Corollary 4], the HSIC with function v can be formulated as

HSIC(X>Y) = / ’¢ny(w) - ¢lP’xIP’y (W)’2(7_1¢)(w>dwv (4)

Rdz xR%

where w = (wy,wy) € R% x R%, w,, wy are the frequencies of X and Y respectively, and

¢PXY(W) = ‘/eii(szjLw?y)dPXYv ¢IP’XIP’Y(°‘)) = (/ eiwzzdPX> (/ eiwgyd]P)Y> (5)

are the characteristic functions of Pxy and P x Py, respectively. Intuitively, Eq. means that HSIC
can be understood as the difference between the joint distribution and the product of the marginal
distributions in the frequency domain, with different weights (F ~'¢)(w) being attached to different
frequencies, which are determined by the kernel function. When F~14) is almost everywhere non-
zero, it can be shown that the kernel is characteristic [[36,!10]. The characteristic condition ensures that
the criterion is discriminative for discrepancies at almost all frequencies. However, with inappropriate
choices of F~14), the differences may not be significant enough. We explain this with an example:

Example. Consider the Sinusoid model that X x Y := [—m,7]? and (X,Y) ~ puy(z,y)
1 + sin(wox) sin(woy), where pg, is the probability density function and wy is a positive integer.
Combining Eq. , we can calculate that ¢p p, (W) = §(w,)d(wy) and gp,, (W) = 6(wy)0(wy) +
[0(we + wo) + 0(ws — wo)][0(wy + wo) + d(w, — wo)], where 0 is the Dirac delta function, thus the
difference between them only relies on the frequency wo. When the Gaussian kernels with width v/2)\,,
and v/2), are used, i.e., k(z,2') = exp(—||z — 2'|j3/(4A2)), Uy, ) = exp(=ly — y'[13/(4A})),
then the inverse Fourier transform of 1) is (F ') (we,wy) = 77 A Ay exp(—(Ajw? + A2w?)).
Hence HSIC(X,Y) = 47~ A, Ay exp(—(A2 + A2)w§) whose maximum is taken at X = A} =
1/(v/2wy), indicating that the widths need to be adjusted to focus on some specific frequencies.
If the common setting [14} 144] is adapted, which uses mid-widths (i.e., the median distance does
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not change with wy since the marginal distributions do not change with wy), then the criterion will
exponentially decline to 0 as wy increases. In contrast, the criterion using the adaptive optimization
width (1/wp, 1/wp) decreases at a rate of O(w, %), which is a considerable improvement.

This example illustrates the loss of the discriminatory power of the criterion when an inappropriate
F 14 is chosen. The discriminatory power of the criterion heavily impacts the sample size required
for the test to obtain significant results in practice, and existing inflexible configurations may lead to
inadequate test power in the presence of reasonably large sample sizes. Consequently, it is important
to design learnable 7~ '¢. To this end, we subsequently design a learnable objective and let it
be optimized in a data-driven manner. Before this, we provide an approach to make the criterion
be computed efficiently. This can be achieved by sampling in the frequency domain. Formally,
a finite-dimensional approximation in the frequency domain of the integral in Eq. is given as
follows:

D, Dy
1 2

HSICw(va) = D.D § E |¢]P’Xy(w$;i7wy;j)_¢PX]P’Y(W$;i7wy§j)| ’ (6)
zy

i=1 j=1

where {wm;i}lp:ﬁ, {wy; }]D:yl are sampled independently with the measure F '), F ')y, respec-
tively. Note that F~14) is a product measure, i.e., F 19 = (F~1opy) ® (F~14;). This type of
approximation is also called random Fourier features (RFF) [28] that had been applied to various
kernel algorithms. We will incorporate this technique to efficiently perform computation later.

4 Learning Significant Fourier Feature Pairs

4.1 HSIC with Learnable Fourier Feature Pairs

To design F~ !4, we need to make sure that supp(F ~19) = R% x R% to meet the characteristic
condition and that its integral over the full space is 1 to ensure it is a probability measure. Also, for
practical utility, F !¢ should embody a familiar probability density function, facilitating sampling
procedures. Fortunately, a versatile array of options emerges through the judicious selection of
kernels || with adjustable parameters. Take kernel k£ as an example, some commonly used kernels
are listed in Tab. |l} and their inverse Fourier transforms are listed simultaneously. Additionally, to

Table 1: Some popular kernels (parameterized by o, ) with corresponding density functions.

Kernel Vi (A)2 F Tohr(w) To,, () pr(w)

Gaussian e HzAaHZQ (27r)_‘i””/2cre_"2”“’”%/2 x/o (27r)_d‘”/2e_”“”§/2
Laplace e 151 211, ﬁwi z/o 211, 1+1w3
Mahalanobis | e 34757 '8 (9)de/2|m |1/ 2e=w R e 2 | 312, () —de/2e-lwl3/2

be able to apply gradient-based optimization techniques, we invoke a method that disentangle the
sampled objects and the learnable parameters. Specifically, we leverage a variable transform 7y, (a
bijection function parameterized with 6},) to convert the probability measure F 11/, into a simple
distribution (e.g. a standard Gaussian distribution) py (w). Simultaneously, we relocate the learnable
component onto X . Consequently, we can focus on learning parameterized transformations 75, and
simplifying the computation by enabling sampling directly from py (w).

Remark. The above scheme provides a broader form for designing. The mapping 7Ty, can be viewed
as a feature extractor, which makes it possible to flexibly combine models (e.g., neural network) thus
incorporating deep kernel [24]] into the framework. Also, it should be noted that the single kernel
example can also be extended to multi-kernel setting [[L1] by executing the procedure for each kernel.

Next, we obtain the learnable independence criterion and utilize the sampling technique as in Eq. (6)
to compute efficiently. Note that for simplicity, we take the same value for both D, and D, in Eq. (6)
by default. By the definition, the kernel function can be expressed as

Ui (To,x — Topa') = FIF M (w)] = /e—in(%w—%ﬂ/)pk(w)dw. @

The bounded, continuous, translation-invariant kernel satisfies the characteristic condition [12].

https://doi.org/10.52202/079017-3166 99803



By applying the frequency sampling technique, we obtain the approximation as

D/2 D/2
w 2 —iwy,. T— z’ 2
wl(c ) (%kx — 7—9kg;/) = B Ze : }E](nk' Tgk ) = 5 ZCOS (w;{’](%kl‘ - %kI/)) 3 (8)
Jj=1 J=1

where {wg.; }?:/12 are sampled independently with distribution py (w) and the last equation is because
the kernel function is real. To get a more computationally tractable form, we define

Ag(x) := \/g {cos(w?%kx),sin(wf%kx), ...,cos(wg/QTgkx),sin(wg/ﬂ—gkx)} , 9)

called learnable RFF of k then Eq. (8) becomes 1/),(:)) (To,x — To,z') = Ag(x)Ar(2)T. The ex-
pression with a similar form is also given in [44], with the difference that we have added learnable
parts. For Y, we define the corresponding symbols by substituting & for [ and z for y. Also, for
convenience, we default to keeping Y and X the same number of samples D from here on. Then the

HSIC with learnable RFF pairs can be obtained by replacing k, [ in Eq. (1)) to w,(cw)7 wl(w). Also, the
corresponding estimator with sample Z can be obtained by replacing K, L in Eq. (2) to the matrices
Ax A% Ay AT, where Ax = [A(21);...; A(2,)]nx p and so as define for Ay . As a result,

HSIC.(7) = o Tr(Ax AL HAyATH) = S Tr(ATHAYATHAY) = o AT Ay},
(10)
where Ax. := HAx,Ay. := HAy. The time complexity is analyzed as follows. Since the
computation of the mapping 7Ty, = depends on the specific design, here we default to analyzing the
kernel case shown in Tab. |1} In this case, computing A x, Ay requires O(nD(dx + dy)) time. Then
calculate A x., Ay. cost O(nD). After that, calculate HSIC,,(Z) cost O(nD?). Hence, the overall
time complexity is O(nD(d, + dy, + D)), i.e. the running time is linear with n.

4.2 Linear-time Optimization Objective

Next, we model the behavior of HSIC,,(Z) to obtain an optimization objective for maximizing
the power of the test. By utilizing the property that HSIC,,(Z) is a V-statistic, we can extend the
results [14, Theorem 1, 2] for HSIC,,(Z), as shown in the following proposition with the proof
given in the Appendix. To simplify, we denote (x;, y;) as z; to represent the i-th sample and denote

& (To e — Toea) as ki) and 0 (To,ye — To,a) as 133
Proposition 1 (Asymptotics). Let hE;)q)r =4 28112) BT k18— 2k8918) ) where the
sum represents all ordered quadruples (t,u,v,w) drawn without replacement from (i, j, q,r). Then,
Under the null hypothesis Ho, HSIC,,(Z) coverages in distribution to

WHSICLZ) % Yo Ande Naiz) = [ WP e an
=1 Z

i12q,%r

where X34, X3, ... are independent x?3 variates and )\ is the solution to the eigenvalue problem as in
the right of Eq. . Also, under the alternative H1, HSIC,,(Z) converges in distribution as

n (HSICW(Z) - EZHSICW(Z))1> N(0,02), 02 = 16[Ei(Ej7q7rh(w) )2 — (Ezhg;;rﬂ (12)

ijqr
with the simplified notation B; , . :==E,. . . andEz =8, .. . ..

According to Proposition |1} the power of the test with HSIC,, can be formulated by
nEzHSIC,(Z) — r,
N ’
where @ is the standard normal CDF and r,, is the threshold, i.e. (1 — «)-quantile of distribution
given in Eq. that exactly controls Type I error rate to the nominal level a. Hence, to maximize

the power of the test, a natural criterion is [nEzHSIC,,(Z) — r,]/(v/no.). Next, we provide its
estimation which can be computed in linear time.

Py, (nHSIC,(Z) > r,,) — ® ( (13)
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We first consider obtaining the estimator of the numerator part. For the term EzHSIC,,(Z), we can
estimate it with HSIC,,(Z) as in Eq. . The estimation of the threshold r,, poses a challenge,
primarily stemming from the lack of an explicit expression for the distribution of the infinite sum
of chi-square variables. One avenue to address this challenge involves employing the permutation
method [2,138]] to simulate the distribution under Hy. However, this method necessitates a significant
number of shuffles to accurately approximate the distribution. Furthermore, even with the imple-
mentation of parallel schemes, it incurs memory costs proportional to the number of permutations,
rendering it impractical for resource-constrained scenarios. Here, we adopt a lightweight approach
in practice, leveraging the gamma approximation as proposed by [14]. A gamma distribution is
uniquely determined by its first and second-order moments. For these two moments, we present their
corresponding linear-time estimators in Theorem As aresult, we can obtain the (1 — «)-quantile of
the gamma distribution, denoted as ¢, with estimated parameters v := 3 /Vy, 8 := Vo /& in linear
time. Formally, with the term & and V) defined in Theorem Co is calculated by

Ho : nHSIC,,(Z) ~

y—1,—z/B £2 % y—1,—x
e Y B e
0

Fre) TV T & @)
where T'(+) is the gamma function. By combining the way to estimate the gradients of ¢, [30], we

enable it for gradient-based optimization with automatic differentiation framework. As a result, we
obtain a linear-time differentiable estimator of the numerator part.

Theorem 1 (Linear-Time Estimators). Under Ho, the estimators of mean and variance with bias of
O(n=1Y) to Ez[nHSIC,,(Z)] and Var z[nHSIC,,(Z)), denote as £y and Vy, respectively, are given by
1TA)%(:1] [1TA)2(:1] V R Qn(n B 4) (TL B 5) []'T(A§CAXC)21] [1T(A$CAYC).21]

(n—1)2 T = 1)(n—2)(n—3) n? ’
(15)

50 Z:[

where ()2 is the entry-wise matrix power. Both &y and Vy can be calculated in O(nD?) time.

For the remain term o, we estimate it with 3, that 52 := 16[ £ >, (5 X2, Bl

n3 lj%r

(w) w
To calculate >, . hyj. ijqre
total O(n*) of computation. Here we provide a way to enable it to be calculated in linear time by

obtaining a matrix expression. The main result is given by

)2—HSICZ,(Z)].

the straightforward way is to compute each item h which requires

Shl) = % [n17A1 + n*(A1); + (17C)B; + (1"B)C; — nE; — nF; — nD; — 17D]
J.a.r
(16)
where the definition of variables A to F with the calculation cost are given in the Fig. [I]and the
derivation of Eq. (16) is given in the Appendix. By checking the complexity of the remaining matrix
operations in Eq, all the elements with index 4 can be calculated in O(nD?). Combining
the results obtained before that HSIC,,(Z) can also be calculated in O(nD?), thus calculating the
term &, cost O(nD?) time. As a result, we obtain the overall linear-time optimization objective
J :=[HSIC,(Z) — ¢4/n]/0.,, which is a clear contrast to the existing quadratic-time schemes [30].

[[A§Ay}DxDH[(A§Ay)Ag]Dm ‘A= [Ax © (AZAYAD) p D := [BOClua Time Complexity: O(nD?)
, e O O(nD)
(A% s, [AF1]pa —> B i= [Ax(AXD)]wa, €= [Av(AfD)]wa (B = [Ax(ARO)lnx, F i= [Ay(AYB)]na O(n)

Figure 1: The diagram shows the definition of the quantities in Eq. , with styles representing the
time complexity of the computational process in the current box. ®: the element-wise product.

4.3 The Overall Learning Framework

After obtaining the differentiable optimization objective .J, we can perform the training process
end-to-end. In this process, the overfitting issues may happen especially with insufficient samples,
which could influence both Type I and II errors. If we use the same sample for testing, the Type I
errors may be uncontrollable [22]] when the overfitting issues happen. To address this, we adopt the
split scheme as in [24, 18] to allow our tests to maintain validity (controllable Type I errors). The
split ratio is set to 0.5 to facilitate the balance between the two. Apart from controlling Type I errors,
we still want to mitigate overfitting issues as much as possible in order to generalize the optimized
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Fourier feature pairs on test data thus improving the power of our tests. To this end, we select smooth
function classes to control the model complexity (e.g., as measured by the VC dimension), specifically
in this paper, we consider the two classes in Tab. [T|and implement them for experiments later. One is
the choice of Gaussian classes that optimize the global scale, and the other we consider Mahalanobis
classes and set X to be diag(o1, ..., 04) for optimization, which corresponds to optimizing the scale
in each dimension (which allows to capture high-frequency signals such as the edge in the image).
These smooth choices also bring the advantage of interpretability [30] and it is experimentally proven
that this simple choice is already able to handle most of the cases in different settings.

More discussion about split strategy. Currently, there are two major classes of approaches for
adaptive independence tests. One involves selecting kernels from a finite/countable set (discrete
scenario) and the other involves performing kernel parameter searches in a continuous space (con-
tinuous scenario). For the former case, some methods [22} 32] control Type I errors by applying
techniques from the selective inference literature without data splitting. However, these methods
cannot be directly applied to a continuous scenario due to the uncountable set of kernels involved.
To the best of our knowledge, both our scheme and existing methods [24}, 18] rely on data splitting
for the continuous case. Designing methods to control Type I errors in the continuous case without
sample splitting remains a challenging and significant problem for future research.

Algorithm. Our algorithm is outlined in Alg.[I] As a pre-processing step, we split the data into the
training data Z'" and the testing data Z*¢ (Line 1). The test contains two phases: 1) We learn the
Fourier feature pairs with Adam [21]] optimizer using full batches on Z'" (Lines 2-7). 2) With the
learned Fourier feature pairs, we calculate the test statistic and threshold (Lines 8-10) to determine
the independence (Lines 11) on Z%. The overall time complexity is O(TnD(dm +dy, + D)) and

the space cost is O(n(dm +dy + D)) for storing the data as well as the Fourier feature pairs.

Algorithm 1 The learning and testing framework

Input: samples Z of X, Y, significance level «, the number of Fourier feature D.
Output: X Il Yor X L Y.

Split the data as Z = Z" U Z'. Sampling {w;}7/7 = {(wpyj, wiij)} /5 with p(w).
< Learning significant Fourier feature pairs on Z*".
Initialize parameters 6, ;, set learning rate €, and set iteration steps 7.
fort=1,2,...,7T do
Obtain learnable Fourier feature pairs A x, Ay with parameters 6y, ¢; and {w, }f:/ 12 .
Calculate criterion .J with A x, Ay then optimize J with (0x,0;) < (0, 01) + €V (4, 0,)J-
end for
After training, obtain optimized parameters 67, 6;".
< Testing with learned Fourier feature pairs on Z%¢.
Calculate the statistic n'®HSIC,,(Z"¢), threshold ¢, (Z'¢) with parameters 67, 67 and {w; }f:/f .
: Return X [ Y if ¢, (Z%¢) < nt®HSIC,,(Z%¢) holds, otherwise X 1 Y.

R A A T

—_ =
= e

5 Theoretical Results

We first give the uniform bound results over a ball in parameter space which guarantees the conver-
gence of our optimizing objective thus ensuring its effectiveness in modeling test power.

Theorem 2 (Uniform Bound). Let 0y, 6; parameterize Ty, , To, in Banach spaces of dimension dy,, d;.
And Ty, , To, are Lipschitz to the parameters 0y, 6; with the non-negative constant Ly, L;, respectively.
Let O, be a set of (0, 0;) for which o, > ¢ > 0 with a positive constant ¢ and ||0y|| < Rp,, ||0;| <
Ro,. Let r denote the threshold, i.e., (1 — «)-quantile for the distribution in Eq. and (")
be the threshold with sample size n. Let {(wy;;, w; J)}jD:/ 12 be the samplings of frequency with the
sampling number D. Also, we define R, := sup; ||k, Rw, := sup; |lwi;l], ds := max{dy,d;}
and &, := HSIC,,(Z). Then with probability at least 1 — §, we have

1 1 logn R, Li+ R, L;
~ Zlog = + dj k ! .
O([\/n Og6+ n * Vn })

sup Ew 77"5}1)/” . Ez¢&, *rw/n
(01,01)€0, Ow Ow
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Next, we show the consistency of the tests, i.e. the power of the test tends to 1 as the sample size
increases. Let the U-statistic of HSIC,,(Z'¢) be HSIC(")(Z!¢), then we have the following results.
Theorem 3 (Consistency). Let 05,0} be the parameters after learning, Z'° be the test samples of
size m, when EzHSIC™ (Z') > 0, then the probability of the Type II error

P(Type I error)= Py, (mHSIC,,(Z*¢) < rm|ex, Gl*)w O(m~1?). (17)

Let the mapping functions with learned parameters 0}, 07 be To:, To;, and the corresponding range
space be compact subsets of R%7= | R4y, respectively. Also, the diameters of two range spaces are
denoted by diam(Ty: ), diam(Ty; ), respectively. Let {(wk.;, wl;j)}jD:/f be the frequency samplings
with their second moment denoted by o2, = By, ()[wi.;wkij], 02, = By, () Wi jwi,5]. Additionally,
we denote &, := HSIC(X,Y), then under Hi, we have EzHSIC'™ (Z!¢) > 0 with any constant

., diam(Tyx )+ow, diam(Toyx
probability when D = Q(d“;;;d” Jog Zex Gk)gf ydiam(Ty; )>,

This result can be understood in two parts. The first one is about consistency, i.e., the Type II
error rate tends to 0 at the rate of m~'/2 when condition EzHSIC(")(Z*¢) > 0 holds. The second

part provides the condition when E ZHSICE,“)(Z t¢) > 0 holds, which requires sufficiently many
frequency samplings. The theorem shows that the large value of the criterion HSIC(X,Y") helps
to reduce the required D. According to the results discussed in Sec. [3] there is an improvement in
the criterion by finding the more significant features and thus helps to reduce the required D. To
summarize, the significant features further help to guarantee the consistency of the test under the
efficient requirements (smaller D). All proofs as well as additional results are given in the Appendix.

6 Performance Evaluation

We compare the following tests: distance-based statistic dCor [39], the original HSIC QHSIC [14]],
the copula-based method RDC [26]], the three variants of HSIC NyHSIC [44], FHSIC [44]], BH-
SIC [44]] and HSICAgg [32], NFSIC [18] as introduced in Sec.[I} Among them, dCor and QHSIC are
O(n?) tests. RDC is calculated in O(n logn) time and the rest are O(n) tests. A detailed description
of the comparing methods is given in the Appendix. For our methods, We provide two variants as
mentioned in Sec. We name the Gaussian class case as LFHSIC-G, and name the Mahalanobis
class case (and set X as a diagonal matrix) LFHSIC-M. Additionally, for the comparative meth-
ods [30] that are relevant to us, due to their high time overhead and therefore inability to handle some
settings of evaluation, we separately provide a comparison with our method under certain feasible
experimental settings, the results are given in the Appendix.

Experimental setup. The significance level « is set to 0.05. We use Gaussian kernels for both X and
Y in all kernel-based methods. And QHSIC, RDC, NyHSIC, FHSIC, BHSIC are all with the kernel
width being set to the Euclidean distance median of the samples. The number of random features D
for FHSIC, LFHSIC-G/M, the number of induced variables for NyHSIC, the block size for BHSIC
as well as the number of sub-diagonals R for HSICAgg are all kept consistent as recommended
in [44} 32] for fair evaluation. Parameter settings for the rest of the methods follow the defaults in the
code. More details of the setups are given in the Appendix.

Evaluation protocol. We evaluate on four synthetic datasets [[18,30] and two real datasets [44,[30].
Synthetic datasets consist of Sine Dependency (SD), Sinusoid (Sin), Gaussian Sign (GSign), and
independent subspace analysis (ISA) dataset [14]. On real data, we introduce high-dimensional image
data and another music dataset to evaluate the capability of all methods in different data scenarios.
Unless otherwise specified, we perform 100 repeated randomized experiments and report the average
result of test power as default. More details of the generating process of each dataset and the details
of the evaluation (including running time) are provided in the Appendix.

6.1 Results on Synthetic Datasets

Settings of SD, Sin, and GSign Dataset. The Sin data corresponds to the example in Sec. [3]that
requires the method to focus on differences in specific frequencies. In SD, Y is dependent solely on
the first two dimensions of X. In contrast, in GSign, Y is independent of any proper subset of X
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Figure 2: Top: (D = 100). Below: (D = 500). Left: The average Type I error rate on SD, Sin, and
GSign datasets. The other three plots: The results of average test power on these three datasets.
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Figure 3: The average test power Vv.s. the rotation angle of each method on the ISA dataset.

but dependent on X as a whole. Therefore, it requires the method to learn important local/global
features based on the characteristics of the data to improve the test power. For SD and GSign, we
set the dimension of X as 4 and 5, respectively, and the dimension of Y is 1 for both. For Sin, we
set the frequency parameter w = 5. For calculating the Type I error rate, we evaluate using samples
(n = 2000) obtained by permutation for all three datasets.

Performance. The results for D = 100 and D = 500 are shown in Fig.[2} Except for NFSIC and
BHSIC, all the other methods succeed in controlling the Type I error rate < 0.05. LFHSIC-M/G,
NFHSIC, and HSICAgg perform much better than other methods due to their ability to obtain more
appropriate kernels/features for testing. LFHSIC-G/M performs on both settings of D and has a
more significant advantage over the others when D is small, implying the optimization objective can
still be successfully optimized and the criterion is still powerful under high-speed requirements. In
addition, as the sample size increases the test power of LFHSIC-G/M is gradually converging to 1 in
both settings, which corroborates the results of Theorem E}

Settings of ISA Dataset (Large Scale). We set dimension (of both X,Y’) and sample size as
d = 16,n = 10000 and d = 32,n = 60000, then evaluate the average test power with angle
parameter 6 € [0, 7/4]. Note that a larger angle signifies stronger dependency. The quadratic-time
methods are not involved in the evaluation due to their inability to handle large-scale settings. For
HSICAgg under the challenging setting n = 60000, d = 32, the memory space required for parallel
implementation leads to memory overflow and hence the results are not given.

Performance. The results for D = 300 and D = 500 are shown in Fig.[3] The results obtained
at = 0 reflect the Type I error rate. All methods successfully control the Type I error rate <
0.05. LFHSIC-M stably outperforms other methods significantly as the angle increases. Method
(LFHSIC-G) that simply optimizes the global bandwidth performs worse as d increases, corroborating
the need for more flexible kernel designs for more challenging tasks. Furthermore, comparing the
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Figure 4: The results on two real data. Left: 3DShapes. Right two: MSD Dataset.

results under different settings of D, our method LFHSIC-M performs consistently well and exhibits
progressively better performance as D increases.

6.2 Results on Real Data

Settings of Two Real Data. The first real dataset used is a high-dimensional image dataset 3Dshapes
as in [30]. In our experiments, we vectorize image X to a vector with dimension 64 x 64 x3 = 12, 288.
The sample size is set as 128. We add standard Gaussian noise A/ (0, 1) to the angle Y to make the
setting more challenging. The Type I error rate is evaluated by the samples obtained by permutation.
Besides, we consider the Million Song Data (MSD) as the second real dataset. The first dimension
represents the year of release of each song and is referred to as variable Y. The remaining 90-
dimensional features (e.g., mean timbre and timbre covariance) constitute variable X. We follow
the recommended setting [44]], i.e., disturbing each entry of the X with an independent Gaussian
noise A/(0,1000). For this dataset MSD, in order to fully utilize the data, we randomly select
n € {500, 1000} samples as the training set and other n samples from the remaining data 100 times
for the evaluation and obtain the average result. The above training and testing processes are repeated
10 times to evaluate the robustness of the optimization scheme.

Performance. The results of two real data with D = 10 are presented in Fig.[d] For the results on
3Dshapes (shown in the left of Fig. ), all methods except BHSIC and NFSIC control the Type I
error well. The linear-time test has relatively lower power compared to the quadratic-time test except
for LFHSIC-M, proving that its more significant features obtained in high-dimensional scenarios
enable it to achieve outstanding performance even in scenarios with high approximation requirements
(D = 10). Similar conclusions can drawn from the MSD dataset (shown in the right of Fig. EI)
Additionally, the results for NFSIC and LFHSIC-G/M with different sample sizes indicate increased
robustness of the optimization as the sample size increases (reflected in the reduction of variance),
and the more flexible design also contributes to this (comparing LFHSIC-M and LFHSIC-G), thus
can be more effectively applied to real-world scenarios.

7 Conclusion

In this paper, we propose a novel method to efficiently learn significant Fourier feature pairs for
maximizing the power of HSIC-based independence tests. By integrating a learnable Fourier feature
module, we improve the flexibility of existing configurations and design a new criterion. The proposed
linear-time optimization objective accurately models the power of the test and can be trained end-to-
end in a data-driven manner, ensuring both effectiveness and efficiency. Both theoretical results and
experimental results show the effectiveness of our proposed method. Future work includes further
improving the sampling method in the frequency domain.
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* Section[[} Smoothness of Optimization Objective.
* Section [J} Details of Experiment Setup.
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* Section[[} Limitations and Broader Impacts.

A List of Symbols and Notations

o big O notion

0 small O notion

i.4.d. independent and identically distributed

R the set of real numbers

B(R) Borel o-algebra on R

Px marginal distribution of X

Pxy joint distribution of X, Y

Fx distribution function of X

E[X] expectation of X

Var(X) variance of X

XUY random variables X, Y are independent
XUY random variables X, Y are not independent
i the set of all r-tuples drawn without replacement from the set {1, ...,n}

number of k-combinations of n elements

—~—~
>3
~—

n)k number of permutations, define as (n%'k),
Tr() the trace of a square matrix
1 an vector of all ones
H centering matrix defineas H =1 — %11T
© element-wise product
()2 element-wise power
LN convergence in distribution
® the product symbol of measure

X the product symbol of topological space
N(O,r) covering number with radii r for space ©
F,F1 the Fourier transform, Fourier inverse transform

B Assumptions

The following are the assumptions required. We denote the parameter spaces of 0y, 0; as O, ©.

(a) The mapping functions 7y, , Ty, are Lipschitz to the parameters 6y, 6, i.e. forallxz € X,y € Y
and for all 0,0}, € ©y,0,,0] € Oy,

170, () — Toy, ()]|< Lic - 101 — Ol

with the nonnegative Lipschitz constant Ly, L;.

(b) The range of the mapping functions 7y, , Ty, are bounded.

(c) The parameters 6, 61 lie in Banach spaces of dimension dj,, d; respectively. Also, the parameters
Oy, 0; are bounded by Ry, , Ry, respectively, i.e., ||0k|| < Rg,, ||0:]| < Ro,-

|To,(y) — To; (v)|| < Li - 16 — 6} (18)
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C Some Auxiliary Lemma

C.1 A Useful Expression

In this part, we give a useful expression for hz(-fq),, for the subsequent proof. By the definition, we have

hz(;Jq)r _ % Z(%Jﬂlﬂ') k(w)lgj) + kt(:)lq()ﬁ;) . Qk(w)l(w)

(t,u,v,w) Vtu tu “tv
)

. We simplify it by setting t =4, u =i, v =1

and w = ¢ in turn. Then we can show that hg;‘-’qr is equal to
1 (4:a:7) ’ 1 (4:¢:7)
LSRG 1 k1) — ) 4 LS ) 1 ) — anfe )
" (uv,w) " (to,w) (19)
1 ) ey, LR (@))() _ op);)
Tl Z ( + ki Lo — 2k L) + 1 Z ( + ki Ly — 2k Uy )
C (tuw) C (tu)
By the definition, k&;) = ,(:)) (To, e — To, ) = Ax (z)Ax (z,)7T is symmetric, i.e. kt(if) = kff;)
And so as z;"j ). Hence we can merge the identical items (marked with the same color). As a result,
@ _LRE e o o L RE e
h’ijqr :@ Z (2]{/11 l’i’u, + 2kiu Z’UL'Z}U) - kau liv )_ E Z (thi lt'u )
(u,v,w) (t,0,w) (20)
1 (4:¢:7) @)(@) @)1 (@) 1 (4¢:7) @)(@)
o Z (2 + 2k L — 2Ky 1) — 1 Z 2k Ly )
" (tuw) C(tu)

We will use Eq. (20) many times in subsequent proofs.

C.2 Properties of Learnable Random Fourier Feature

Under the assumption RFFs w,(f)7 wl(w) are Lipschitz to the parameters 6y, 6;. Formally,

Lemma 1. (Lipschitz Property of Fourier Feature). Let Ty, , Tg, be the mapping functions of X, Y
that are Lipschitz to the parameters 0y, 0; with the non-negative constant Ly, L;, respectively. Let

{(Whyjs wg;j)}?:/f be the samplings of frequency with the sampling number D. Also, we define
, then for the RFFs w,(f) l(w) with mapping functions
To.., To, and frequency samplings {(wk;j,wl;j)}f:/f, SJorall (x,2') € X x X,(y,y') € Y x Y and
forall 0,0, € O, 0,0, € O, we have

Ry, = sup; [|will, Ro, = sup; [|wr;

1S (A o) = (AL )| < 2Ru, L - 1|61 — 64,

@A, ) — (A < 2R, L6, — 0 @D
19, (Ay ) = 0 (AL ) < 2Ry, Ly - (|6 = 6111,

where Ny o := T, x — To, @/, A;.’x, =Ty w — 77921'/ and Ay, A;,y/ are defined by analogy.

Proof. We prove the result for 1/1,(:’) only since the proof for wl(w) can be obtained in the same way.
We start by recall the definition 1) (A, /) := 2 ZjD:/f cos(w}; Ay o). Then

J

9 D/2 9 D/2
1) (B o) = WAL ) = || 55 D coswljAnar) = 5 D cos(el ;2% )|

=1 =1

, /2 (22)

<5 Z || cos(w; Ag,ar) — cos(wi; AL )|
=1
Since the cosine function is bounded by 1, by the mean value theorem, for fixed j, we have
| cos(wij Ag,ar) — cos(wi; Al )| < |wi;Agar — wii ;A 4] (23)
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Then according to the Cauchy—Schwarz inequality,

|Whig Do ar = Wiy AL | < kg 1A 20 — A

w,a:’”'

(24)
By the definition of A, ,/ and the Lipschitz property of the mapping functions 7y, , 7p,, we have
180 = A% ol = (T = To,2") — (Topz — To ")
< 7o, = Toyall + 1 To, 2" — Toy Il < 2Lk - || — O3 .

Combining the above results, we complete the proof. [

(25)

Under the assumption[(b)] we can obtain the uniform convergence property as follows.

Lemma 2. (Uniform Convergence of Fourier Features). Let the mapping function of X,Y with
parameters 0y, 0, be Ty, , To,, and the corresponding range space be a compact subset of R*7= | Ry,
respectively. Also, the diameter of two range spaces is denoted by diam(Ty, ), diam(T,), respectively.

Let {(wg;;, wl;j)}jp:/f be the samplings of frequency with the sampling number D, then for the RFFs

with mapping functions Tg, , Tg, and frequency samplings {(w.;, wl;j)}?:/f, we have

P [ sup |A(z)"Ap(2) — k(z,2")| > 6} < 98 (cWW)zexp <_(w) |

Y c A(dr 12
o T2 ) " e)
o, diam(Ty De
| s M)A~ /) 2 <28 (T2 e (- B Y,
Y.y €Y € 4(dT, +2)
where the second moment of frequency samplings 02, = E,, () [wkT;jwk;j}, 02, =Ep [ngwl;j].

Proof. Based on the derivation of RFFs in Sec. [4.I] We can view it as if the frequency sampling
process is performed after the range space is obtained. Since the convergence bounds of the sampling
process can be obtained directly through the results of [28, Claim 1], by replacing the input space
in [28l Claim 1] to the range space here, then this part of the proof can be completed.

Remark. Combining the technique in [37], the constants in bounds can be further improved.

C.3 Approximation Error Bound

Let HSIC("(Z), also denoted as f "), be the U-statistic that corresponding to HSIC,,(Z), i.e.,
HSICW(Z) := (n)4 2 (i gl i @ The population value of HSIC(*)(Z) is given by Ez

’L]q’l‘
which can be viewed as the result obtained after a frequency sampling approximation on HSIC(X,Y")
is performed. The bound of approximation error is given by the following Lemma.

Lemma 3. (Approximation Error Bound). For simplify, we denote Ay, (z)T Ay (2'), Ai(y)T Ay(y') as
k) (x,2'), 1) (y, ), respectively. Then we have

[Ez&lY —HSIC(X,Y)| <4-  sup [k (2,21 (y,y) — k(z,a")l(y,y)]. @7
z,x'€X,y,y’ €Y
Proof. We first represent E ZESJ“) in the form corresponding to Eq. H ie.,
Ez¢(" = Exxryy: [k?(w)(X7 XNV, Y] +Exx [k(w)(Xv X')|Eyy: [l(w)(Ya Y’
— 2Exy [Exk™@) (X, X )EyI“)(Y,Y")].
Taking one of the items as an example and comparing it to the corresponding item in Eq. (I)),

|Exy [Exk™) (X, X )Ey1“)/(Y,Y")]|-Exy [Exk(X, X )Eyl(Y,Y")]|
/ / / | (X, XY, Y") — k(X, XY, Y")|dPx dPy dPx vy 29)
! Y/

< sup K922 (y,y) - k(x,2)l(y, ).
@' €X Y,y €Y

(28)

The results can be obtained for the other terms in a similar way, which completes the proof. O
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D Proof of Proposition I

In this section, we give a proof of the Proposition[I] We first restate the Proposition T here.
Proposition 1 (Asymptotics). Let hE;J(])T =g Zgi‘i?} ) kt(ij )z§;j ) 4+ kﬁj @) _ gpw) lgff ),
sum represents all ordered quadruples (t,u,v,w) drawn without replacement from (i, j, q, 7). Then,
Under the null hypothesis Ho, HSIC,,(Z) coverages in distribution to

where the

nHSIC.(Z) % " A, hail(z) = / ) (z)dF, (30)

=1 ZiyZqsRr

where X3, X35, ... are independent x? variates and )\, is the solution to the eigenvalue problem as in
the right of Eq. . Also, under the alternative H1, HSIC,,(Z) converges in distribution as

- (B2050)°] @D

1jqr

n? (HSICW(Z) - EzHSICw(Z))i> N(0,6%), 02 =16 {EZ(E )

2,4, Yijqr

with the simplified notation B; 4 . == E,, . . andEz :=E,, .. . ..

Proof. The proof is mainly based on [34, Chapter 5]. A proof for a similar result has been given
in [14} Theorem 1,2]. The difference is that we consider the asymptotic distributions of HSIC,,(Z)
that used learnable RFF thus is a function of frequency samplings while they consider HSIC,(Z).
Thus some steps need to be modified.

Step 1: we show that HSIC,,(Z) is a V-statistic, this can be done since it can be expressed as

HSIC,(Z) = X Didar ) To facilitate the conclusions in [34] for the U-statistic, we define the

ijqr:
U-statistic HSIC(" (Z) := > (idar)ein ) that corresponds to HSIC,, (Z).

T (n)a iy "ijqr
Step 2: Then we prove the result under H,. To begin with, we first show that Ej,qﬂ,hl(.;fq)r = 0 with
(i,4,q,7) € i} under Hy. According to Eq. , we can calculate Ej,qyrh(-w) as

ijqr
w 2 @) (@) | () e 2 R () ()
Barhh =2 3 Bun (K1) MO — KU = 25 By (1)
’ (u,v,w) ’ (t,v,w)
2 (& ) _ e, 2 () ()
+ E Z Et,u,w( + kf: lzi - kt: ltf ) - E Z Et,um(kt;j lt:j )
’ (t,u,w) ’ (t,u,v)
1 . w)q(w w w)(w 1 7 vFEW w)(w
1 i uFEwW w)q(w w) g (w 1 3 uFv w)(w

(32)
where we define simplified notions Efjfv’fﬁ“?é“’ whose superscript indicates the restriction. For
readability, we will require additional notations: E, kE“’) = Eff“kz(:)) and E k) = Eiii"kg: )

(the notations for Y is defined by analogy). Under H(, X and Y are independence. Hence
OF ¢ ohi) =E b E ) + Bk E @) — Bk E ) — Bk E, 1)
+ +EEWEY — E 9B — B,k@E, 1) = 0.

i

(33)

Then combining the results [34, Section 5.5.2], we can prove Eq. (30).
Step 3: Next we prove the asymptotic distribution under ;. We only need to show that [HSIC,,(Z) —
HSIC(") (Z)| ~ O(1/n). By the definition of k&, 1), we can check that |k{*”| < 1, [1{| < 1 for

tu

all ¢, u, thus |h§;"q)r\ < 4 for all 7, j, q, 7. Hence we have
IHSIC,,(Z) — HSIC(" (Z)] < il OTO + (L — i)-(n) 4~ 0(1/n). (34
w w = nA (n)4 nA 4 .

Combining the results [34] Section 5.5.1], we can prove Eq. (31). O
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E Proof of Theorem /I

In this section, we give a proof of the Theorem [I] We first restate the Theorem [I] here.

Theorem 1 (Linear-Time Estimators). Under Hg, the estimators of mean and variance with bias of

O(n=1) to Ez[nHSIC,,(Z)] and Var z[nHSIC,,(Z)], denote as &y and Vy, respectively, are given by

1TARAATAZ
(n—1)?

2n(n— )(n—5)  [17(A,Axe) 117 (AT, Av.)?1]
(n—1)(n—2)(n—3) n* ’
(35)

50 = [ ,VO =

where ()2 is the entrywise matrix power. Both £y and Vo can be calculated in O(nD?) time.

Proof. We first prove the part of the mean. Recall the definition of HSIC,,(Z), we have HSIC,,(Z) =
T i hz(.;fq)r Hence Ez[HSIC,(Z)] = 75 22, ;4 Ezhz(;'f;r. When (i, j, q,7) € i}, then we
can show that under Ho, E; quyrhgfq)r = 0 by performing the same analysis as in Egs. and
(33). Then we consider the case where exactly two elements of 4, j, ¢,  are the same, for atotal of
o
as an example. According to Eq. , we can represent R as

qr

6n(n — 1)(n — 2) terms. By the symmetry of A
(@)

1qr

the expectation of these terms all take the same

value, and here we take h

w _2 @ @y 2 X
w w w w w w w (w)(w)
hiiqT :g Z (k/u l’i'u +kiu ll()’u)> _ki'u l'i,’u )_ E Z (’[“// //z' )
(u,v,w) (t,v,w)
. . (36)
2 (& @@ @ 2 =
g 2 ki ) = ki ) = D (R
’ (t,u,w) ’ (t,u,v)
Under Hp, X and Y are independence. Take the expectation on both sides, we have
12E; o, h) = (2 + 4E,k“E, 1) + (2E,I“) 4 4E, k@ E, 1))
— (2E;k") + 2B, 1) + 2B, k@ E, @) — 2B, 1) + 4B kB, I))
+ ( )+ 2E k) + 4B, kWE, 1) (37)

- (QEr]{(w> + 4E1k(W)Eyl<w>) - ((5E.:'/"(W‘;]E,z//(w))
=2(1 - E,k®) — EI“ + B, k@ E, 1),

where we define additional notation E, k() := E?Z“ kt(;j ) (the notation for Y is defined by analogy)
and use k§; = I = 1. Hence in this case, the sum of the contributions of all terms to E 2 [nHSIC,, (Z)]
is (1 - E,k@) —E I + E,k“E,I(“)) 4 O(1/n). For the remaining terms, i.e., the case where

w)

at least three of ¢, j, g, 7 are equal, combined with the boundedness of i, o> WE can conclude that the

sum of their contributions is O(1/n). As a result, we have shown that
Ez[nHSIC,(Z)] = (1 — E,k™))(1 — E,I“)) + O(n™Y). (38)

The unbiased estimators of E, k) E,I“) are given by 17 (Ax A% — 1)1, 17 (Ay AT — I,)1,
respectively. Hence under H, we obtain the estimator of mean with bias of O(n~!) as

i 17(Ax A% - Lt 17(Ay AL - It _ TARALTARY

n(n—1) n(n—1) (n—1)2
Next, we prove the part of the variance. We start by calculating Var z [nHSIC*) (Z)], where the U-

statistic HSIC(")(Z) := ﬁ 2 (i jar)eir hgftl)r. According to the results [34] Section 5.2.1, Lemma
A], we have

Var[HSIC(") (Z)] = (Z)_l 24: (j) (Z B i) (o= 4(2123)4) G+ 6((22)4) G+0Mn™3),  (40)

c=1
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where (; := E; (Em’rh(.“.)) ) and (5 = E”(Eq Th( ) . Under H,, when (i, j,q,7) € i}, we

1Jqr ijqr
can show that E; Thf;’q)r = 0 by performing the same analysis as in Egs. 1i and |i thus ¢; = 0.

For calculating (2, we mainly focus on the term E, Th We use Eq. || again,

’qu’l"
(4,ar) Gar)
12h50, = Y (kU R = k) = Y R0
(u,v,w) (t,v,w)
. (4D
(4:>7) Gar)
S K KD - 3 ()
(t,u,w) (t,u,v)

Under Hy, X and Y are independence. Take the expectation E, ,. on both sides, we have
12Eq b)) = (251 + 4B kB 1)) + (2K B 1) + 4B,k B, 1)
- (2]4’(‘.">E 1) + 2B, k1) 4 2B kB, 1))
— 2k B + 2B,k E I + 2B, ki B, 1))
+( ) + (AE. kS E 1S +2E,k@1))  42)
— CEACE LY + 2Bk E 1Y) + 2B, k@B, 1))
— QE LB 4+ 2B,k E 1@ 4 2B, k@B, 1))
=2(k) — E k") — Exkj(“ +E @)1 —E Y — B+ E1@),

where we define additional notation E k(«) E#u Y B, k(w) E{f“kﬁ) (the notations for
Y are defined by analogy). For simplify, we denote k( ©) = k(w) zk:gw) - E,; kj(»w) + E,k“) and

c;ig

1) = l(“) E, ) - Eylgw) + E,I“). Hence combining Eq. , we have

ciig
2n(n —4)(n —5)

(n—1)(n—-2)(n—23)

Since under H,, the bias lead by the difference terms between HSIC(*) (Z) and HSIC,,(Z) vanish

faster than Eq. , hence the variance of HSIC,,(Z) is identical. In the following part, we consider
the empirical estimate of the leading term in Eq. 1| We estimate k(w) with (A XcAﬁc)ij’ then the

citg

Var[nHSIC()(Z)] = E;; (k)2 Ei ()2 + 0 Y. @3)

ciig

estimation of E; ; (k( )) is given by

1T(AXCA§C).21

5 . @4

= D [(Ak(w) = i) (Ar(y) = )] = Y (AL =

]

where we define notions A, := £ 3" | Ay(z,,). Since computing the value of 17 (A x.A% )1
requires O(n?) time complexity, we transform it into a more computationally tractable form. We
perform the following calculating as

1T(Ax AL ) %1 = Tr(Ax AL AxcA%,) = Tr(AY Ax AL Axe) =17 (AL Ax.)?1.
(45)
Recall the definition of A x. := [HA x],xp that can be calculated in O(nD) time, thus the term
[A% A x:|pxp can be calculated in O(nD + nD?) time. As a result, we obtain the estimator

1T (AL Ax.) 117 (AT Ay.)?1] for the term E; ; (ké“g) . (lgz) that can be calculated
in O(nD?) time. The only thing left to do is to determine the blas of the estimator. For readable,
we define k(w) @ B . % dou k:l(:f) and k@) := n% Y kq(ﬁ,), then by removing the terms

1]

with i = 7, a estimate with difference O(n~!) to Eq. is given by
1 2@ 2@ 3@ | 7]’
S [R R - R R 46
n(n—1) ; [ I g it (46)
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By comparing the difference between the expectation of Eq. and E; ; (k‘g Z;) , we can show that
this error is bound by O(1/n). We illustrate this by taking one of the cross terms as an example and

the other terms by analogy, as shown in the following,
(W) To(w) w) 7. (w)
Bl n_le )= n_l [ZZZk |

- ﬁE[ S MRS ]+00) = Bk E RS + O ).
4

(47)

(i,q,mu) €Y
Similarly, we can obtain the results for E; ; (ll(: Z;) As aresult, we have shown that 1) is a estimator
of Var z[nHSIC,,(Z)] with bias O(n 1) thus complete the whole proof. O

F Calculation of Eq. (16)

Here, we give the computational details of Eq. (T6). We mark colors to indicate correspondences.

According to Eq. 1i we can calculate Y h“) a

J,q,r 1](17'
w)(w w)1(w w w 1 (w)7(w)
Z hz]qr = Z (kz(u)]( : k( )ll()w) kz(u)]z(v)) - 5 Z (I"’m )//w )
7,q,r : u,v,Ww : tv,w (48)
w)7(w w (w) 7(w)
+ 5 Z( + ker>]2w> - A7§u>l<z >) - 5 Z(l‘a;u']ﬁ' J)'
t,u,w t,u,v

We can further represent Eq. {@8)) in matrices form as

SO = 2 [PAXATAYAT )+ (Ax AT 1) (17 Ay AT D) — nl(Ax A1) © (Ay AT 1),

73T

+ + (AyAT1);(1TAx A% 1) — n(Ay ATAx AL D),
—n(AxAY Ay ALL); — AT Ax ALY Ay ATL)|.
49)
Next, by variable substitution, we obtain the result as
o 1 ’
S hl) = 3 [ +n?(A1); + (17C)B; + (1"B)C; — nE; — nF; —nD, — 1" D].
7,4,
(50)

where the definition of variables A to F with the calculation cost are given in the Fig. [} For
convenience, we re-show the diagram here for reference.

Figure 5: The diagram shows the definition of the quantities, with styles representing the time
complexity of the computational process in the current box. ®: the element-wise product.

The computational Complex1ty of each step is illustrated in Fig.[5] We explain some steps here. As
a start, recall that the size of Ax, Ay are both n x D. Therefore a time complexity (’)(nDQ) is
required to compute A% Ay by matrix multiplication operation. Further multiplying the obtained
[AY Ay ]|pxp with AT requires O(nD?) time complexity. Next, since both A x and (AL Ay AT)T
are of size n x D, the elemental product operation requires a time complexity of O(nD). In a similar
way, we can check the time complexity for each remained step. After getting the variables A to
F, since 17 A1, A1 all can be calculated in O(nD) and 17B, 17 C, 17D all can be calculated in
O(n), we conclude that the results with index 4 in Eq. can be obtained in O(nD?) time.
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G Proof of Theorem 2

In this section, we give a proof of the Theorem[2] We first restate the Theorem [2] here.

Theorem 2 (Uniform Bound). Let 0y, 6; parameterize Ty, , To, in Banach spaces of dimension dy,, d;.
And Ty, , To, are Lipschitz to the parameters 0y, 8; with the non-negative constant Ly, L;, respectively.
Let O, be a set of (0, 0;) for which o, > ¢ > 0 with a positive constant c and ||0y|| < Rp,, ||0;| <
Ro,. Let r denote the threshold, i.e., (1 — «)-quantile for the distribution in Eq. and (")
be the threshold with sample size n. Let {(wy;;, w; J)}jD:/ 12 be the samplings of frequency with the
sampling number D. Also, we define R, := sup; ||k, Rw, := sup; |lwi ], ds := max{dy,d;}
and &, := HSIC,,(Z). Then with probability at least 1 — 6, we have

sup gw _Tw /n _ EZgw _Tw/n ~0O \/1 logl +d810gn + szch +szLl '
n 4 n vn

(ak,el)e@c a\w Ow
Proof. We take a similar roadmap of proof as [30] and extend it to our optimization objective. The
roadmap of the proof is as follows: we first obtain the convergence results (with sample size n) for
each estimator with fixed parameters 6y, 6;, and then extend the results to the entire parameter space
via e-net arguments. We begin the proof of the first part, which is based on bounded differences
inequality (McDiarmid’s inequality) [41, Theorem 2.9.1].

Bound of £, — Ez¢,|. Recall the definition of &, := HSIC,(Z) = 43, R By the

1,7,9,7 " 1jqr”

definition of &, 1{*), we have k)| < 1,[1{| < 1 for all ¢, u, thus \hi;’q)r| < 4 for all 7,7, q,r.

Now we begin by showing the bounded differences property of hl Jqr- Concretely, we replace the first

sample z; = (x1,y;) with 2] = (2, y}) and keep the remaining samples the same. The obtained

samples are named as Z’. Then the difference terms between hg;’;r and the new substitution futl(-;’q)r can

only happen in the case that at least one of , j, ¢, is equal to 1. For the case that only one subscript
is 1 (here take ¢ = 1 for example) combining Eq. (20), we have

SR =SR2

7,4, 74T

~1)(n-2)(n—3)-6-16=8n—1)(n—2)(n—3). (51)

The whole contributes of remaining terms that at least two ¢ j q, 7 are less than O(n~?), thus
1 B 7 (@) (@) (@) -1
’F Z ijqr Z hijar|< ’7 Z Ljgr = o4 Z hijar|+ ) =007, (52)
4,3,4,T 4,354, Jsqsr Jsqsr

Hence HSIC,,(Z) satisfy the bounded differences property with O(n~!). Using McDiarmid’s
inequality, for fixed 6y, 61, with probability at least 1 — &, there exist a universal constant C such that

/1. 2
|€w — Ez&u|< C1y/ = log =. (53)
n 1)

Bound of |r£,n) — 7Tyl As ™ is the (1 — «) of the distribution of n&,, with sample size n under H,,
according to the Eq. (53), when n is large enough, there exist a universal constant C such that

1 2 1 1
Ir(|/n < clm+ |Ez&| < sz, 54
n « n «

where the last inequation is because Ez¢,, ~ O(n~1) under H, (see Theorem [1] for a detailed

explanation). Hence |r(n)| ~ O(y/nlog(1/a)). Also, by definition r,, is a constant related to cv.

Bound of |62 — ¢2|. In this part, We first obtain the bound of |52 — E;52|, then 0bta1n the bound
of [Ez52 — 02|. As before we start by showing the bounded variance property of 2. We replace
z1 = (x1,y1) with 2] = (2, y}) and keep the remaining samples the same. The obtained samples
are named as Z’. For readable, we denote 52 with sample Z, Z' as 52 (Z),52(Z') respectively.

Recall the definition 52 := 16[1 3°,(4 3. A% )2 — HSIC?(Z)]. Since |h%) | < 4, we have

7,q,r "ijqr ijqr
1 1 w 2 1 1 Y (w w
S () (G ) = S R )
K3 2,9,7T K3 7,9, 1 ] q,r
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1 w\? (1 v<w> @ _ 7w
’(ﬁ Z hiqu‘) (n qu) ‘— Z |hwq7 = hijgr!- (56)
,7,49,T ©,9,q,T a.]wq r

Again, the difference terms between h w) - and the new substitution ﬁ(w) can only happen in the case

that at least one of 4, j, ¢,  is equal to 1 Hence Egs. (55) and are both O(n=1). As aresult, 52
satisfy the bounded differences property with bound O(n~1). Usmg McDiarmid’s inequality, w1th

probability at least 1 — 4, there exist a universal constant C's such that ]aw —E ZO’EJ| < Cs4/ % log 2 5

Next we obtain the bound of |[Ez52 — 02 |. We rewrite Ez52 as

> (@) (@) 1 @) ()
EZU == 16(1’L Z [hz]qrh1]’q’7’] - E Z [hquThl ]’q/r’]) (57)
1jqrj’q’'r’ ijqri’jq’'r’
By adding further restrictions that 7,4’, j, q, r, j’, ¢’, v’ are all different, we can obtain the correspond-

ing expression for 2. Hence the difference between them can only happen when at least one subscript

@) | < 4, we have [E£52 — 02| ~ O(n™ ).

e-net arguments. Next, we prove the second part with e-net arguments. Take the parameter
space Oy, of ; as an example. We choose a cover with N' (O, r) points {pi}ﬁ(le""r") such that
for any point p € O, we have min; ||p — p;|| < r. According to [41] Proposition 4.2.12], by
comparing the volumes, we have N (O,7;) < (4Re, /1)%. As for the parameter space ©; of
6, we can also obtain a cover with A'(©;,7;) points that N (O, 71.) < (4Re,/r;)%. Here, we
set 1y, = 4Reo,/\/n,m1 = 4Re,//n, thus N (O, ;) < ()& N (©;,7) < (y/n)%. Then
combining the Lipschitz property as shown in Lemmald] we have with probability at least 1 — 4,
1 2N (O, 1 )N (O, 7
sup |, — Ezé| < 01\/ tog N OkrINOLT) g 18R Lim
(0.01) €O, n Y

ind,j,q,7 5 ,q 7" is equal to 2. Combining |h

1 2 1 32R,, LrRe, 32R,,LiR
scl\/log+(dk+dl>°g”+ b0y | SR

n -4 2n Vn Vn
Hence when n is large enough, there exists a positive constant C's, with probability at least 1 — 6,

1 1 logn R, LiReo R, L Re
sup &, — Ez&,|< Cs \/log+ dy, + d; + —F S :
(ek,el)eec| | no "6 ( ) Vn Vn

Similar, when n is large enough, there exists a positive constant Cy, with probability at least 1 — 4,

. (58)

R 1 1 logn R, LpRe R, L Reo

2 2 Wik k wi i

sup |0, —oi|< Cy \/ log = + (di, + d;) + + (59)

<ek,ez>eec’ | no"0 Vn Vn

Overall Bound. Now we combine the previously obtained results. We have
n) (M

— rw n  Ez&, —r,/n v — EzE&, e — Ty 1 1

fr_ Bt “tufn) o —Brbu) 18 Tu) pe, g fnf |2 - L

Since on O, o,, > ¢, according to Eq. (59), we can make &,, > ¢/2 happen by assigning probability
budget §/2 when n is large enough. Also, combining Eq. (54), |[Ez&,| < 1 and r, is a constant
related to «, then with n large enough, there exist positive constants C’, Cy,

n)
71@ n  Ez& —ru/n 2 Cs |1 1 Cg
/ 2 / Scfw—EZ§w|+c5\/n17+6‘2—o’i|- (60)

o oy
Note that we need to pay for probability budget §/2 for the above conclusion to hold. Then by
taking the supremum on both sides in Eq. and assigning the remained probability budget 6/2 to
Egs. and @]), we can show that when n is large enough, with probability at least 1 — &,

—rw )/n B Ez¢, —ru/n

sup
0,0,)€O0, Tw Ow
(0%.,61) 1)
1 1 1 logn R, LiRe, + R, LiRe
NO . 71 - d d k k 1 1
<63|:\/n0g5+(k+l) n T Jn
thus complete the proof. O
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H Proof of Theorem 3

In this section, we give a proof of the Theorem[3] We first restate the Theorem [3| here.

Theorem 3 (Consistency). Let 05, 0; be the parameters after learning, Z'° be the testing samples of
size m, when EZHSICE}L) (Zt€) > 0, then the probability of Type II error

P(Type 1l error)= Py, (mHSIC,,(Z") < (™95, 91*)~ O(m~1/?). (62)

Let the mapping functions with learned parameters 0, 0] be 'Tg}: , ’Tgl*, and the corresponding range
space be a compact subset of R%7= Ry respectively. Also, the diameter of two range spaces is
denoted by diam(Tpy ), diam(Tp; ), respectively. Let {(wk;,w. J)}?:/f be the frequency samplings
with their second moment denoted by o2, := E,, ) [w,z;jWk;j], 02, =Ep [ngwl;j]. Additionally,
we denote &, := HSIC(X,Y), then under H1, we have EZHSICS‘)(Zte) > 0 with any constant

wy, diam(Tox )40, diam(Tx
probability when D = Q(dT‘“;dTy log Tl (T )5 O diam(To; )).

Proof. The proof consists of two parts, we first give the rate of convergence of Type II error under

condition EZHSIC(")(Z!¢) > 0, and next for condition EzHSIC(")(Z!¢) > 0 we give a lower
bound on the number of frequency samplings required for it to hold. To simplify, we denote the

U-statistic HSIC(" (Z%¢) as f&u) in this proof. We begin to prove the first part. With the learned
parameters ¢, 0/, the probability of the Type Il error is given by

]P’(Type I error) =Py, (mfw < rmex, 9;‘) (63)
. . () .
Combing the result of the difference between £, and &, as shown in Eq. (34)), we have
0307 ) (64)

where C is a positive constant. To apply the rate of convergence of the Central Limit Theorem, we
rewrite the right equation in Eq. as

(m@&“) —EzM)

403/ 2

Pro, (mée < 7107, 07 )< Pry, (mel) < + Co

r§ Jym — JmEzeS) + Co/ym

40&/ 2

Py <

1

Or, 0F ) ; (65)

where the standard deviation (defined in Proposition EI) 0, > 0 under H;. Then according to the
results in [34, Section 5.5.1 Theorem B], there exist nonnegative constant C'; such that

() ) e () )
P(TprHeITOI‘)SCI) Tw /\/m \/ﬁlZ&u +OO/\/E +01Vh7 (66)
40 ol/? Vm
where vj, := B’ iq#'\hl(-;grP < 0o. When m is large enough, we further have
1
P(Type I error) < (I)(Cg — Csv/mEzEMW + C’4/\/%> +C5ﬁ' (67)

where Cs, C3, Cy are positive constants and using (™ ~ O(m'/?) we prove in Eq. . Hence

when E Z@(Ju) > 0, the leading term /mE Z&E}u) decrease as m increase. Further, to obtain the
decrease rate when m is close to infinity, we consider the asymptotic expansion (when z is close to
negative infinity) for the function ®(x) as given by

2

B(x) = - 26:;;; (1 e 5(2x2§i” — ”) , (68)

thus ® (Cg — C3/mEzel” + 04/\/7n)~ O(m~'?). As a result, the decreasing rate is at least
O(m~/2). We have so far completed the first part of the proof, and we next begin the second part of

the proof, i.e. obtain the number of frequency samplings required for the condition E ngd“) >0to
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hold. For simplify, we denote Ay ()7 Ax(2), Ai(y)TAy(y) as k) (z, 2), 1) (y, /), respectively.
Then according to Lemma 2] we have

o diam(Tg+ )\ 2 2
P { sup |k(“’)(sc,x’) — k(z,2)| > 6] < 28 <0k(9k)> exp ((DE) ,
z,x'eX

€ 4(dr, + 2
diam(Tg;)\ Ve
o, diam(7g~ De
P| sup Iy, y) —l(y,y Ze}§28<ll) exp(—).
s 10) ~ ) ; T

Also, we denote the bounds in Eq. as 9 (e, D), 6, (e, D), respectively. Next we get the bound
between E Zfﬁ(uu) and HSIC(X,Y). According to Lemma the bound is given by
[Ez&0Y —HSIC(X,Y)| <4 sup [k (2, 2) @ (y,y) — k(2,2 )y, ). (70)
z,a'€X,y,y' €Y

Since by the definition, for all (z,2') € X x X, (y,y') € Y x Y, we have |[k“)(z,2')| < 1,
1) (y,9)| < 1, |k(z,2')| < 1, |I(y,y')| < 1. Hence we have

[k (2, 2") 1) (y. yf) = k(@ 2y, y)] < K (@, 2") = Kz, 2")| + 19y, ') = Uy, )] 1)
Combining the results of Egs. (70) and (7)), we obtain
[Ez&0) —HSIC(X,Y)| <4 sup_ [k (x,a")~k(z,2")[+4- sup [I)(y,")~1(y.3)]. (72)
z,x'€X Yy’ €Y
Combining the results as shown in Eq. (69) and allocating the probability budget ¢, we have

P sup  |[Ez&™ —HSIC(X,Y)| > e} < 6,(e/8,D) + 6,(e/8, D). (73)
z,x' €X,y,y' €Y

By setting € = £,,/2, and since &, > 0 under 7—[1, we conclude that E Z&(f‘) > 0 holds with any

dr, +dT, 1 kdiam(%2)+0’wldiam(7-9l*)) 0
52 f'(l :

constant probability when D = Q(

In the proof of Theorem 3, we obtain the convergence bound of the statistic E Zf&u). Actually, the
convergence result for its estimation can also be obtained, as shown in the following Corollary.

Corollary 1 (Approximation Error Bound of HSIC,,(Z%¢)). Maintaining the same conditions and
notions as in Theorem 3, we have the uniform convergence bound of HSIC,,(Z*°) as

P { sup  |HSIC,,(Z') — HSIC,(Z')| > e} < 6,(¢/8,D) + 6,(¢/8, D). (74)
Ztee X XY

kO < 11080 < 1, kil < 1, ]1] < 1, thus

Proof. By the definition, we have for all ¢, j, g, ,

k516D = Kglarl < [k — kg G2 + Wil = el < [k — kg + 10520 = lr . (79)
Then according to the results as shown in Eq. (69), we have for all 4, j, ¢, 7

P l Sup K1) — kijlye| > €| < 6.(¢/2,D) + 8,(e/2, D). (76)

i, 2;E€EX,Yq,yr €Y

Recall the definition of 7\“) = & Z(w’q’r) (w)l(w) + kt(Z)ll(;Tu) - Zkﬁ)lif) and we further define

lJQT (t,u,v,w) tu
the Corresponding hijqr = a1 Z(l’hqﬂ) ktultu + ktulmu - 2kuvltva then fOI' all ivj? q,7,

(t,u,v,w)
P sup  [hE) — hijer| > €| < 6.(¢/8,D) +6,(¢/8,D). (77)
i, 2;€X,Yq,yr €Y
After that, using the expressions that we obtained before, i.e., HSIC,, (Z¢) := % Do Janr hl(fq)r and
HSIC,(Z%¢) :== >i.j.qr Mijgrs we obtain the final bound that
P [ sup |HSIC, (Z"'¢) — HSIC,(Z")| > e} < 6,(¢/8,D) + d,(¢/8, D). (78)
Ztee X XY
and thus complete the proof. O
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I Smoothness of Optimization Objective

We first prove the Lipschitz property for some functions. For ease of reference, we re- list here the def—

initions of the terms that related to the optimization objective: £, := HSIC,,(Z) = 4 > g 7 ’ qr,
52 = 16{%2 (5 300 B )2 —HSICf,(Z)} and o2 = 16{EZ—(E arh )2 — (Bghl) ) }

The Lipschitz property of these terms are shown as follows.

Lemma 4 (Lipschitz Property of of £,,, Ez¢,,, 02, 02). Maintaining the same conditions and notions
as in Lemmal(l| we have the following Lipschitz property

€0 (Oks 01) — €0 (0, 01)] <8Ry, Li - |0k — 03 || + 8Ru, L - |61 — 03],

|Ez (€0 (0%, 00)] — Bz (€0 (04, 0)]| < 8Ruy Ly - |0k — 04|l + 8Ru, Ly - |61 — 6],
|62 0k, 01) — 52(0,,,0,)| < 1024R,,, Ly - ||0x — 0}, + 1024R, L; - ||6; — 0],
|02 0k, 0)) — 02(0},,0))| < 1024R,,, Ly - ||0x — 0}, + 1024R, L; - |6; — 6],

(79)

where we use the symbol &,,(0k, 0;) to denote &, with the parameter 0y, 0; and the others by analogy.

Proof. We start by obtaining the result of hE‘]’Jq)T for all ¢, j, ¢, . Since for all ¢, j, q, r

|68 (015 (01) — KL (0418 (0))] < |k (61) k§;”<e;>|+|l§°;><el>—zf;:><e;>|, (80)

where the property |k:(‘f’ | <1and |l(‘$f | <1 are used. According the Lemmalﬂ, we have
k57 (0k) = k55 (B)] < 2Ru Lic - 105 — 0411, [167(00) — 150(6))|< 2Ru Lo - 160 = 6] (81)

Combing the definition that 1'% = & Z(w’q’r) 1) L) o1 then

1jqr (t,u,v,w) Vtu tv >
|50 (00, 01) = S5, (04, 0)|< 8Ru, Lic - 10 — 04l + 8Rw Lo -6 = 6] (82)
Also, combining the definition of &, := HSIC,,(Z) = 4 >, ar h; J q)T, we obtain
|80 Ok, 01) — £ (0, 07)] < 8Rus, Ly - |0k — Op || + 8Ru, Ly - |60 — O] (83)
By using [Ez (£ (0k, 01)] — Ez[60 (6}, 0)]] < Ez([[€w(Ok, 01) — & (6, 07)]], we have
(B2 (8w 0k, 01)] — Ez[E (0, 0)]| < 8Ru, L - |0k — 04 [l + 8Ru, Ly - |60 — O] (84)
For the results of 52, 02, we first proof the following results. For all i, j, ¢, 7,7, j', ¢', ', we have
1) (O, 00)R ) 1 (00, 00) — B (O, OB 1 (O, 07)|
S ‘hz;uq)r 9k70l) z]qr(9k7el)| +4- |hz’g’q’r (0k79l) zu;)qr ( ;6792)’ (85)
< 64R,, Ly - ||9k -0 || +64R,, L; - ||91 9l||
where the first inequality holds due to property |h1 y qr| < 4. Then we use the expression
~o _ (@) (@) 1 @) p@)
T = 16[ﬁ > Mjehii — 8 > hijarhijtq T’} (86)
43,475 5q" 4,3,4,1m54",3",q" 1’

and combine the results in Eq. (83). As a result, we obtain that

152 (04, 0) — 52(0,,00)| < 1024R., Ly, - |0 — 0] + 1024R0,, Ly - |6, — 0)]. (87
In a similar way, we can obtain the corresponding expression of o2 as
U?u =16 [Ez Jarg’sd T/hgfq)rhgj)q v = Bi g gta T/hS;JLI)ThE?;)/q’W} : (88)
Then we obtain a similar result as before, i.e.,
o2 0k, 61) — 02, (0}, 07)] < 1024R,,, Ly, - |0k — 0, || + 1024R,, Ly - |6, — 6] (89)
which completes the proof. O
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Also for the term associated with the estimated threshold (recall that it is computed from the first two
moments), we obtain the following properties of &, V; as defined in Theorem I}

Lemma 5 (Lipschitz Property of of &, Vo). Maintaining the same conditions and notions as in
Lemma | we have the following Lipschitz property

€00k, 01) — Eo(03, 01)| < 2Co Ry Lix - |0 — Op || + 2CoRes, Ly - |61 — 6],
|V0(9k,91) — Vo( 9l)| < 12801kaLk ||9k -0, H + 12801RwlLl ||9[ — 91”

where the constant Cy(n) := (n71)2 and Ci(n) := %.

(90)

Proof. The expression in Theorem[I] while easy to compute, is not suitable for this part of our proof.
We begin by obtaining equivalent expressions for £y, Vy. According to Eq. (39), we have

€, = {1 ~1T(AxAY )1@1} {1 _17(AvAY I,L)l}

nin—1 nin—1) o)
17 (Ax A1 17(Ay AT
=Cp |1- 5 1— > )
n n
And for Vy, we use Eq. (#5) and obtain
Vo = 2C1 = [Tr(AxAYHAXALH)| [Tr(Ay AV HAY ATH). 92)

Also, we define hgj;r = 4, DY ;iquw) w)k(w) + kO ES) — 2585 k) that corresponding to hgjq)r

and also define hfé o =g Zgzi’i o) 1) 4 ltu il — 211“, 1) Then we can further rewrite

the term for X as S Tr(AxAYHAxATH) = L >, i ”qr and for Y by analogy. Then the
properties of h( ) can also be obtained for h(f) and h") Kk | < 4, \h(l) | < 4 for all

z]qr’ z_qu
1,7,q,r. Next we start to prove the Lipschitz property of &, Vo For &os accordrng to Eq. (8I) and

combining the results 0 < 17 (Ax A%)1 < n? and that for Y, we can show that

E0(Or, 61) — Eo (0,00 < —2 Co Z|k(“ (Ox) — k(0 |+C° S I 0) — 1890
a.r (93)
< QCOkaLk N0k = O3l + 2Co Ry Lu - 161 = 6411
where 17 (AxA%)1 =3, k%") by definition and so as for Y. And for V,, we can prove that
Vo(Ok, 00) — Vo6, 61)]
< IS N 000 (00,00 — 15 000 (0,00 (o

n8 7 51 a4l ’ /
i.5,q,m,1 .37, \r
< 128C1 Ry, Lk - ||9k -0, H + 128C1 R, L; - 16, — tng
where the last inequation is obtained similar to Eq. (85)), thus completes the proof. O

The following results extend the results in [30] to the more general case (we only restrict the mapping
functions to satisfy the Lipschitz property, and thus include the Gaussian kernel case of their proof).
Theorem 4 (Smoothness of Optimization Objective). Let the sample of size n be Z, and with a
small positive constant c, let the set of the parameters be O := {(0,0,)|G., > ¢, Vo > ¢,E > ¢},
then there exist a nonnegative constant L such that ||V (o, 9,)J || < L on O, where the optimization
objective J := [HSIC,,(Z) — ¢4 /n|/0., is that we used in practice.

Proof. According to Lemma 4] we have shown that HSIC,,(Z), 7., both fits the Lipschitz condition.
Also, according to Lemma |[5] we have shown that &y, V), are also Lipschitz with respect to 6y, 0;.
Since the threshold ¢,, is completely determined by these two moments, combining the smoothness
property of the mapping from two moments to thresholds as analyzed in [30, Theorem 2], we obtain
that ¢,, is also Lipschitz with respect to 0y, 6; on ©.. As a result, we complete the entire proof based
on the Lipschitz property of composite mappings. O

Remark. &, and V), are positive is almost satisfied in practice since according to the definition only
MTAZ 1)1TAZ 1) and [1T (AL Ax.)?1][1T (AT Ay.)?1] need to be greater than 0.
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J Details of Experiment Setup

In this section, we give an introduction to the comparison methods in our experiments and provide
the implementation details of each method.

J.1 Details of Comparison Methods

The methods of comparison used in the experiment are described below.

* dCor [39]: An independence test that is based on the distance covariance.
* QHSIC [14]: The original quadratic-time HSIC independence test.

* RDC [26]: The randomized dependence coefficient that measures the independence using the
canonical correlation between a finite set of random features of the copula.

» NyHSIC [44]: A variant of HSIC that uses the Nystrom method to approximate kernels.

* FHSIC [44]): A variant of HSIC that uses the random Fourier feature to approximate kernels.
e BHSIC [44]: A variant of HSIC with the block-based statistic.

» HSICAgg [32]: An aggregated kernel test with the incomplete statistic of HSIC.

* NFSIC [18]]: A test uses the normalized version of the finite set independence criterion and
chooses features on a hold-out validation set to optimize a lower bound on the test power.

Below are the GitHub URLSs for each comparison method.

* dCor: https://pypi.org/project/dcor.

* QHSIC: https://github.com/amber0309/HSIC/blob/master/HSIC.py.

* RDC: https://github.com/lopezpaz/randomized_dependence_coefficient,

* NyHSIC: https://github.com/oxcsml/kerpy/blob/master/independence_testing,.
* FHSIC: https://github.com/oxcsml/kerpy/blob/master/independence_testing,

* BHSIC: https://github.com/oxcsml/kerpy/blob/master/independence_testing,.

* HSICAgg: https://github.com/antoninschrab/mmdagg/tree/master/mmdagg.

* NFSIC: https://github.com/wittawatj/fsic-test/blob/master/fsic,

Time Complexity. Among them, dCor and QHSIC are the tests of quadratic complexity with sample
size n, i.e., O(n?). RDC is calculated in O(n logn) and the rest are linear-time tests, i.e., O(n).

Threshold. For dCor, QHSIC, RDC, NyHSIC, FHSIC, and BHSIC, we permute the samples 100
times to simulate the null distribution and compute the threshold. The thresholds for the remaining
methods are obtained by asymptotic null distribution, i.e., we set the test threshold to the (1 — «)-
quantile of x?(J) for NFSIC and obtain the test threshold of LFHSIC-G/M by gamma approximation.

Details of Setup. The number of random features for FHSIC, LFHSIC-G/M, the number of induced
variables for NyHSIC, the block size for BHSIC and the number of sub-diagonals R for HSICAgg
are all kept consistent as recommended in [44]] for fair evaluation. Specifically, we set the number of
random mappings in RDC to 20 to ensure compatibility with large-scale datasets. The test location
parameter J of NFHSIC is set as default as 10, since it differs from other approximation methods that
blindly increasing J may lead to a loss of power as shown in [[18]] and can significantly escalate time
costs due to its cubic time complexity O(.J3). In the optimization step, for stabilizing the training,
in the implementation of NFSIC we determine the initial bandwidth by searching the best from 25
bandwidth combinations (including the median bandwidth combination). For LFHSIC-G/M, to be
fair, we perform the same grid search on SD, Sin, and GSign datasets. In other experiments, we
still use the median bandwidth as initialization for LFHSIC-G/M. Also, the maximum number of
iterations for the optimization is set to 100 for NFSIC and LFHSIC-G/M. The default learning rate of
the optimization of LFHSIC-G/M is set as 0.05 in all the experiments. As for HSICAgg, the default
implementation of the predefined 25 pairs of bandwidths in its code is used. For synthetic data, we
set the split ratio to 0.5 for NFSIC and LFHSIC-G/M, i.e., we randomly sample half of the data for
training and use the remaining for independence testing, while the other methods use all data for
testing. For real MSD data, we divide a small portion of the data for training and then extract 100
random subsets of the remaining data (disjoint from the training set) for evaluation.
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J.2 Details of Datasets

The details of the four synthetic datasets and two real datasets are described below.

* Sine Dependency (SD): In this model, X follows a d-dimension multivariate normal distribution
Ny(0,1;), and Y is defined as 20 sin (47 (X7 + X3))+Z, where X; is the i-th dimension of X,
and Z ~ N(0,1) represents independent noise. Notably, when d > 2, Y exhibits a nonlinear
relationship solely with the first two dimensions of X.

* Sinusoid (Sin): This model introduces a localized alteration in the probability density function
Pay Over X x Y := [—m, 7%, specified as (X, Y) ~ pyy(z,y) o< 1 + sin(wz) sin(wy), where w
denotes the frequency. Increasing the frequency enhances the similarity between the sampled
data and that drawn from Uniform([—, 7]?), thereby augmenting the challenge of detecting
dependency with limited sample sizes. An example visualization is shown on the left of Fig. [6]

* Gaussian Sign (GSign): In this model, X follows a d-dimension multivariate normal distribution
Na(0, 1), and Y is expressed as | 7| H?Zl sgn(X;), where sgn(-) represents the sign function,
X, denotes the i-th dimension of X, and Z ~ N(0, 1) is independent of X. The challenge lies
in Y being independent of any proper subset of X but dependent on X as a whole, underscoring
the importance of considering all dimensions of X simultaneously in independence testing.

» ISA Dataset. We construct the data through the following steps: First, we generate n i.i.d samples
of two univariate random variables with a mixture of Gaussian model, i.e. %N (—1,0.01) +

%N (1,0.01). Second, we mix these random variables using a rotation matrix parameterized by
an angle 0, which varies from 0 to 7/4. A zero angle implies independence between the data,
while a larger angle signifies stronger dependency. Third, we append noise with a distribution
of Ng—1(0,1;_1) to each of the mixtures. Finally, we multiply an independent random d-
dimensional orthogonal matrix to obtain vectors dependent across all observed dimensions. The
resulting random variables X and Y are dependent but uncorrelated. When d is greater than 1,
the problem is associated with the independent subspace analysis (ISA) problem [[14]. For the
case d = 1,0 = w/10, an example visualization is shown in the middle of Fig. @

3DShapes Dataset. This dataset [5] comprises images depicting 3D scenes, complete with
additional features like shadows and backgrounds. It encompasses six fundamental latent factors:
floor hue, wall hue, object hue, object scale, object shape, and orientation, all adjustable to
generate corresponding images. Orientation is treated as a dependency factor for independence
testing, where we test the dependency between the image X and its orientation Y. To heighten
the challenge, we maintain the object shape as a ball, minimizing the apparent orientation feature
compared to other shapes like squares, while randomizing the remaining factors. An example
visualization is given on the right side of Fig.[6]

Million Song Dataset. The dataset, a subset of the Million Song Datﬂ [4]], comprises 515, 345
songs with 91-dimensional features. The first dimension represents the release year of each
song, designated as variable Y, while the remaining features (e.g., timbre average and timbre
covariance) form variable X. Our objective is to identify the dependency between X and Y.

n=>5000,w=2 n=1000, 6=n/10

. Q
”::%C

Y(Orientation)

X(Image)

Figure 6: Examples of visualization of samples from different datasets. The two plots on the left
correspond to the samples and their contour under Sin dataset (n = 5000, w = 2), and ISA dataset
(n =1000,d = 1,0 = 7/10), respectively. Right: a visualization of the causal diagram of the data
generation process and some generated examples.

Object shape
(ball)

Object hue

0dd

*Million Song Data subset: https://archive.ics.uci.edu/dataset/203/yearpredictionmsd
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K Additional Experiment Results

In this section, we provide additional experimental results, mainly including the visualization results
on the Sin synthetic dataset, the results with more comparing methods (as explained in the main
paper, due to the high time overhead therefore do not participate in the evaluation of the main paper)
as well as the running time of each method.

K.1 The visualization results on the Sin model

We provide the visualization results on the Sin synthetic dataset to illustrate the performance of
our optimization objective for the example mentioned in the main paper. The results are shown in
Fig.[7] where the setup follows our experiments (n = 2000,w = 5, D = 100). For visualization,
the negative of our optimization objective .J is shown. As can be seen, our optimization objective
guides to letting the bandwidth adapt to improve the test power, and here we can see that regions
with bandwidths around 0.2 (corresponding to the theoretical optimal solution in our main paper)
indicate better power, thus corroborating the validity of our optimization objective. Also, notice that
the landscape is smooth over a wide range as demonstrated in Theorem 4] and thus contributes to
non-convex optimization.

n=2000,w=5

fmizatiof, objective: —

Figure 7: The visualization results on the Sin model. Left: the samples with n = 2000, w = 5. The
visualization of the landscape of the negative of our optimization objective (D = 100).

K.2 Additional experimental comparisons

As mentioned in the main paper, the methO(ﬂ [30] is not involved in the comparison because it takes
too much time to run in some settings. Here, we compare it with ours under some feasible settings to
illustrate the improvement of our method on power-runtime trade-offs. The methods using Gaussian
kernel with global width and Gaussian kernel with widths of each dimension (corresponding with
ours) are employed, referred to QHSIC-O and QHSIC-W, respectively. For fairness, the same grid
search procedure is employed as the initialization of the optimization. We perform the evaluation
on the SD data and plot the results of the test power over time as shown in Fig.[8] Also, for our
methods, we provide the results under the setting D = 100 and D = 500 as in the main paper. The
experiments are conducted with the same equipment, specifically a 6-core CPU with a 3080 GPU.

Results. Our test consistently results in a better power-runtime tradeoff at different D settings. At
D = 100, one test can be completed in less than a second when the sample size n = 6000. As D
increases (D = 500), the number of samples required to achieve the same power decreases, but the
increase in D leads to an overhead in runtime, and overall our test is still completed in a few seconds.
In contrast, even though QHSIC-O/W requires fewer samples to reach the same power than our tests,
the runtime rises rapidly as the sample size increases. When n = 1000, it already takes more than
10s to perform a test. When n = 3000, it needs nearly a minute to perform a test, which may greatly
limit the practical application.

*The code is downloaded from https://github.com/renyixin666/HSIC-LK
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Figure 8: Time-power trade-off curves on the SD dataset.

K.3 Running Time

In this part, we evaluate the running time of each method on ISA datasets d = 10. We set D = 100
and plot the results of the running time versus sample size n as shown in Fig.[9] Shown on the left are
the results of tests with O(n) and O(n logn) time complexity. Since the quadratic time complexity
test cannot handle large-scale inputs of 100,000 sample size (excessive runtime and large memory
overhead to store the kernel matrix), we evaluate them separately on the right. The experiments are
all conducted on the same equipment, specifically a 14-core CPU with a 4090 GPU.

60 —%- RDC 200 | deor
Y504 NyHSIC = QHSIC
; BHSIC :; 150 QHSIC-0O
£ 40 —A— FHSIC £ QHSIC-W
prav} —— HSICAgg * 5 —B- LFHSIC-G
@ 30 1 -B- NFSIC - 21001 -~ LFHSIC:M
'E 20 —B- LFHSIC-G -~ =
S -¥- LFHSIC-M =~ S 504
x© x
0{ B—2—& {00
0 20000 40000 60000 80000 100000 0 1000 2000 3000 4000 5000
Sample size Sample size

Figure 9: The running time curves with sample size n on the ISA dataset (d = 10).

Results. The experimental results on the left show that our method is faster than other methods with
optimizable options (HSICAgg and NFSIC), and can complete a test within 10 seconds even with
100, 000 samples. Even though HSICAgg uses parallelism to optimize the computational efficiency
of the scheme, the actual implementation of the parallelism is time-consuming, and hence leads to
a high time overhead for a single practical test. For the results on the right, it can be seen that the
quadratic complexity methods face a dramatic increase in time overhead as the sample size rises, and
this is especially severe for the methods (QHSIC-O/W) that need to be optimized since the optimizing
objective needs to perform multiple squared complexity operations. In contrast, our linear-time
learning objective allows us to handle huge data samples very efficiently.

L. Limitations and Broader Impacts

Limitations. According to the experimental results in the main paper as well as in the Appendix, no
one method is better than the others in all settings, so it is important to choose several appropriate
tests for real scenarios and summarize their results in order to obtain a more reliable conclusion.

Broader Impacts. This work proposes a novel framework for independence testing. The proposed
linear-time optimization objective can be trained end-to-end in a data-driven manner, ensuring both
effectiveness and efficiency in high-dimensional and large-scale scenarios. This could be beneficial
for developing more reliable downstream algorithms in a variety of areas, including causal discovery,
feature selection, and deep learning.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading “NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: I've clearly stated the contribution.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See the Sec.[[]in the Appendix.
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Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: See Sec. [5]in the main paper. Also, the summarized assumptions and the
proofs are provided in Appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the details to reproduce the main experimental results, please See
Sec.[Jlin Appendix, and we also provide the experimental data/code in the supplemental
material.

Guidelines:
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* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide the experimental data/code in the supplemental material.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they

should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: we provide the details. See Sec.[J]]in Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experimental results are accompanied by statistical significance tests. See
Sec.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide sufficient information on the computer resources. See Sec. [K]in
Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: I read it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See the Sec.|[]in the Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [TODO]
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Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do

not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the methods used and list the URLs of the comparison methods.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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