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Abstract
Feature attributions attempt to highlight what inputs drive predictive power. Good
attributions or explanations are thus those that produce inputs that retain this pre-
dictive power; accordingly, evaluations of explanations score their quality of pre-
diction. However, evaluations produce scores better than what appears possible
from the values in the explanation for a class of explanations, called encoding ex-
planations. Probing for encoding remains a challenge because there is no general
characterization of what gives the extra predictive power. We develop a definition
of encoding that identifies this extra predictive power via conditional dependence
and show that the definition fits existing examples of encoding. This definition im-
plies, in contrast to encoding explanations, that non-encoding explanations contain
all the informative inputs used to produce the explanation, giving them a "what
you see is what you get" property, which makes them transparent and simple to
use. Next, we prove that existing scores (ROAR, FRESH, EVAL-X) do not rank non-
encoding explanations above encoding ones, and develop STRIPE-X which ranks
them correctly. After empirically demonstrating the theoretical insights, we use
STRIPE-X to show that despite prompting an LLM to produce non-encoding expla-
nations for a sentiment analysis task, the LLM-generated explanations encode.

1 Introduction
Artificial intelligence can unlock information in data that was previously unknown. In medicine, for
example, using AI, researchers have shown that electrocardiograms are predictive of structural heart
conditions [1] or new-onset diabetes [2]. Good predictions often lead one to ask what in the input
is important for a prediction; this question is a driving factor behind research in interpretability
and explainability [3, 4]. One primary direction in interpretability seeks to produce explanations
that are subsets of the input that retain the predictability of the label. These types of explanations
and interpretations are called feature attributions and have been used to find factors associated with
debt defaults [5], to demonstrate that detecting COVID-19 from chest radiographs can rely on non-
physiological signals [6], and to discover a new class of antibiotics [7].

Several methods exist for producing feature attributions or explanations. While some methods com-
pute functions of model gradients [8] or look at predictability after removing features [9], other
methods attribute scores to different inputs by treating them as players in a game [4, 10] or amor-
tize their explanations by learning a single model to select subsets for each instance [11]. Choos-
ing one from the many feature attribution methods requires an evaluation. There are, however,
many approaches to evaluation itself: qualitative ones [12, 13, 14], which are limited to cases
where humans have precise knowledge about the inputs relevant to prediction, and quantitative
ones [2, 4, 15, 16, 17, 18, 19, 20], which do not require human knowledge.

Intuitively, a good evaluation method for feature attributions should assign higher scores to
explanations that select inputs that are more predictive of the label. However, evaluations that
score explanations based on the predictability of the label from the explanation face one major
challenge: encoding. Informally, an encoding explanation is one where the explanation predicts
the label beyond what seems plausible from the values of the inputs themselves. The top left panel
of Figure 1 shows an explanation that predicts the label of dog or cat depending on whether the

∗Equal contribution
38th Conference on Neural Information Processing Systems (NeurIPS 2024).

99965 https://doi.org/10.52202/079017-3172



Figure 1: Overview of the paper. Explanations are produced to find inputs that are relevant to predicting
a label. However, explanations can predict the label well due to the selection being predictive of the label
beyond the explanation’s values. Such explanations are called encoding. In contrast, predicting instead from
a non-encoding explanation is equivalent to predicting from the values in the explanation. When explanations
are evaluated purely based on the quality of prediction, encoding can go undetected. We classify existing
evaluations into non-detectors and weak detectors and develop a strong detector, called STRIPE-X.

explanation is a pixel on the right half or left half of the image respectively. Many explanation
methods fit the description of encoding [20, 21]. Further, given that many evaluations only look
at the quality of prediction, encoding can go undetected, rendering the evaluations ineffective at
picking explanations. In contrast, non-encoding explanations predict the label well only when the
values in the explanation do, making them easy to reason about.

In addressing encoding, this work makes the following contributions:
• Develops a simple statistical definition of encoding via a conditional dependence property.
• Confirms the introduced definition captures all existing ad hoc encoding instances.
• Shows that non-encoding explanations are easy to use because they retain all the predictive

inputs used to build them, meaning that predictive non-encoding explanations reveal inputs that
predict the label to their users, and thus have a "what you see is what you get" property.

• Formalizes evaluations’ sensitivity to encoding as weak detection (optimal scoring explanations
are non-encoding) and strong detection (non-encoding explanations score above encoding ones).

• Demonstrates that the evaluations ROAR [19] and FRESH [18] do not weakly detect encoding.
• Proves that EVAL-X [20] weakly detects encoding, but does not strongly detect encoding.
• Develops STRIPE-X and proves that it strongly detects encoding.
• Uses STRIPE-X to show that despite prompting an LLM to produce non-encoding explanations

for a sentiment analysis task, the LLM-generated explanations encode.
Figure 1 provides an overview of this paper.

2 Evaluating explanations
We focus on explanation methods where the goal is to produce subsets of the input that predict the
label [22, 23]. Explanation methods of this form, also called feature attributions, saliency methods
[4, 8, 24], or just "explanations," include thresholded rankings from Shapley values [25, 26], LIME

[24], and REAL-X [20]. With y as the label and x ∈ Rd as the inputs, let q(y,x) be the joint
distribution over them. An explanation method e maps the inputs x to a binary selection mask e(x)

over the inputs: e : Rd → {0, 1}d. The explanation xe(x) is a pair: the selection e(x) and the vector
of explanation’s values. For example, if x = [a, b, c] is three-dimensional and e(x) = [0, 1, 1],
xe(x) consists of the binary mask e(x) and the values associated with the inputs that correspond to
the indices in e(x) with value 1:

xe(x) = (e(x), [b, c]).
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We keep track of the indices because the same value can lead to different predictions depending on
the index it appears at; for example, in predicting mortality from patient vital signs, a heart rate above
110 can occur in healthy patients but a temperature of 110◦F is almost always fatal. Equivalently,
like in existing work [15, 16, 17, 20], one can choose xe(x) to retain the values in the explanation in
the same position and mask out those not selected: xe(x) = e(x)× x+ (1− e(x))× mask-token.
For concision, we overload the word "explanation" to mean the explanation method instead of the
random variable xe(x) when it is clear from context.

Choosing between explanation methods requires evaluation. Explanation methods seek to return
inputs that predict the label, so existing evaluations consider how well the explanation xe(x) predicts
the label y [15, 16, 17, 20]. To score explanations based on predictive power, an evaluation method
α(·) takes as arguments both the explanation e(x) and the joint distribution q(y,x): α(q, e). Without
loss of generality let higher be better.

2.1 Encoding: A disconnect between the predictiveness of explanations and the
predictiveness of their values

We give a simple example of encoding to build intuition for the disconnect between predicting the
label from the explanation and predicting the label from the explanation’s values. Imagine that the
goal is to explain which set of vital signs signal bacterial pneumonia as the diagnosis compared to
the common cold. Consider the explanation method that selects the patient’s height when the true
probability of pneumonia is high given the whole set of observables (including labs, symptoms,
and vital signs) and otherwise selects the patient’s hair color. Physiologically, height and hair color
do not indicate that the patient has pneumonia, meaning that this explanation should not be highly
predictive of the label. However, by construction, pneumonia is likely exactly when the explanation
selects height, and predicting the label from the explanation achieves the same accuracy as predicting
with the full conditional argmaxy∈{pneumonia, cold} q(y = y | x). Thus, despite the explanation
method only selecting physiologically irrelevant inputs, the explanation predicts the label well.

Encoding examples such as the one above are neither contrived nor unique. For example, Jethani
et al. [20] show that certain procedures that learn to explain, when applied to MNIST digit classifi-
cation, yield explanations that select a background, black pixel that predicts the label at an accuracy
> 90%; (see Figure 1 in [20]). Other examples of encoding explanations that predict better than
what is expected from the explanation’s values exist [20, 21]. Encoding explanations should not
score optimally under a good evaluation because the explanation selects inputs that do not appear to
predict the label. However, without a general characterization of the discrepancy in predictive power
for encoding, finding explanations whose values predict well remains a challenge. The next section
develops a definition of encoding.

3 Formalizing encoding

Intuitively, encoding is a phenomenon where the information about the label in the explanation xe(x)

exceeds what is known from the explanation’s values. As the input x determines the explanation
xe(x), the quality of predicting the label y from the explanation relies on the information about the
label transmitted from x to xe(x). There are two pathways for this transmission; we elaborate below.

Denoting the values in a subset v by xv, compare the event this subset takes the values a, i.e.
xv = a to the event that the explanation’s selection is v and that the explanation’s values are a, i.e.,
xe(x) = (v,a).

1. Knowing that the explanation is xe(x) = (v,a) implies not only that the values in the explana-
tion are determined as xv = a, but also that the selection is determined as e(x) = v.

2. In reverse, knowing that the values of a subset of inputs are xv = a and knowing the selection
e(x) = v implies that the explanation are xe(x) = (v,a).

Putting these two points together yields an equality between events:
{x : xe(x) = (v,a)} = {x : e(x) = v} ∩ {x : xv = a}. (1)

Thus, the two pathways for information between x and the explanation xe(x) are the selection e(x)
and explanation’s values xv; see Figure 2. Existing work makes similar intuitive observations but
stops short of formalizing the additional predictive power in an explanation xe(x) [20, 21].
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Figure 2: Intuition for
encoding: There are two
ways the information in
the inputs x about the la-
bel y is transmitted to the
explanation xe(x): (1)
through the values in the
explanation and (2) the
selection e(x) (in red).
When the latter happens,
the explanation is said to
be encoding.

To formalize this extra predictive power, define the explanation indicator
Ev = 1[e(x) = v]. A little algebra in Appendix A.1 shows the explana-
tion indicator Ev provides the extra information:

q(y | xe(x) = (v,a)) = q(y | xv = a,Ev = 1︸ ︷︷ ︸
extra information in xe(x)

) ̸= q(y | xv = a).

Building on this insight, we define encoding as a conditional dependence:
Definition 1 (Encoding). The explanation e(x) is encoding if there exists
an S where q(xe(x) ∈ S) > 0 such that for every (v,a) ∈ S :

y ̸|= Ev | xv = a. (2)

An example mathematical construction of an encoding explanation is pro-
vided in Appendix B.1. The dependence in Def: Encoding means that
for encoding explanations, there is a disconnect between how well the ex-
planation xe(x) predicts the label versus only the explanation’s values xv.
This disconnect means that evaluations that score explanations based on
predictions from the explanation or their transformations [15, 16, 17, 20]
can favor explanation methods that select inputs whose values have little
relevance to predicting the label.

Beyond the disconnect in prediction, encoding explanations are undesir-
able as they conceal predictive inputs that nevertheless affect the explanation. This concealment can
lead to incorrect conclusions, such as that inputs outside the selection are irrelevant, or bewilderment
because predictive inputs outside the explanation drive changes in the selection in ways that cannot
be understood from the explanation itself. An example is provided in Appendix B.2.

Non-encoding explanations. Conversely, for a non-encoding explanation, there exists no positive
measure set of explanations xe(x), where the explanation indicator has conditional dependence given
the explanation’s values. That is, for a set A where q(xe(x) ∈ A) = 1, then for all (v,a) ∈ A

y |= Ev | xv = a

which in turn guarantees
q(y | xe(x) = (v,a)) = q(y | xv = a,Ev = 1) = q(y | xv = a).

Appendix A.2 shows this. A simple example of a non-encoding explanation is a constant explanation
that always picks the same subset of inputs, since a constant Ev is independent of any variable.
The information for predicting the label in a non-encoding explanation lives in the explanation’s
values. Evaluations based on predictions from the explanation xe(x) of non-encoding explanations
will yield explanations where the input values xv predict the label. In other words, non-encoding
explanations reveal all the informative inputs they depend on, and "what you see is what you get"
in the explanation.

3.1 Encoding explanations in the wild

Def: Encoding encompasses examples in the existing literature beyond the example in Section 2.1.
In that example, the information about y lies in the positions in the selection e(x), which motivates
the name position-based encoding (POSI). This section describes two other informal examples from
the literature of encoding explanations, prediction-based encoding (PRED) [21] and marginal encod-
ing (MARG) [20], and explains the intuition behind why they encode. In the appendix, we develop
formalizations of these types of encoding and show that these formulations meet Def: Encoding.

Prediction-based encoding (PRED). To understand how prediction-based encoding occurs, con-
sider the task of sentiment analysis from movie reviews. Assume that reviews can either be of type
"My day was terrible, but the movie was [ADJ1]." and "The movie was [ADJ2], but the day was not
great." where adjective ADJ1 can be "good" or "not great" and adjective ADJ2 can be "not great" or
"terrible". Due to common English parlance, "terrible" indicates bad sentiment more often than "not
great". Then, in the example setup above, only seeing that the fourth word is "terrible" yields bad
sentiment with higher probability than when only seeing that the phrase is "not great". However, the
fourth word does not always describe the movie. An explanation can look at "not great" describing
the movie as bad but then selects "terrible" to encode the bad sentiment. This explanation encodes
because the selected word may not describe the movie but the selection predicts the sentiment.
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Figure 3: Left: Consider data where the color in the
left half determines whether the label "cat", "dog") is
produced from the top or bottom image on the right.
Right: A MARG encoding explanation that produces
only the top or the bottom animal image based on the
color. The animal image alone says less about the label
than knowing the animal image and the color. Knowing
the selection determines the color and thus provides ad-
ditional information about the label.

Marginal encoding (MARG). This type of
encoding occurs when some inputs determine
which other inputs determine the label. For
example, in Figure 3, the color determines
whether the top right patch produces the label
or the bottom right patch. Inputs that control
where the label comes from are named control
flow inputs. For a real-world example, consider
the following example from Jethani et al. [20],
where the goal is to predict mortality for pa-
tients with chest pain. A lab value that checks
for heart injury and acts like a control flow input
is troponin. Abnormal troponin indicates that
cardiac issues exist and cardiac imaging would
inform mortality. Normal troponin on the other
hand can indicate that chest pain is unrelated to
cardiac health and a chest X-ray would instead inform mortality. Selecting one image or the other,
but not the control flow input, conceals information about why the image was relevant to the label.

Formalization. In Appendix B, we provide mathematical formulations of each informal example
and show that they fall under the definition of encoding in Def: Encoding: position-based encoding
(Appendix B.3), prediction-based encoding (Appendix B.4), and marginal encoding (Appendix B.5).
The key intuition behind all of these is that the explanation e(x) varies with inputs other than the
selected ones, and these additional inputs provide information about the label beyond the selected
ones. Next, we turn to detecting encoding via quantitative evaluations.

4 Detecting encoding in explanations

This section develops notions of sensitivity to encoding for evaluation methods, and uses the math-
ematical definition of encoding developed in the previous section to establish which methods detect
encoding and which do not. Hsia et al. [21] suggest that evaluation methods like EVAL-X can be
gamed to produce high scores for encoding explanations by optimizing the evaluation. To study this
case, we introduce the notion of weak detection. If the optimal score of an evaluation of explanations
does not permit encoding, then that evaluation is said to weakly detect encoding:

Definition 2 (Weak detection of encoding). An evaluation α(q, e) of explanations weakly detects
encoding if the optimal explanations e∗, i.e. α(q, e∗) = maxe α(q, e), are non-encoding.

Weak detection provides a recipe for finding non-encoding explanations: find the explanation that
achieves the maximum score of a weak detector. However, such a recipe would only work when op-
timizing without constraints because weak detection does not require non-encoding explanations to
have a better score than any encoding one. Requiring this leads to the definition of strong detection.

Definition 3 (Strong detection of encoding). An evaluation α(q, e) strongly detects encoding if for
any encoding explanation e and non-encoding explanation e′, α(q, e′) > α(q, e).

Evaluations that are not weak detectors cannot be strong detectors because they score some encoding
explanation optimally.

4.1 Do existing evaluation methods detect encoding?

Here, we consider whether several techniques for evaluating explanations: ROAR [19], FRESH [18],
and EVAL-X [20] can detect encoding. We analyze these evaluations on the following distribution q

x = [x1,x2,x3] ∼ B(0.5)⊗3, y =

{
x1 w.p. 0.9 else 1− x1 if x3 = 1,

x2 w.p. 0.9 else 1− x2 if x3 = 0.
(3)

Consider the explanation eencode(x) = ξ1 = [1, 0, 0] if x3 = 1 and ξ2 = [0, 1, 0] otherwise; this
encodes because x3 is used to create the explanation and x3 predicts the label conditional on x1

when Eξ1 = 1. This is a MARG explanation (see Section 3.1).
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ROAR and FRESH do not weakly detect encoding. ROAR evaluates explanations by predict-
ing the label from the inputs not selected by the explanation, denoted as x−e(x); ROAR scores
explanations optimally if the predictions from the remaining covariates are as random as pre-
dicting without any covariates at all. In other words, ROAR checks how informative x−e(x) is
of y and provides the highest score when y |= x−e(x). In contrast, FRESH evaluates explana-
tions by predicting the label from the explanation after removing all other inputs, denoted as
val(xe(x)). For example, assume we are given an input x = "Visually stunning. My fa-
vorite movie ever" and an explanation e(x) that selects the words "stunning" and "favorite".
Then, the explanation is xe(x) = ([0, 1, 0, 1, 0, 0], ["stunning", "favorite"]), whereas val(xe(x)) =
["stunning", "favorite", pad-token, pad-token, pad-token, pad-token], which drops the infor-
mation about where the selected words are in the input. See Appendix B.6 for a formal definition of
val(xe(x)). FRESH checks how predictive q(y | val(xe(x))) is and assigns an optimal score if the
prediction is as good as that of q(y | x). These conditions hold for eencode(x) in eq. (3):
Proposition 1. For the data generating process (DGP) in eq. (3), ROAR and FRESH assign their
respective optimal scores to the encoding explanation eencode(x).

The proof is in Appendix B.6. The intuition is that the encoding explanation eencode(x) always se-
lects the input that informs the label given the control flow x3; removing the only conditionally
informative input means that x−eencode(x) has no information about y. In turn, ROAR scores an encod-
ing explanation x−eencode(x) optimally, meaning it does not even weakly detect encoding. In addition,
val(xe(x)) provides the exact same information about the label regardless of which position it came
from. As a result, x |= y | val(xe(x)), so FRESH scores eencode(x) optimally. Even though FRESH at-
tempts to drop the information about the selection v = e(x) during evaluation, val(xe(x)) remains
a function of xe(x) = (v,a), so extra information can still be transmitted through the selection v.
Thus, ROAR and FRESH are not weak detectors of encoding.

EVAL-X weakly detects encoding but not strongly. EVAL-X [10, 26] is an evaluation method and
is sometimes called the surrogate model score. The EVAL-X score with log-probabilities is

EVAL-X(q, e) := E(v,a)∼q(xe(x))Eq(y | xe(x)=(v,a)) [log q (y | xv = a)] . (4)

This score measures the expected log-likelihood of the labels given the input values chosen by the
explanation method e and is grounded in the sampling distribution q. Log-likelihoods are maximized
by matching the true distribution, this leads to EVAL-X’s weak detection:
Theorem 1. If e(x) is EVAL-X optimal, then e(x) is not encoding.

Appendix A.4 gives a proof. The proof shows that at optimality, the prediction from the values of
explanation has to match the prediction from the full inputs. In turn, given the values there is no
additional information in x about y, which means the explanation indicator Ev is independent of y;
this violates Def: Encoding, which proves the non-encoding nature of EVAL-X-optimal explanations.

To test strong detection for EVAL-X, we consider explanations constrained to select one input. Such
reductive constraints appear in practice because the goal of producing an explanation is often to aid
humans who benefit from reduced complexity. Such constraints prohibit explanations from reaching
EVAL-X’s optimal score. Compare eencode(x) with a non-encoding constant explanation:
Proposition 2. Let ec(x) = ξ3. Then, for the DGP in eq. (3), EVAL-X(q, eencode) > EVAL-X(q, ec).

Thus, EVAL-X is not a strong detector. The intuition is that the first two coordinates x1, x2 predict
the label when selected by eencode, while the control flow feature does not predict the label. EVAL-X
not being a strong detector means that optimizing EVAL-X over a reductive set may yield an encoding
explanation. In this case, eencode is one of the EVAL-X-optimal reductive explanations (Lemma 6).

4.2 STRIPE-X: a strong detector of encoding

Encoding explanations induce the dependence between the label y and the identity of the selection
Ev = 1[e(x) = v] given the values in the explanation xv (Def: Encoding). This dependence can
be tested for by building on conditional independence tests [27, 28, 29]. Rather than testing, direct
quantification of dependence can be useful for when combining with other scores, which can be
done using instantaneous conditional mutual information:

ϕq(e) := E(v,a)∼q(xe(x))I (Ev;y | xv = a) (ENCODE-METER). (5)
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ENCODE-METER is 0 only when Def: Encoding does not hold:
Proposition 3. ENCODE-METER ϕq(e) = 0 if and only if e is not encoding.

Method Weak Strong

ROAR [19] ✗ ✗
FRESH [18] ✗ ✗
EVAL-X [20] ✓ ✗

STRIPE-X ✓ ✓

Table 1: The weak and strong de-
tection properties of different evalu-
ation methods. Existing scores like
ROAR [19] and FRESH [18], are not
weak detectors, which in turn means
they are not strong detectors either.

The proof is in Appendix A.5. Combining EVAL-X with
ENCODE-METER weighed by α yields a method we call the
strongly information-penalized evaluator (STRIPE-X):

STRIPE-Xα(q, e) := EVAL-X(q, e)− αϕq(e). (6)
For a large enough α, the added penalty term pushes down the
scores of encoding explanations below that of all non-encoding
ones, meaning that STRIPE-X is a strong detector of encoding:
Theorem 2. With finite H(y | x) and H(y), for any explanation
that encodes e and any that does not encode e′, there exists an
α∗ such that ∀α > α∗ STRIPE-Xα(q, e

′) > STRIPE-Xα(q, e).

The proof is in Appendix A.5. The intuition behind the proof is
that for a large enough α, the STRIPE-X scores for any encoding explanations will be dominated by
the information term, and thus will become smaller than any non-encoding explanation whose score
is lower bounded by the negative marginal entropy, −Hq(y). Table 1 summarizes the weak and
strong detection properties of different evaluations.

Estimating STRIPE-X. The first component of STRIPE-X is EVAL-X. Computing EVAL-X (eq. (4))
requires an estimate of the predictive distribution of the label y given xv, q(y | xv) [20]. Estimation
can be done in two ways. The first way makes use of a surrogate model trained to predict the label
from different random subsets using masked tokens [9, 20]. The second way to compute EVAL-X
(eq. (4)) relies on conditional generative models [30, 31]. Both hyperparameters and a combination
of the estimators can be chosen to maximize the average log-likelihood on a held-out validation set
across random input subsets.

To estimate the second part of STRIPE-X, the ENCODE-METER, first expand the mutual information
terms in ENCODE-METER, ϕq(e), in terms of expected KL:

ϕq(e) = E(v,a)∼q(xe(x))Ey∼q(y | xv=a)KL [q(Ev | xv = a,y) ∥ q(Ev | xv = a)] . (7)

The outer expectation can be estimated using samples from the data and the inner expectation over
y can be estimated using the EVAL-X model q(y | xv). The distributions over Ev can be estimated
using a classifier of Ev that randomly masks the label and masks different subsets of the inputs.
Further details and a generative way to estimate STRIPE-X are in Appendix C.1 and Appendix C.3;
full algorithms are given in Appendix D.

STRIPE-X in practice. Using STRIPE-X to choose between explanations is straightforward: pick the
one with the larger score. However, like other evaluations that use learned models, misestimation
can pose a problem. With large α, non-encoding explanations with misestimated ENCODE-METER
will have bad STRIPE-X scores, while with small α some encoding explanations can have good
scores. Across all experiments, we set α = 20, which yielded STRIPE-X scores for known encoding
explanations worse than known non-encoding explanations.

5 Experiments

This section consists of two parts. The first part demonstrates the weak and strong detection ca-
pabilities of the evaluations ROAR, EVAL-X, and STRIPE-X in a simulated setting and on an image
recognition task. To demonstrate these capabilities, we run these evaluations on instantiations of
POSI, PRED, and MARG. Additionally, we evaluate an existing method that learns to explain under
a reductive constraint, called REAL-X [20]. The second part shows how STRIPE-X enables discov-
ering encoding explanations in the wild, without specific knowledge of the DGP or the method that
produced the explanation. We employ STRIPE-X to uncover encoding in explanations generated by
a large language model (LLM) for predicting sentiments from movie reviews.

5.1 Empirically studying the detection of encoding in a simulated setting

We construct two examples with binary labels y: one discrete input x and one that is a hybrid of
continuous and discrete components. Both use one binary input in x ∈ {0, 1}5 as a control flow
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POSI PRED MARG

e(x) =

{
ξ4 if π(x) > 0.5,

ξ5 else.
e(x) =


argmax
M :|M|≤1

π(xM ) if π(x) > 0.5,

argmax
M :|M|≤1

1− π(xM ) else.
e(x) =

{
ξ1 if x3 = 1,

ξ2 else.

Table 2: Here, π(x) = q(y = 1 | x). Different encoding explanation methods that we consider.

variable and switch the inputs that y depends on. In both DGPs, y only depends on x1 if x3 = 1,
and only on x2 if x3 = 0; this means that x4,x5 are purely noise. For both DGPs, y is sampled per
the following distribution where x3 determines the subset the y depends on

q(y = 1 | x) = 1[x3 = 1]q(y | x1,x3) + 1[x3 = 0]q(y | x2,x3). (8)

Thus, EVAL-X∗ is achieved by an explanation of size 2: e(x) = ξ1+ξ3 if x3 = 1 else e(x) = ξ2+ξ3.
See Appendix C.4 for details; the exact DGPs are given in eq. (36) and eq. (37).

Encoding explanations. Table 2 describes the encoding explanations we consider for this setting.
In Appendix C.4, we check that Def: Encoding holds for these explanations in the discrete DGP
by estimating the role of the unselected inputs in affecting the explanation and the role of Ev in
predicting y beyond xv; a characterization of Def: Encoding to support this check is in Lemma 1.

(a) Results: discrete DGP.

(b) Results: hybrid DGP.

Figure 4: EVAL-X and STRIPE-X scores of
the 3 encoding constructions and the non-
encoding constant explanation (e(x) =
ξ1), for both DGPs. EVAL-X, being only
a weak detector, assigns suboptimal scores
to all encoding explanations (<), but scores
some encoding explanations above the con-
stant explanation. On the other hand,
STRIPE-X, being a strong detector, pushes
down the scores of all the encoding expla-
nations below that of the non-encoding con-
stant explanation that always selects x1.

ROAR and FRESH fails to weakly detect encoding. To
empirically test the analysis about ROAR and FRESH, we
study whether the two evaluations weakly detect encod-
ing. In this study, we compare each evaluation’s score on
the all-inputs explanation, which is optimal, to the score
assigned to MARG. MARG ignores x3 which is required to
produce the label y in eq. (8). ROAR log-likelihoods for
MARG and the all-inputs explanation are approximately
−H(y) = −0.69 for both DGPs. In addition, the value
of the input that MARG selects alone contains all the infor-
mation about the label regardless of whether MARG selects
x1 or x2. Thus, FRESH log-likelihoods for MARG and the
all-inputs explanation are both approximately −0.29 for
both DGPs. This result validates that ROAR and FRESH are
not weak detectors because they do not separate the opti-
mal explanation from all encoding explanations.

EVAL-X is a weak detector of encoding but not a strong
detector. EVAL-X log-likelihood scores are given in blue
in Figures 4a and 4b. EVAL-X, being a weak detec-
tor, scores the encoding constructions (POSI, PRED, and
MARG) strictly lower than the log-likelihood of the opti-
mal explanation EVAL-X∗. However, the EVAL-X score for
the MARG explanation is−0.4, which is above the score of
−0.6 achieved by a non-encoding explanation e(x) = ξ1;
thus, EVAL-X is not a strong detector.

Strong detector STRIPE-X prices out all the encoding
explanations. Figures 4a and 4b report STRIPE-X scores
for the same set of explanations as above; STRIPE-X scores
are shown in red. Strong detector STRIPE-X scores the non-encoding explanations above the nega-
tive entropy −Hq(y) = −0.69 and scores every encoding construction under that threshold.

5.2 Detecting encoding on images of dogs and cats

The goal of this section is to study the encoding detection capabilities of ROAR, EVAL-X, and
STRIPE-X on real data. We consider an image recognition task like the one in Figure 3 with la-
bels and images from the cats_vs_dogs dataset from the Tensorflow package [32]. We break
images of size 64 × 64 into 4 patches each of size 32 × 32. In left-right then top-down order,
let x1,x2,x3,x4 be the upper left, upper right, bottom left, and bottom right patches respectively;
x1,x3 capture color, and x2,x4 are the animal images. With annot(image) denoting the annota-
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tion in the cats_vs_dogs dataset the image having a dog or a cat, the label is assigned as:
y = 1[x1 = blue] × 1[annot(image x2)=dog] + 1[x1 = red] × 1[annot(image x4)=dog]

ROAR FRESH EVAL-X STRIPE-X

opt 0.69 −0.23 −0.27 −0.31
fixed 0.59 −0.64 −0.64 −0.64

POSI 0.51 −0.69 −0.70 −5.98
PRED 0.69 −0.23 −0.51 −1.40

MARG 0.69 −0.23 −0.53 −1.02

Table 3: ROAR, FRESH, EVAL-X, and STRIPE-X
scores for the image recognition experiment. Higher
is better. ROAR and FRESH score two encoding ex-
planations PRED and MARG as high as the optimal
explanation, meaning they are not even weak de-
tectors. EVAL-X being only a weak detector scores
POSI, PRED, and MARG all worse than the optimal
explanation under both EVAL-X but not the non-
encoding constant explanation (e(x) = ξ4), denoted
fixed. STRIPE-X being a strong detector scores
the non-encoding explanations above the negative
marginal entropy −Hq(y) = −0.69 and scores ev-
ery encoding construction under that threshold.

We consider three encoding explanations (POSI,
PRED, MARG) and two non-encoding ones: 1)
optimal, which selects the color and the patch
that produces the label as dictated by the color, and
2) denoted fixed, which always outputs the bot-
tom right patch x4. Appendix C.6 gives details.

We report the scores assigned to each explana-
tion by ROAR, EVAL-X, and STRIPE-X in Table 3.
ROAR scores two encoding explanations PRED and
MARG as high as the optimal explanation, mean-
ing it is not even a weak detector. POSI, PRED, and
MARG all score worse than the optimal expla-
nation under both the weak detector EVAL-X and
the strong detector STRIPE-X. However, EVAL-
X scores one non-encoding explanation (fixed)
worse than two encoding ones, meaning it is not a
strong detector. Being a strong detector, STRIPE-X
scores the fixed explanation above the negative
marginal entropy −Hq(y) = −0.69 and scores
every encoding construction under that threshold.

Evaluating explanations produced by REAL-X [20]. We ran REAL-X to learn explanations for the
simulated setting and the image recognition task. In the simulated setting, REAL-X is run to select
one input; Appendix C.4 gives details. In the image recognition task, REAL-X is run to select one
of the four patches as an explanation; Appendix C.6 gives details. In both the simulated setting
(see Figures 4a and 4b) and the image recognition task (see Table 3), REAL-X fails to achieve the
optimal EVAL-X score while achieving a STRIPE-X score below the threshold of negative marginal
entropy−Hq(y) = −0.69. Upon investigation, we found that REAL-X produced an explanation that
matched the MARG construction on at least 80% of the inputs in the simulated setting. On the image
recognition task, REAL-X explanation matched the MARG explanation on the whole dataset. In both
cases, STRIPE-X, being a strong detector, correctly alerts that the REAL-X explanation encodes.

5.3 Encoding in LLM-generated explanations

One can detect encoding in any explanation by checking if the STRIPE-X score falls below the
negative marginal entropy. Recent work uses LLMs to produce explanations; e.g. [33] prompt an
LLM to generate explanations for reasoning tasks which are later used to improve smaller models. If
the LLM explanation encodes, the smaller model can falsely ignore the informative inputs the larger
model’s explanation depends on and yet does not reveal. In this section, we evaluate explanations
generated by an LLM, Llama 3, for a sentiment analysis task. We consider reviews that take one of
two forms: with ADJ1 and ADJ2 as adjectives, the review is

• ‘My day was <ADJ1> and the movie was <ADJ2>. that is it’ or
• ‘My day was <ADJ1> and the movie was <ADJ2>. oh wait, reverse the adjectives’.

The second sentence in the review acts as a "control flow" input and determines whether ADJ1 or
ADJ2 describes the sentiment about the movie. We prompt Llama 3 (see Appendix C.8) to predict the
sentiment and select a few words from the review that were important for that sentiment; the selected
parts form the generated explanation. To discourage encoding, the prompt explicitly instructs the
LLM to select all the words that the LLM based the selection on; such an explanation, by Lemma 1,
would be non-encoding. On the 5 most common selections e(x) generated by the LLM, we compute
the EVAL-X score and the ENCODE-METER ϕq(e). The resulting STRIPE-X score is −2.78, falling
short of the negative entropy −Hq(y) = −0.69, meaning the LLM encodes. We investigated why.

As an example, consider the review ‘My day was resplendent and the movie was hollow.
that is it.’; the LLM selects only hollow in the explanation. However, the LLM instead selects
resplendent when that is it is switched to oh wait, reverse the adjectives. Such occur-
rences are common. On > 70% of the data, the LLM selects the word that describes the movie
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but does not select the second sentence in the review which controls which adjective describes the
movie; this is akin to MARG encoding. Thus, the LLM-generated explanation encodes by looking
at the control flow input in the second sentence to find the correct adjectives, but failing to select
the control flow input. Such an explanation falsely indicates that only the adjectives are relevant to
predicting the label. In contrast, a non-encoding explanation would, in addition to the adjective that
describes the movie, reveal control flow words that indicate which adjective predicts the label.

In summary, despite being instructed to include all the words that were looked at when producing
the explanation, the LLM encodes. Building non-encoding explanations with LLMs may require an
extensive search over prompts or finetuning guided by scores from STRIPE-X.

6 Discussion

When an explanation is encodes, predictions from the explanation become disconnected from pre-
dictions from the values in the explanations. Such explanations can select values with little relevance
to the label and yet score highly on the many existing predictive evaluations. We develop a simple
statistical definition of encoding. Inverting this definition shows that when non-encoding explana-
tions predict the label, users know the values of those inputs selected in the explanation predict the
label. We then show that existing evaluations are either non-detectors (ROAR[19],FRESH [18]) or
only weak detectors (EVAL-X [20]). Motivated by this, we introduce a new strong detector, STRIPE-
X. After empirically demonstrating the detection capabilities (or lack thereof) of said evaluations,
we use STRIPE-X to discover encoding in LLM-generated explanations.

More related work. Other investigations into evaluating explanations focused on label leakage
[26, 34] and faithfulness [18, 35, 36, 37, 38]. Label leakage is similar to encoding in that additional
information is in the explanation, but focuses on explanations that have access to both the inputs
and the observed label; we leave extending Def: Encoding to leakage to the future. Faithfulness,
intuitively, asks that the explanation reflect the process of how a label is predicted from the inputs; a
formalization does not exist. Jacovi and Goldberg [38] note the need to define faithfulness formally.
Encoding explanations are not faithful to the process of making an explanation because predictive
inputs outside those selected by the explanation control the explanation.

Limitations and the future. Using misestimated models in evaluations (like EVAL-X) may lead to
mistakes (see Appendix B.8 for an example). The retinal fundus experiment from Jethani et al. [26]
is an example where misestimation leads to reductive explanations scoring higher than using the
full input. Misestimation can be due to poor uncertainty or due to dependence on shortcut features.
One fruitful direction is to use better uncertainty estimates, like conformal inference [39] or calibra-
tion [40], or employ robustness methods [41, 42] to ameliorate errors due to misestimation. Another
direction is use tricks like REINFORCE-style gradients to construct non-encoding explanations by
optimizing STRIPE-X. Explanations that output subsets may not always help humans interpret the
mechanism of the prediction. For example, imagine one wants to understand why a model correctly
answers the question "Who won the ski halfpipe at the X-games 3 years after her debut in 2021?"
with "Eileen Gu". A subset explanation may return "3 years after her debut in 2021" and "ski half-
pipe", but that does not help a human interpret how the model predicts. A better interpretation would
be to make the model output, "3 years after 2021 is 2024. Eileen Gu won in 2024, and debuted in
2021." Such explanations can also encode information about the prediction in the text produced as
a rationale [43]. An important direction here would be to extend the definitions of weak and strong
detectors of encoding to evaluations of free-text rationales.

Data versus Model Explanations. Even with the formal definitions of explanation methods, there
is a question about what is being explained: the data or the model. These two concepts often get
blended together in the literature [11, 20]. We clarify this point and abstract the choice away as two
different ways to produce the joint distribution q(y,x). In data explanation, the distribution under
which a feature attribution method seeks to output a subset of inputs that predict the label should
be the population distribution of the data [23]. If, instead, the goal is model explanation, the goal
should not be to highlight inputs that predict the label well in samples of the data; rather it should
be to predict the label well in samples from the model. Formally, a model with parameters θ is
a conditional distribution, pθ(y | x). To target a model explanation, a feature attribution method
would aim to output a subset of inputs that predict the label under the distribution F (x)pθ(y | x).
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
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Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
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• All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

• The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: We only use public data. We use standard existing training techniques, de-
scribe the hyperparameters in detail, and provided the Llama 3 prompts we used in our
experiments.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.
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• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?
Answer: [No]
Justification: The error bars in 5.1 and 5.2 are negligible because we estimate means of
metrics over datasets of 5000 samples. For 5.3, error bars are irrelevant because there is no
comparison against an existing method.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
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8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We do not use human subjects and only use public data and public models.
Our work focuses on explainable machine learning and does not pose additional ethical
harms beyond what is standard for the field.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: We investigate a problem with explanations and fix it. There is no societal
impact of our work that exceed that of the usage of explanations.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release any data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

18

99982https://doi.org/10.52202/079017-3172

paperswithcode.com/datasets


Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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A Theoretical Details

A.1 Expressing q(y | xe(x)) in terms of the values and the identity of the explanation

To express q(y | xe(x)), we use the following equivalence of events from eq. (1)

{x : xe(x) = (v,a)} = {x : e(x) = v} ∩ {x : xv = a}. (eq. (1))

Then, intuitively, conditioning on the event that xe(x) = (v,a) gives you the same information as
conditioning on the events e(x) = v and xv = a simultaneously. We make this formal below.

For discrete x, for any v,a such that the probability q(xe(x) = (v,a)) > 0, define the LHS and
RHS of eq. (1) as Bv, Cv respectively. Then, the conditionals q(y | xe(x) = (v,a)) and q(y | Ev =
1,xv = a) exist and can be written as follows:

q(y | xe(x) = (v,a)) = q(y | x ∈ Bv) q(y | Ev = 1,xv = a) = q(y | x ∈ Cv).

These two conditionals are equal because Bv = Cv.

The same kind of result holds for general random vectors (discrete or continuous) x but is a little
more involved because Bv may be non-empty while q(x ∈ Bv) = 0 and the equality of conditional
densities/probabilities need to be written via measure theory. Assume the regular conditional proba-
bilities q(y | xe(x)) and q(y,Ev | xv), q(y | Ev,xv) and q(Ev | xv) are defined almost everywhere
in their respective probability measures. Take any Sv ⊆ {xv : e(x) = v} where q(xv ∈ Sv) > 0
and q(e(x) = v) > 0. Consider any measurable sets Y over y and Bv(Sv) := {(v,a) : a ∈ Sv}
over xe(x). Now, by definition of regular conditional probability measures, joint probabilities are
obtained by taking the expectation of the conditional with respect to marginal distributions over the
conditioning set:

q(y ∈ Y,xe(x) ∈ Bv(Sv)) =

∫
Bv(Sv)

q(y ∈ Y | xe(x) = (v,a))q(dxe(x))

=

∫
Sv

q(y ∈ Y | xe(x) = (v,a))q(xe(x) = (v,a))da (9)

and

q(y ∈ Y,Ev = 1,xv ∈ Sv) =

∫
Sv

q(y ∈ Y,Ev = 1 | xv = a)q(xv = a)da

=

∫
Sv

q(y ∈ Y | Ev = 1,xv = a)q(Ev = 1,xv = a)da. (10)

Due to eq. (1), the LHS terms of the two equations above are equal and so are the probability
measures over the integrating variables in eqs. (9) and (10). Letting xv be defined on a Borel sigma
algebra, these two integrals eqs. (9) and (10) are equal if and only if for any Borel set Sv, for almost
every a ∈ Sv

q(y ∈ Y | xe(x) = (v,a)) = q(y ∈ Y | Ev = 1,xv = a).

That is, in more plain terms, the conditional distributions are equal q(y | xe(x) = (v,a)) =
q(y | Ev = 1,xv = a).

A.2 With non-encoding explanations "what you see is what you get"

Def: Encoding says that an explanation e(x) is encoding if there exists an S where q(xe(x) ∈ S) > 0
such that for every (v,a) ∈ S, :

y ̸|= Ev | xv = a. (11)

For a non-encoding explanation, Def: Encoding does not hold. Here, we derive the implications of
violating Def: Encoding. Define the set A to contain all (v,a) where eq. (11) is violated:

A = {(v,a) : y |= Ev | xv = a}. (12)
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By definition, the complement AC is such that

∀(v,a) ∈ AC , y ̸|= Ev | xv = a.

Such a set cannot have positive measure when Def: Encoding is violated which means

q(xe(x) ∈ AC) = 0.

In turn,
q(xe(x) ∈ A) = 1− q(xe(x) ∈ AC) = 1.

Thus, A is such that q(xe(x) ∈ A) = 1, and by eq. (12) for all (v,a) ∈ A

y |= Ev | xv = a,

which in turn guarantees

q(y | xe(x) = (v,a)) = q(y | xv = a,Ev = 1) = q(y | xv = a).

A.3 Helpful Lemmas and their proofs

A.3.1 Alternate conditions equivalent to Def: Encoding

The dependence in Def: Encoding occurs due to two reasons, understanding which sheds more
light on the definition. First, for some selection e(x) = v, the explanation’s values xv do not
provide enough information to reveal that the explanation should select the inputs denoted by v.
In other words, the indicator of the selection is variable even after fixing the explanation’s values
themselves. Second, this indicator is predictive of the label for the data with the explanation v.
These two properties provide intuition on the definition of encoding:

Lemma 1. Def: Encoding holds for an explanation e(x) if and only if there exists a selection v
such that q(e(x) = v) > 0 and a set Sv ⊆ {xv : e(x) = v} such that q(xv ∈ Sv) > 0 where both
of the following conditions hold for almost every a ∈ Sv:

Unpredictability of Explanation q(Ev = 1 | xv = a) ̸= 1;

Additional Information from Explanation q(y | xv = a,Ev = 1) ̸= q(y | xv = a,Ev = 0).

Proof. First, Lemma 2 shows the Def: Encoding holds if only if there exists a selection v such that
q(e(x) = v) > 0 and a set Sv ⊆ {xv : e(x) = v} such that q(xv ∈ Sv) > 0 where

∀a ∈ Sv, y ̸|= Ev | xv.

We use this alternate definition in what follows.

Given a non-measure zero set Sv, by Lemma 3, almost everywhere in Sv it holds that q(Ev =
1 | xv) > 0.

Conditional dependence implies Unpredictability and Additional information (the only if
part). If q(Ev = 1 | xv) = 1 almost everywhere (under q(x)), then Ev is constant given xv,
and therefore independent of any variable given xv:

q(Ev = 1 | xv) = 1 =⇒ y |= Ev | xv.

Then, it follows that conditional dependence implies the unpredictability property

y ̸|= Ev | xv =⇒ q(Ev = 1 | xv) < 1.

Second, with the result from Lemma 3, we have q(Ev = 1|xv) ∈ (0, 1). Thus q(y|xv,Ev = 1) and
q(y|xv,Ev = 0) exist almost every where in Sv. Then, by definition of conditional dependence,
there is additional information about the label in the explanation:

y ̸|= Ev | xv =⇒ q(y | xv,Ev = 1) ̸= q(y | xv,Ev = 0).

This shows that Def: Encoding implies the additional information property.
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Conditional dependence implied by Unpredictability and Additional information (the if part).
Now, if q(Ev = 1 | xv) ∈ (0, 1), then the following two conditional distributions exist almost
everywhere in Sv

q(y | xv,Ev = 1) , q(y | xv,Ev = 0).

Then, by definition of dependence almost everywhere Sv:

q(y | xv,Ev = 1) ̸= q(y | xv,Ev = 0) =⇒ y ̸|= Ev | xv.

Thus, the unpredictability and the additional information properties imply Def: Encoding.

Lemma 2. Def: Encoding holds for an explanation e(x) if and only if there exists a selection v
such that q(e(x) = v) > 0 and a set Sv ⊆ {xv : e(x) = v} such that q(xv ∈ Sv) > 0 where

∀a ∈ Sv, y ̸|= Ev | xv = a. (13)

Proof. Def: Encoding says that the explanation e(x) is encoding if there exists an S where q(xe(x) ∈
S) > 0 such that for every (v,a) ∈ S eq. (13) holds. This proof works by showing that S having a
positive measure implies the existence of v and Sv as in Lemma 2 such that eq. (13) holds.

Decompose q(xe(x) ∈ S) by introducing an expectation over v ∼ q(e(x)),

q(xe(x) ∈ S) = Ev∼q(e(x))q(xe(x) ∈ S | e(x) = v).

As there are only finitely many v,

q(xe(x) ∈ S) > 0 ⇐⇒ ∃v s.t. q(e(x) = v) > 0 and q(xe(x) ∈ S | e(x) = v) > 0.

The "only if" direction. Pick any v such that the RHS above holds and define Sv = {a : (v,a) ∈
S}. By definition,

Sv = {xv : (v,xv) ∈ S} ∩ {xv : e(x) = v} ⊆ {xv : e(x) = v}.
This proves that Sv has positive measure:

q(xv ∈ Sv) = q(xe(x) ∈ S, e(x) = v) = q(xe(x) ∈ S | e(x) = v) ∗ q(e(x) = v) > 0.

Finally, as a ∈ Sv =⇒ (v,a) ∈ S, eq. (13) holds:

∀a ∈ Sv, y ̸|= Ev | xv = a.

This completes the "only if" direction.

The "if" direction. Assume that there exists v such that q(e(x) = v) > 0 and Sv ⊆ {xv :
e(x) = v} such that q(xv ∈ Sv) > 0 where

∀a ∈ Sv y ̸|= Ev | xv = a.

Define S = {(v,a) : a ∈ Sv}. By this construction, S has positive measure:

q(xe(x) ∈ S) = q((v,xv) ∈ S)

= q(e(x) = v)q((v,xv) ∈ S | e(x) = v)

= q(e(x) = v)q(xv ∈ Sv | e(x) = v)

= q(e(x) = v)q(xv ∈ Sv) { as Sv ⊆ {xv : e(x) = v}
> 0,

where the last inequality holds because by assumption

q(e(x) = v) > 0 q(xv ∈ Sv) > 0.

Finally, as (v,a) ∈ S =⇒ a ∈ Sv, eq. (13) holds:

∀(v,a) ∈ S, y ̸|= Ev | xv = a.

This completes the "if" directions and with that the proof.
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Lemma 3. For any set Sv ⊆ {xv : e(x) = v} such that q(xv ∈ Sv) > 0, then for almost every
a ∈ Sv, q(Ev = 1 | xv = a) > 0.

Proof. Define the set Av = {a : q(Ev = 1 | xv = a) = 0}. Next compute the joint probability

q(xv ∈ Av ∩ Sv) = q(xv ∈ Av)q(xv ∈ Sv | xv ∈ Av).

Now, noting that Sv is a subset of {xv : e(x) = v}, which is equivalent to {xv : Ev = 1}, thus

q(xv ∈ Sv | xv ∈ Av)

=

∫
q(xv ∈ Sv | xv = a,xv ∈ Av)q(xv = a | xv ∈ Av)da

=

∫
q(xv ∈ Sv | xv = a)q(xv = a | xv ∈ Av)da

≤
∫

q(Ev = 1 | xv = a)q(xv = a | xv ∈ Av)da

=

∫
q(Ev = 1 | xv = a)q(xv = a | xv ∈ {a : q(Ev = 1 | xv = a) = 0})da

= 0.

The probability q(xv ∈ Sv | xv ∈ Av) is non-negative, so it must be zero. Plugging this conditional
back into the joint gives q(xv ∈ Av ∩ Sv) = 0. Then expanding yields

0 = q(xv ∈ Av ∩ Sv) = q(xv ∈ Av | xv ∈ Sv)q(xv ∈ Sv).

Since q(xv ∈ Sv) > 0, q(xv ∈ Av | xv ∈ Sv) must be zero and thus, q(xv /∈ Av | xv ∈ Sv) = 1,
where expanding out the definition of Av gives the desired result that q(Ev = 1 | xv = a) > 0 for
almost a ∈ Sv:

1 = q(a /∈ Av | a ∈ Sv)

= q(a /∈ {a : q(Ev = 1 | xv = a) = 0} | a ∈ Sv)

= q(a ∈ {a : q(Ev = 1 | xv = a) > 0} | a ∈ Sv).

A.3.2 Optimal value and the optimal gap under EVAL-X

Lemma 4. The EVAL-X optimality gap value for e(·) is an averaged KL between q(y | x) and
q(y | xv):

∑
v∈V q(e(x) = v)Eq(x | e(x)=v)KL(q(y | x)∥q(y | xv)). This gap is zero, i.e. e(x) is

optimal with the score EVAL-X∗ = Eq[log q(y | x)] if for all v such that q(e(x) = v) > 0,

q(y | x) = q(y | xv) a.e. in {x : e(x) = v}.

Proof. Let p be a generic conditional distribution and let x−v be the values outside the explanation.

max
e

EVAL-X(q, e) = max
e

E(v,a)∼q(xe(x))Eq(y | xe(x)=(v,a)) log q (y | xv = a)

= max
e

E(v,a)∼q(xe(x))Eq(x−v | xe(x)=(v,a))Eq(y | xe(x)=(v,a),x−v) log q (y | xv = a)

= max
e

E(v,a)∼q(xe(x))Eq(x | xe(x)=(v,a))Eq(y | x) log q (y | xv = a)

≤ max
p

E(v,a)∼q(xe(x))Eq(x | xe(x)=(v,a))Eq(y | x)[log p(y | x)]

≤ max
p

Eq(x)Eq(y | x)[log p(y | x)]

= max
p
−Eq(x)KL(q(y | x)||p(y | x)) + Eq[log q(y | x)]

= Eq[log q(y | x)].

This upper bound is achievable by an explanation that selects all inputs, so the maximum EVAL-X
denoted as EVAL-X∗ = Eq log q(y | x).
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As in the math above, the EVAL-X score for an explanation method can be expanded as
EVAL-Xe = E(v,a)∼q(xe(x))Eq(y | xe(x)=(v,a)) log q (y | xv = a)

= E(v,a)∼q(xe(x))Eq(x | xe(x)=(v,a))Eq(y | x) log q(y | xv = a)

= Ev∼q(e(x))Ea∼q(xv | e(x)=v)Eq(x | xv=a,e(x)=v))Eq(y | x) log q(y | xv = a)

= Ev∼q(e(x))Eq(x | e(x)=v))Eq(y | x) log q(y | xv),

where in the last step, we dropped a because it equals xv almost surely. Similarly, the optimal score
EVAL-X∗ expands to

Ev∼q(e(x))Eq(x | e(x)=v))Eq(y | x) log q(y | x).
Let V be the set of values that explanations can take on, then taking the difference from optimality

EVAL-X∗ − EVAL-Xe

= Ev∼q(e(x))Eq(x | e(x)=v))Eq(y | x) log
q(y | x)

q(y | xv = x)

= Ev∼q(e(x))Eq(x | e(x)=v))KL [q(y | x) ∥ q(y | xv)]

=
∑
v∈V

q(e(x) = v)Eq(x | e(x)=v))KL [q(y | x) ∥ q(y | xv)] .

As each KL term is non-negative, each term in the sum being set to 0 simultaneously achieves the
optimum, which happens when for all v such that q(e(x) = v) > 0,

q(y | x) = q(y | xv) for almost every {x : e(x) = v}.

In Appendix A.4, we use the results from Lemma 1 and Lemma 4 to prove that the optimal score of
EVAL-X can only be achieved by non-encoding explanations.

A.4 Proof of Theorem 1

Theorem 1. If e(x) is EVAL-X optimal, then e(x) is not encoding.

Proof. Note only q(e(x) = v) > 0 are of interest, since q(e(x) = v) = 0 implies that Ev = 0
almost surely and thus y |= Ev | xv.

Then if e(x) achieves EVAL-X∗, then by Lemma 4, for all v such that q(e(x) = v) > 0,

q(y | x) = q(y | xv) for almost every {x : e(x) = v}.
First, this optimality criteria can incorporate Ev = 1 on the lefthand side by first conditioning on
e(x) and then noting that the equality holds for x where e(x) = v.

q(y | x) = q(y | xv) for almost every {x : e(x) = v}
⇐⇒ q(y | x, e(x)) = q(y | xv) for almost every {x : e(x) = v}

⇐⇒ q(y | x, e(x) = v) = q(y | xv) for almost every {x : e(x) = v}
⇐⇒ q(y | x,Ev = 1) = q(y | xv) for almost every {x : e(x) = v}.

To understand if the optimality criterion disallows encoding, integrate the left and right-hand sides
of this optimality criterion with the respect to complement of the inputs in xv, q(xc

v | xv,Ev = 1)
yields∫

q(y | x,Ev = 1)q(xc
v | xv,Ev = 1)dxc

v =

∫
q(y | xv)q(x

c
v | xv,Ev = 1)dxc

v

for almost every {x : e(x) = v}

⇐⇒
∫

q(y | xc
v,xv,Ev = 1)q(xc

v | xv,Ev = 1)dxc
v = q(y | xv)

∫
q(xc

v | xv,Ev = 1)dxc
v

for almost every {x : e(x) = v}
⇐⇒ q(y | xv,Ev = 1) = q(y | xv) for almost every {x : e(x) = v}
⇐⇒ q(y | xv,Ev = 1) = q(y | xv) for almost every {xv : e(x) = v}.
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Now expanding the right-hand side gives
q(y | xv) = q(y,Ev = 1 | xv) + q(y,Ev = 0 | xv).

Combing the two equations gives
q(y | xv,Ev = 1) = q(y,Ev = 1 | xv) + q(y,Ev = 0 | xv) for almost every {xv : e(x) = v}.

(14)

We show that this equality implies that y |= Ev | xv by splitting the analysis into cases based on
q(Ev = 1 | xv) = 1 and q(Ev = 1 | xv) < 1. In turn, the condition in Def: Encoding is violated
and the explanation e(·) is not encoding.

Case 1: EVAL-X optimality holds when the explanation is predictable. The first case to con-
sider is when the event that the explanation takes the value v is determined by xv for all samples
with the explanation v. That is, q(Ev = 1 | xv) = 1:

q(Ev = 1 | xv) = 1 ⇐⇒ q(Ev = 0 | xv) = 0.

Then expanding this marginal into the joint shows that the joint q(y,Ev = 0 | xv) has to be zero as
well.

q(Ev = 0 | xv) =

∫
q(y,Ev = 0 | xv)dy = 0,

because an integral of non-negative terms being zero implies that each term itself is zero almost
surely.

Then, we can show that the determinism condition q(Ev = 1 | xv) = 1 is sufficient for the optimal-
ity criterion eq. (14):
q(y | xv,Ev = 1) = q(y | xv,Ev = 1)× 1

= q(y | xv,Ev = 1)q(Ev = 1 | xv)

= q(y,Ev = 1 | xv)

= q(y,Ev = 1 | xv) + q(y,Ev = 0 | xv) for almost every {xv : e(x) = v}.

This shows that the EVAL-X optimality criteria is satisfied when the q(Ev = 1 | xv) = 1, thus the
explanation is completely predictable from the explanation for examples with that explanation. By
Lemma 1, we have

q(Ev = 1 | xv) = 1 =⇒ y |= Ev | xv,

which violates Def: Encoding. So there is no encoding in this case.

Case 2: When the explanation is unpredictable, EVAL-X optimality requires that the explana-
tion provide no extra information. Now consider the alternative case, q(Ev = 1 | xv) < 1. Here
the explanation does not determine the explanation opening the possibility that the EVAL-X-optimal
explanation method can encode information in the explanation.

Because q(e(x) = v) > 0, we have q(xv ∈ {xv : e(x) = v}) > 0. Thus, by Lemma 3, for almost
every {xv : e(x) = v} it holds that q(Ev = 1 | xv) > 0. Putting this result together with alternative
case (q(Ev = 1 | xv) < 1) gives: 0 < q(Ev = 1 | xv) < 1 for almost every {xv : e(x) = v}.
Now, expanding out the optimality criterion eq. (14):

q(y | xv,Ev = 1) = q(y,Ev = 1 | xv)× 1 + q(y,Ev = 0 | xv)× 1

for almost every {xv : e(x) = v}
⇐⇒ q(y | xv,Ev = 1) = q(y | Ev = 1,xv)q(Ev = 1 | xv)

+ q(y | Ev = 0,xv)(1− q(Ev = 1 | xv))

for almost every {xv : e(x) = v}
⇐⇒ (1− q(Ev = 1 | xv))q(y | xv,Ev = 1) = (1− q(Ev = 1 | xv))q(y | xv,Ev = 0)

for almost every {xv : e(x) = v}
⇐⇒ q(y | xv,Ev = 1) = q(y | xv,Ev = 0) for almost every {xv : e(x) = v}.

This equality says for all samples with the explanation v, knowing Ev does not change the distri-
bution of the label y. By Lemma 1, this equality implies that the independence y |= Ev | xv holds
which violates Def: Encoding.
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A.5 Proof of Proposition 3 and Theorem 2

Proposition 3. ENCODE-METER ϕq(e) = 0 if and only if e is not encoding.

Proof. First, Def: Encoding is violated if and only if there exists a set A such that q(xe(x) ∈ A) = 1
and

∀(v,a) ∈ A y |= Ev | xv = a.

For the if direction, note that if ENCODE-METER ϕq(e) = 0,

E(v,a)∼q(xe(x))I(y;Ev | xv = a) = 0.

To show the forward direction, the above equality means that if ϕq(e) = 0, almost surely for every
(v,a) ∼ q(xe(x)), the instantaneous mutual information is 0 which implies the desired conditional
independence

I(y;Ev | xv = a) = 0 =⇒ y |= Ev | xv = a.

By definition of almost surely, there exists a set A such that q(xe(x) ∈ A) = 1 the independence
above holds; this completes the "if" direction.

To show the reverse direction, let there exist a set A such that q(xe(x) ∈ A) = 1, for every (v,a) ∈
A,

y |= Ev | xv.

In turn, for all (v,a) ∈ A,
I(y;Ev | xv = a) = 0.

Then, the fact that q(xe(x) ∈ A) = 1 implies that expectations with respect to q(xe(x)) over the
whole support equal expectations over q(xe(x) | xe(x) ∈ A), which is q(xe(x)) restricted to A:

E(v,a)∼q(xe(x))I(y;Ev | xv = a) = E(v,a)∼q(xe(x) | xe(x)∈A)I(y;Ev | xv = a) = 0.

This completes the "only if" direction.

Theorem 2. With finite H(y | x) and H(y), for any explanation that encodes e and any that does
not encode e′, there exists an α∗ such that ∀α > α∗ STRIPE-Xα(q, e

′) > STRIPE-Xα(q, e).

Proof. Recall that STRIPE-X is

STRIPE-Xα(q, e) := E(v,a)∼q(xe(x))Eq(y | xe(x)=(v,a))[log q (y | xv = a)]− αϕq(e),

where the ENCODE-METER

ϕq(e) := E(v,a)∼q(xe(x))I (Ev;y | xv = a) .

We first show bounds for the first term in STRIPE-X and then derive the STRIPE-X scores for encoding
and non-encoding explanations.

Bounds on EVAL-X scores. We lower bound the EVAL-X score, which is the first term in STRIPE-
X, for non-encoding explanations.

For non-encoding explanations, almost surely over v,a ∼ q(xe(x))

q(y | xe(x) = (v,a)) = q(y | xv = a).

Then,

EVAL-X(q, e)− Eq(y,xv=a) log q(y)

= E(v,a)∼q(xe(x))Eq(y | xe(x)=(v,a)) log q (y | xv = a)− Eq(y,xe(x)) log q(y)

= E(v,a)∼q(xe(x))Eq(y | xe(x)=(v,a))[log q
(
y | xe(x) = (v,a)

)
]− Eq(y,xe(x)) log q(y)

= Eq(y,xe(x))[log q
(
y | xe(x)

)
]− Eq(y,xe(x)) log q(y)

= Eq(y,xe(x)) log
q
(
y | xe(x)

)
q(y)

= I(y;xe(x)).
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The above inequality implies that

EVAL-X(q, e)− E(v,a)∼q(xe(x))Ey∼q(y | xe(x)=(v,a)) log q(y) = I(y;xe(x)) ≥ 0

=⇒ EVAL-X(q, e) +Hq(y) ≥ 0

=⇒ EVAL-X(q, e) ≥ −Hq(y).

Every inequality in the derivation above becomes strict when the explanation selects inputs that are
predictive of the label because

I(y;xe(x)) > 0.

Thus, non-encoding explanations have EVAL-X scores that are at least −Hq(y).

The optimal EVAL-X score for any explanation (see Lemma 4) equals the negative conditional en-
tropy which is upper bounded by some finite number:

Eq [log q(y | x)] = −Hq(y | x) = C.

Comparing explanations via STRIPE-X. For any encoding explanation, by Proposition 3, for
some c > 0

ϕq(e) > c.

Now, consider α∗ = I(y;x)
c ≥ 0, which is finite because each term in the ratio is finite. Then, for all

α > α∗

αϕq(e) > α∗ϕq(e) > I(y;x).

Thus,
−αϕq(e) < −I(y;x).

As EVAL-X scores are below C = −H(y | x) for any encoding explanation,

STRIPE-Xα(q, e) = EVAL-X(q, e)− αϕq(e)

< −H(y | x)− I(y;x)

< −H(y | x)− (Hq(y)−H(y | x))
= −Hq(y).

Finally, for any non-encoding explanation, ϕq(e
′) = 0 by Proposition 3, STRIPE-X scores equal

EVAL-X scores, which are lower bounded at −Hq(y).

Together, for every non-encoding explanation e′(x) and encoding explanation e(x), it holds that

STRIPE-Xα(q, e
′) ≥ −Hq(y) > STRIPE-Xα(q, e).

This proves that STRIPE-X is a strong detector of encoding.

B Encoding examples, non-detection of ROAR,FRESH, and non-strong
detection of EVAL-X

B.1 An illustrative DGP for Def: Encoding

With B(0.5) being a Bernoulli distribution, consider the following example

y ∼ B(0.5) , z ∼ B(0.5) , ϵ1, ϵ2, ϵ3 ∼ N (0, I) ,

x =

{
[y + ϵ1, ϵ3, 0, ϵ2] if z = 0,

[ ϵ3,y + ϵ1, 1, ϵ2] if z = 1.

For this problem, if the third coordinate x3 = 0, all the information between the label and the
covariates is in the first coordinate x1, and if x3 = 1, the information is between the label and the
second coordinate x2. The corresponding explanation function is e(x) = 1[x3 = 0]ξ1 + 1[x3 =
1]ξ2. This explanation is encoding because neither explanation’s values x1 nor x2 determine the
explanation function because it depends on x3. Formally

q(y = 1 | x1,x3 = 1) ̸= q(y = 1 | x1,x3 = 0) =⇒ y ̸|= x3 | x1 =⇒ y ̸|= Ev | x1,
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which meets Def: Encoding. Consider an alternate non-encoding explanation function e(x) =
[1[x4 > 0],1[x4 ≤ 0], 0, 0]; x1,x2 do not determine e(x) that depends on the noise ϵ2 in x4. That
means the unpredictability property in Lemma 1 holds. However, by construction,

(y,x1,x2) |= ϵ2 =⇒ (y,x1,x2) |= Ev =⇒ y |= Ev | x1 and y |= Ev | x2.

So no additional information about the label is encoded:

y |= Ev | xv.

The additional information property in Lemma 1 avoids such cases where the explanations keeps
additional information that is irrelevant to the label.

B.2 Encoding explanations conceal predictive inputs that affect the explanation

Consider the following DGP

x = [x1,x2,x3] ∼ B(0.5)⊗3, y =

{
x1 if x3 = 1,

x2 if x3 = 0.
(15)

Let e be an encoding explanation that selects the first coordinate if x3 = 1 and the second coordinate
otherwise. We never observe x3 when looking only at the explanation. Table 4 shows all possible
values of this explanation. Notice that in the third and fourth rows, the value of xe(x) changes to
match the label y exactly, even though the values of the first two coordinates that we can observe
stay constant. It is impossible to understand the perfect predictiveness of xe(x), as the encoding
explanation conceals the control flow feature x3 that determines which of the first two features
should be picked to predict the label.

Table 4: Possible values of the inputs, label, and explanation for the DGP in eq. (15)

xe(x) = (v,a)
x1 x2 x3 y v a

0 0 0 0 [0, 1, 0] 0
0 0 1 0 [1, 0, 0] 0
0 1 0 1 [0, 1, 0] 1
0 1 1 0 [1, 0, 0] 0
1 0 0 0 [0, 1, 0] 0
1 0 1 1 [1, 0, 0] 1
1 1 0 1 [0, 1, 0] 1
1 1 1 1 [1, 0, 0] 1

B.3 Position-based encoding fits Def: Encoding

Recall the perceptual task that classifying images of dogs versus classifying images of cats, and
consider the encoding explanation eposition(x) that is

eposition(x) = ξ1 if q(y = dog | x) = 1,

eposition(x) = ξ2 if q(y = cat | x) = 1.

Assume that the inputs in the top leftmost pixels are always background, meaning that the values
of these inputs provide no information about the label y |= x1,x2. Now we check if this intuitively-
defined position-encoded explanation meets the definition for encoding (Def: Encoding). To condi-
tion on xξ1 ,Eξ1 = 0, we need q(y = dog) ̸= 1. Note that

q(Eξ1 = 1 | xξ1) = q(y = dog | xξ1) = q(y = dog) ̸= 1.

Def: Encoding holds because the indicator of which explanation was chosen Eξ1 determines the
label.

q(y = dog | xξ1 ,Eξ1 = 1) = 1 ̸= 0 = q(y = dog | xξ1 ,Eξ1 = 0) =⇒ y ̸|= Eξ1 | xξ1 .

This example shows how the encoding definition Def: Encoding captures the informally described
position-based encoding from the literature.
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B.4 Prediction-based encoding fits Def: Encoding

The informal example of prediction-based encoding from Section 3.1 selects a single input that
makes the prediction from all of the input have the highest confidence when given the single input.
One way to mathematically express such a selection is as follows:

eprediction(x) = ξargmaxiq(y=1 | xi) if q(y = 1 | x) > 0.5,

eprediction(x) = ξargminiq(y=1 | xi) if q(y = 1 | x) ≤ 0.5.
(16)

Here, we describe one set of conditions on the distribution q(y,x) for which the explanation in
eq. (16) fits the definition of encoding in Def: Encoding. Assume that there exists a non-measure-
zero set U ⊆ {x : q(y = 1 | x) > 0.5} and an index k such that

x ∈ U =⇒ q(y = 1 | x) ≥ ρ, (17)
x ∈ U =⇒ ∀i q(y = 1 | xξi) < q(y = 1 | xξk), (18)
x ̸∈ U =⇒ q(y = 1 | x) < ρ, (19)
x ̸∈ U =⇒ ∃i, j q(y = 1 | xξi) > q(y = 1 | xξk) > q(y = 1 | xξj ). (20)

Further, assume that xξk alone does not determine x ∈ U:

0 < E [1[x ∈ U] | xξk ] < 1. (21)

The assumptions above imply the facts below about eprediction(x):

1. By eqs. (18) and (20)

x ∈ U⇔ eprediction(x) = ξk.

Define the explanation indicator Ev = 1[eprediction(x) = v].
2. By eqs. (18) and (20) and the definition of Ev

x ∈ U⇔ Eξk = 1. (22)

3. By eqs. (21) and (22)

0 < q(Eξk = 1 | xξk) = q(x ∈ U | xξk) < 1. (23)

4. By eq. (23), q(y = 1 | xξk ,Eξk = 1) and q(y = 1 | xξk ,Eξk = 0) are well defined. Then,
by eqs. (17) and (19), for x ∈ U

q(y = 1 | xξk ,Ek = 1)

= Eq(x | xξk
,Ek=1)q(y | x)

≥ Eq(x | xξk
,Ek=1)ρ {as Ek = 1 =⇒ x ∈ U}

= ρ.

q(y = 1 | xξk ,Ek = 0)

= Eq(x | xξk
,Ek=0)q(y | x)

< Eq(x | xξk
,Ek=0)ρ {as Ek = 0 =⇒ x ̸∈ U}

= ρ.

Thus, for all elements of {xξk : x ∈ U}
q(y = 1 | xξk ,Eξk = 1) > q(y = 1 | xξk ,Eξk = 0). (24)

By Lemma 1, the properties in eqs. (23) and (24) imply that ∀a ∈ {xξk : x ∈ U}
y ̸|= Eξk | xξk = a.

Finally, the set Uk = {xξk : x ∈ U} is non-measure-zero: as 1[x ∈ U] = 1 =⇒ 1[xξk ∈ Uk] =
1, accumulating q(x) with the restriction xξk ∈ Uk leads to at least as much mass as accumulating
with the stricter restriction x ∈ U:

q(xξk ∈ Uk) =

∫
q(x)1[xξk ∈ Uk]dx ≥

∫
q(x)1[x ∈ U]dx = q(x ∈ U) > 0.

Together, the last two equations implies that Def: Encoding holds for eprediction(x) from eq. (16).
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cat dog

(a) Distribution q(x,y)

xe(x) xe(x)

(b) Non-encoding explanation
xe(x)

e(x)

xe(x)

e(x)

(c) Marginal encoding

Figure 5: Example DGP and MARG encoding. (a) The color determines whether the label is pro-
duced from the top or bottom image. (b) An explanation that correctly reveals that the label is
generated based on both the color and, as dictated by the color, the top or the bottom image. The
label is deterministic given the value of the explanation which means the label can be predicted per-
fectly. (c) An encoding explanation would be one that produces only the top or the bottom animal
image based on the color being red of blue respectively. This returned animal image does not indi-
cate the fact that the data generating process depends on color. Now, the animal image selected by
the explanation alone is insufficient to dictate the label because the color determines which image
determines the label. The identity of the image, whether top or bottom, provides additional infor-
mation about the label beyond the values explanation, as captured in Def: Encoding.

B.5 MARG explanations are encoding

We provide an illustrative example of a MARG explanation for the DGP in Figure 5. Here, we show
how a mathematical formulation of MARG satisfied Def: Encoding.

Consider a generic DGP with a Bernoulli control flow input denoted xc: for some distinct sets U, V
that do not include c and let no combination of xc,xU ,xV determine the rest

xc = 1 =⇒ q(y | x) = q(y | xU ),

xc = 0 =⇒ q(y | x) = q(y | xV ).

Further, assume that the two subsets leads to different distributions over y = 1 such that on a
non-zero measure subset SU ⊆ {xU : x such that xc = 1}

q(y = 1 | xU ,xc = 1) ̸= q(y = 1 | xU ,xc = 0). (25)

Now, consider a MARG explanation that looks at xc and outputs the corresponding sets U, V :

e(x) = U if xc = 1 else e(x) = V.

By definition the explanation only depends on the control flow input, not by xU or xV . Next, as
EU = 1 is the same event as xc = 1, e(x) is encoding because the assumption from eq. (25) implies:

q(y | xU ,EU = 1) ̸= q(y | xU ,EU = 0).

Then, this inequality holds for all elements of the non-measure-zero set SU , by Lemma 1, MARG is
encoding.

B.6 Proof of Proposition 1

Definition 4. We denote val(xe(x)) as the function that maps explanation xe(x) = (v,a) to the
values the inputs take at the selected indices, right-padded to have the same dimension as the input
x ∈ Rd:

val(xe(x))j =

{
aj if 1 ≤ j ≤

∑d
i=1 vi

pad-token if
∑d

i=1 vi < j ≤ d

For example, if x = [α, β, γ] and e(x) = [0, 1, 0], then xe(x) = ([0, 1, 0], [β]) and

val(xe(x)) = [β, pad-token, pad-token].
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Table 5: Probability table for the DGP in eq. (3). Conditional on the explanation x3, does predict
the label. For example, given knowing x1 = 1, if x3 = 1 implies p(y = 1) = 0.9 but if x3 = 0,
p(y = 1) = 0.5. The probability table in Table 5 shows this.

x1 x2 x3 p(y = 1 | x) e(x) val(xe(x))

0 0 0 0.1 ξ2 [0, pad-token, pad-token]
0 0 1 0.1 ξ1 [0, pad-token, pad-token]
0 1 0 0.9 ξ2 [1, pad-token, pad-token]
0 1 1 0.1 ξ1 [0, pad-token, pad-token]
1 0 0 0.1 ξ2 [0, pad-token, pad-token]
1 0 1 0.9 ξ1 [1, pad-token, pad-token]
1 1 0 0.9 ξ2 [1, pad-token, pad-token]
1 1 1 0.9 ξ1 [1, pad-token, pad-token]

Proposition 1. For the DGP in eq. (3), ROAR and FRESH assign their respective optimal scores to
the encoding explanation eencode(x).

Proof. First, note that
x3 |= y.

See Table 5 for the probability table for why this is true.

For this proof let e(x) = eencode(x). In the example eq. (3), masking out the inputs selected by e(x)
would mean that

x3 = 1 =⇒ x−e(x) = (1− e(x), [x2,x3]), x3 = 0 =⇒ x−e(x) = (1− e(x), [x1,x3]).

In turn, by the construction in eq. (3)

x−e(x) |= y | x3 = 1,
x−e(x) |= y | x3 = 0.

=⇒ x−e(x) |= y | x3 =⇒ (x−e(x),x3) |= y =⇒ x−e(x) |= y, (26)

where the conditional independence in the second step turns into the joint independence in the third
step due to x3 |= y.

ROAR scores an explanation highly if x−e(x) predicts the label poorly. So if x−e(x) is independent of
y, then e(x) would be scored optimally. Then, due to eq. (26), ROAR scores an encoding explanation
optimally.

FRESH scores an explanation highly if the selected value val(xe(x)) (as defined in Definition 4)
predicts the label well. From Table 5, we see that p(y = 1 | x) = 0.9 for all cases with
val(xe(x)) = [1, pad-token, pad-token] and p(y = 1 | x) = 0.1 for all cases with val(xe(x)) =
[0, pad-token, pad-token]. Thus, if val(xe(x)) = [1, pad-token, pad-token] then

p(y = 1 | x) = 0.9

= Ex′∼p(x′ | val(xe(x))=[1,pad-token,pad-token])[0.9]

= Ex′∼p(x′ | val(xe(x))=[1,pad-token,pad-token])[p(y = 1 | x′)]

= p(y = 1 | val(xe(x)) = [1, pad-token, pad-token]),

and if val(xe(x)) = [0, pad-token, pad-token] then

p(y = 1 | x) = 0.1

= Ex′∼p(x′ | val(xe(x))=[0,pad-token,pad-token])[0.1]

= Ex′∼p(x′ | val(xe(x))=[0,pad-token,pad-token])p(y = 1 | x′)

= p(y = 1 | val(xe(x)) = [0, pad-token, pad-token]).

Therefore, in all cases, p(y = 1 | x) = p(y = 1 | val(xe(x))). Thus, predicting label from the
selected value alone is as good as predicting from the whole input. As a result, FRESH scores this
explanation optimally.
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B.7 Showing that eencode is the optimal reductive explanation for eq. (3) and scores better
than a constant explanation under EVAL-X

We repeat the DGP in eq. (3) here

x = [x1,x2,x3] ∼ B(0.5)⊗3,

y =

{
x1 w.p. 0.9 else 1− x1 if x3 = 1,

x2 w.p. 0.9 else 1− x2 if x3 = 0.

Lemma 5. In the DGP in eq. (3),

q(y = 1 | x1 = 1) = 0.7

q(y = 1 | x2 = 1) = 0.7,

q(y = 1 | x1 = 0) = 0.3,

q(y = 1 | x2 = 0) = 0.3.

q(y = 1 | x3) = 0.5.

Proof. We can compute these values from Table 5.

Proposition 2. Let ec(x) = ξ3. Then, for the DGP in eq. (3), EVAL-X(q, eencode) > EVAL-X(q, ec).

Proof. By Lemma 5, we have

EVAL-X(q, ec) = Eq(y,x) log q(y | x3) = Eq(y,x) log 0.5 ≈ −0.69.

Now, denote eencode as ee for ease of reading

EVAL-X(q, ee) = E(v,a)∼q(xe(x))Ey∼q(y | xe(x)=(v,a))[log q(y | xv = a)]

= q(x3 = 1)Eq(x1)Eq(y | x1,x3=1) log q(y | x1)

+ q(x3 = 0)Eq(x2)Eq(y | x2,x3=0) log q(y | x2)

= 0.5 ∗ 0.5 ∗ (0.9 ∗ − log 0.7 + 0.1 ∗ − log 0.3) ∗ 2
+ 0.5 ∗ 0.5 ∗ (0.9 ∗ − log 0.7 + 0.1 ∗ − log 0.3) ∗ 2
≈ −0.44.

This concludes that EVAL-X(q, eencode) > EVAL-X(q, ec).

Lemma 6. In the DGP in eq. (3), eencode(x) is an EVAL-X-optimal reductive explanation and is
encoding.

Proof. First, the following properties show for the DGP because when x3 = 1, y only depends on
x1, and if x3 = 0, y only depends on x2:

x3 |= y , y |= x2 | x3 = 1 , y |= x1 | x3 = 0.

These independencies imply that

q(y | x = [x1,x2, 1]) = q(y | x1,x3 = 1) , q(y | x = [x1,x2, 0]) = q(y | x2,x3 = 0).

Then, the optimal explanation function that achieves EVAL-X∗ is e(x) = [1, 0, 1] if x3 = 1 and
[0, 1, 1] otherwise.
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Reductive explanations of size 1. If the explanation is forced to have fewer than 2 inputs, the
optimal reductive explanation e(x) is only allowed to be one of ξ1, ξ2, ξ3:

max
e:|e(x)|≤1

Eq(y,x)

∑
i∈{1,2,3}

1[e(x) = ξi]q(y | xi).

Rewriting this expression to split the support of x based on x3 = 1 or 0:

Eq(y,x)

∑
i∈{1,2,3}

1[e(x) = ξi] log q(y | xi)

= q(x3 = 1)Eq(x2 | x3=1)Eq(y,x1 | x3=1)

∑
i∈{1,2,3}

1[e(x) = ξi] log q(y | xi)

+ q(x3 = 0)Eq(x1 | x3=0)Eq(y,x2 | x3=0)

∑
i∈{1,2,3}

1[e(x) = ξi] log q(y | xi)

= 0.5Eq(x2)Eq(y,x1 | x3=1)

∑
i∈{1,2,3}

1[e(x) = ξi] log q(y | xi)

+ 0.5Eq(x1)Eq(y,x2 | x3=0)

∑
i∈{1,2,3}

1[e(x) = ξi] log q(y | xi)

=
1

2

(
Eq(x2)

[
Eq(y,x1 | x3=1)1[e([x1,x2, 1]) = ξ1] log q(y | x1)

+ Eq(y,x1 | x3=1)

∑
i∈2,3

1[e([x1,x2, 1]) = ξi] log q(y | xi)

]

+ Eq(x1)

[
Eq(y,x2 | x3=0)1[e([x1,x2, 0]) = ξ2] log q(y | x2)

+ Eq(y,x2 | x3=0)

∑
i∈1,3

1[e([x1,x2, 0]) = ξi] log q(y | xi)

])

=
1

2
Eq(x1,x2 | x3=1)

[
1[e([x1,x2, 1]) = ξ1]Eq(y | x1,x3=1) log q(y | x1)

+
∑
i∈2,3

1[e([x1,x2, 1]) = ξi]Eq(y | x1,x3=1) log q(y | xi)

]
(27)

+
1

2
Eq(x1,x2 | x3=0)

[
1[e([x1,x2, 0]) = ξ2]Eq(y | x2,x3=0) log q(y | x2)

+
∑
i∈1,3

1[e([x1,x2, 0]) = ξi]Eq(y | x2,x3=0) log q(y | xi)

]
.

(28)

We will now focus on the three terms within each of eq. (27) and eq. (28). Due to the following
equality

q(y = 1 | x1 = 1,x3 = 1) = q(y = 0 | x1 = 0,x3 = 1)

= q(y = 1 | x2 = 1,x3 = 0) = q(y = 0 | x2 = 0,x3 = 0) = 0.9,

the expectations in the first terms in each of eq. (27) and eq. (28) are

Eq(y | x1,x3=1) log q(y | x1) = Eq(y | x2,x3=1) log q(y | x2) = 0.9 log 0.7 + 0.1 log 0.3 ≈ −0.44.

Next we turn to setting i = 1 term in eq. (27). Due that q(y = 1 | x2 = 1) = q(y = 0 | x2 = 0),

x1 = x2 =⇒ Eq(y | x1,x3=1) log q(y | x2) = (0.9 log 0.7 + 0.1 log 0.3) ≈ −0.44,
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x1 ̸= x2 =⇒ Eq(y | x1,x3=1) log q(y | x2) = (0.9 log 0.3 + 0.1 log 0.7) ≈ −1.12.

The same equalities hold for the i = 2 term in eq. (28) Eq(y, | x2,x3=0) log q(y | x1). Finally,
regardless of x1,x2, the i = 3 terms in both eq. (27) and eq. (28) can be expressed as follows:

Eq(y | x1,x3=1) log q(y | x2)Eq(y | x2,x3=0) log q(y | x1) = (0.9 log 0.5 + 0.1 log 0.5) ≈ −0.69.

Now we can maximize the sum of eq. (27) and eq. (28), over e(x) such that |e(x)| = 1.

Notice that setting 1[e(x) = ξ1] = 1 when x3 = 1 and 1[e(x) = ξ2] = 1 when x3 = 0 achieves
the highest score −0.44 in each of eq. (27) and eq. (28). This implies that one optimal reductive
explanation is ξ1 = [1, 0, 0] if x3 = 1 and ξ2 = [0, 1, 0] otherwise. This is an encoding explanation
as we show below. Due to Eξ1 = x3,

q(y = 1 | x1,Eξ1 = 1) = 0.9 ̸= q(y = 1 | x1,Eξ1 = 0) = 0.5.

In turn, y ̸|= Eξ1 | xξ1 for {x : e(x) = ξ1} and Def: Encoding holds, meaning that e(x) is encoding.

B.8 An example of misestimation of EVAL-X

Consider the following example where

x = [x1,x2,x3,x4],

x2,x3 ∼ B(0.5)⊗2, x1,x4 ∼ N (0, I), y = x2 ⊕ x3.

Assume that the misestimated EVAL-X model satisfies these equalities

qmisestimated
ξ1 (y = 1 | x1) = 1 for all x1,

qmisestimated
ξ4 (y = 0 | x4) = 1 for all x4.

There exists a bad explanation that scores optimally under the misestimated EVAL-X:

e(x) =

{
ξ1 if x2 ⊕ x3 = 1,

ξ4 if x2 ⊕ x3 = 0.

Then the EVAL-X score of this explanation under this particular misestimation is

EVAL-Xmisestimated(q, e) = Eq[log q
misestimated
e(x) (y | xe(x))]

= q(y = 1)Eq[log q
misestimated
e(x) (y | xe(x)) | y = 1] + q(y = 0)Eq[log q

misestimated
e(x) (y | xe(x)) | y = 0]

= 0.5 · Eq[log q
misestimated
ξ1 (y | x1) | y = 1] + 0.5 · Eq[log q

misestimated
ξ4 (y | x4) | y = 0]

= 0.

Since y is deterministic given x so the maximum value of the EVAL-X score is also 0. So the
bad explanation scores optimally due to misestimation. Deterministic y | x is not necessary for
estimation error to affect explanation quality. Here, with this incorrectly estimated EVAL-X, inputs
that are pure noise, independent of everything, will be chosen.

B.9 Attention map explanations be encode.

Here, treating each of the coordinates of x as tokens, we consider a cross-attention based predictive
model of the following form: with γ(a) as softmax function over a vector a, W as a matrix, α,β as
vectors, and σ as the sigmoid function, and κ as the temperature, the predictive model f(·) is

f(x) = σ

∑
i

βi

∑
j

γ(κxi ∗Wx)jαjxj

 .
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We then show that using the highest attention score as the explanation produces an encoding expla-
nation. For this example, we consider the following DGP:

z1, z2, z3 ∼ B(0.5)⊗3,

z+ = [z1 + 1, 0, +1],

z− = [0 ,−z2 − 1, −1],

x =

{
z+ if z3 = 1,

z− if z3 = 0,

y ∼ B(ρ) where ρ =

{
σ(x1) if x3 = 1,

σ(−x2) if x3 = −1.

(29)

The following setting of parameters in f(x) produces a function of x that converges to ρ as κ→∞:

α = [1,−1, 0], β = [1, 1, 0], W =

(
0 0 0
0 0 0
0 0 1

)
. (30)

By definition of W

Wx =

{
[0, 0, 1] if x3 = 1

[0, 0,−1] if x3 = −1

=⇒ x1Wx =

{
[z1 + 1, 0, 0] if x3 = 1

[0, 0, 0] if x3 = −1 =⇒ γ(x1Wx)
κ→∞−→

{
[1, 0, 0] if x3 = 1

[0, 0, 0] if x3 = −1

=⇒ x2Wx =

{
[0, 0, 0] if x3 = 1

[0, z2 + 1, 0] if x3 = −1 =⇒ γ(x2Wx)
κ→∞−→

{
[0, 0, 0] if x3 = 1

[0, 1, 0] if x3 = −1 .

Then, β3 = 0, the inner sum for i = 3 does not appear in the function f(x) Then, as α3 = 0,
α1 = 1, α2 = −1, ∑

j

γ(κx1 ∗Wx)jαjxj
κ→∞−→

{
x1 if x3 = 1

0 if x3 = −1 , (31)

∑
j

γ(κx2 ∗Wx)jαjxj
κ→∞−→

{
0 if x3 = 1

−x2 if x3 = −1 . (32)

In turn, as β1 = β2 = 1∑
i∈1,2

βi

∑
j

γ(κxi ∗Wx)jαjxj

 κ→∞−→
{
x1 if x3 = 1

−x2 if x3 = −1 ,

f(x) = σ

∑
i∈1,2

βi

∑
j

γ(κxi ∗Wx)jαjxj

 κ→∞−→
{
σ(x1) if x3 = 1

σ(−x2) if x3 = −1 . (33)

So, as κ → ∞, the function f(x), with the parameters in eq. (30), converges to ρ(x), meaning that
this model will achieve the population log-likelihood optimum under the DGP in eq. (29).

Now, the attention map as an explanation selects x1 if x3 = 1 and x2 otherwise; this comes from
eq. (31) and eq. (32). This is an encoding explanation because Eξ1 = 1 if x3 = 1 which gives

q(y | x1) ̸= q(y | x1,x3 = 1) =⇒ y ̸|= Eξ1 | xξ1 .

C Experimental details

C.1 Estimating STRIPE-X

To compute the KL term in ENCODE-METER, we estimate q(Ev | xv,y) and q(Ev | xv). To
estimate these, we train a single model — to predict Ev from xv and a new variable ℓ that can equal
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the label y or a dummy value null that is outside the support of y — in the following way:

argmax
θ

Ex,y∼q(x,y)

[
log pθ(Ev = 1[e(x) = v] | xv, ℓ = y)

+ log pθ(Ev = 1[e(x) = v] | xv, ℓ = null)
]
. (34)

As log-likelihood is a proper scoring rule and q(y = null) = 0, the maximum above is achieved
when

pθ(Ev | xv, ℓ = y) = q(Ev | xv,y = y) pθ(Ev | xv, ℓ = null) = q(Ev | xv).

In summary, to estimate ENCODE-METER, solve eq. (34), use its solution to estimate the KL term
from the RHS in eq. (7) for each xv,y, and then average this KL term over samples of xv from the
data such that e(x) = v and samples of y from the EVAL-X model for q(y | xv).

In practice, one does not need train a model for each v. We describe how to estimate ENCODE-
METER with a single model in Appendix C.2. We give the full STRIPE-X estimation procedure
in Algorithm 2 in Appendix D.

C.2 Estimating the encoding cost in STRIPE-X with categorical predictive models

STRIPE-X consists of the EVAL-X score and a cost of encoding measured by ENCODE-METER. De-
fine V to be the set of possible explanations and let V[j] denote the jth element of V . The EVAL-X
model pγ(y | xv) is trained to predict the label y from subsets xv where v is uniformly sam-
pled from V [20]. Next is computing the ENCODE-METER ϕq(e) that is used in the encoding cost
term in STRIPE-X. For each explanation, let F be the categorical variable (instead of an indicator
Ev) that denotes, for each sample, which inputs were selected by the explanation e(x): F = j if
EV[j] = 1[e(x) = V[j]] = 1. Let q(j) be the distribution over j induced by q(e(x)). We train a
model pθ(F | xv, ℓ,v) with a modification of eq. (34) that averages over v ∼ q(e(x)):

argmax
θ

Ev∼q(e(x))Ex,y∼q(x,y)

∑
V[j]∈V

(
1[e(x) = V[j]]

[
log pθ(F = j | xv, ℓ = y,v)+

log pθ(F = j | xv, ℓ = null,v)
])

.

(35)

The variable ℓ takes values in {−1, 0, 1} where 0 and 1 correspond to y = 0 and y = 1 respectively
and −1 corresponds to the null value. For a flexible enough model pθ that achieves the population
maximum of eq. (35), for any v = V[j] ∈ V ,

pθ(F = j | xv, ℓ = y,v) = q(Ev = 1 | xv,y = y),

pθ(F = j | xv, ℓ = null,v) = q(Ev = 1 | xv).

This fact indicates how one can use the model pθ to estimate ENCODE-METER. First, construct the
explanation dataset De = {(y,xe(x))} from Dt. Define qDe to be the uniform distribution over De.
Define E(v,a) as the uniform distribution over K samples of y from the EVAL-X model:

E(v,a) = U [{ŷ}k≤K ] { where ŷk ∼ pγ(y | xv = a)}.

Then, estimate ENCODE-METER as follows:

ϕ̂(q, e) =E(v,a)∼qDe (xe(x))Eŷ∼E(v,a)

(
pθ(F = j | xv, ℓ = ŷ,v) log

pθ(F = j | xv, ℓ = ŷ,v)

pθ(F = j | xv, ℓ = null,v)

+ pθ(F ̸= j | xv, ℓ = ŷ,v) log
pθ(F ̸= j | xv, ℓ = ŷ,v)

pθ(F ̸= j | xv, ℓ = null,v)

)
.

C.3 Estimating ENCODE-METER with a generative model

When estimating the STRIPE-X score with procedure above for many different explanations, the
maximization in eq. (34) repeated for every explanation, which can be computationally expensive.
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Table 6: Position-based, prediction-based, and marginal explanation schemes are all encoding. For
samples in the set {x : e(x) = v} for one of the selections v that e produces, accuracy < 1 and the
KL being non-zero means these explanations are all encoding per Lemma 1.

Encoding Acc. Ev (↑) KL (↓)
POSI 0.61 0.88

PRED 0.51 0.18
MARG 0.51 0.20

This motivates a second procedure to estimate ENCODE-METER that avoids having to retrain models
for each explanation by using generative model for q(x | xv,y). Formally, with xv fixed, the
conditional mutual information term in eq. (5) can be computed as the marginal dependence between
N samples of y from q(y | xv) and q(Ev | xv,y). The model for the former is available from
EVAL-X estimation. Simulating from the later, namely q(Ev | xv,y), is done by sampling from the
generative model x | xv,y and then computing the indicator Ev as 1[e(x) = v]. Mechanically, with
an estimator of mutual information from samples ({ai}i≤N , {bi}i≤N ) denoted MI({ai}, {bi}) and
with samples {ai} produced conditionally on values ci denoted by a subscript of the conditioned
value {ai}ci , one can estimate ENCODE-METER as follows: sample yi

(v,a) ∼ y | xv = a and
xi
v,a,yi ∼ q(x | xv = a,y = yi) repeatedly N times and compute

E(v,a)∼q(xe(x))MI
(
{yi}(v,a), {1[e(xi) = v]}v,a,yi

)
.

We give the full procedure in Algorithm 1.

C.4 Experimental details from the simulated study.

The data-generating processes from the experiments. LetN be the standard normal distribution
and let B(α) be the Bernoulli distribution with 1 occurring with probability α. With ρ = 0.9, the
discrete DGP is:

x = [x1,x2,x3,x4,x5] ∼ B(0.5)⊗5, y =

{
x1 w.p. ρ else 1− x1 if x3 = 1,

x2 w.p. ρ else 1− x2 if x3 = 0.

(36)

The hybrid DGP is as follows: with γ = 5 and σ(x) = 1
1+exp(−x) as the sigmoid function

x = [x1,x2,x4,x5] ∼ N (0.5)⊗4,x3 ∼ B(0.5), ρ =

{
σ(γ x1) if x3 = 1,

σ(γ x2) if x3 = 0,
y ∼ B(ρ). (37)

Computing accuracy and KL to show that POSI, PRED, MARG are encoding. For each encod-
ing type, we build two decision trees from 1000 samples from eq. (36): the first decision tree learns
q(Ev | xv) and the second learns q(y | xv,Ev = b) for b ∈ {0, 1}. We set the maximum depth to
be 6. Trees of this depth learn any function of 6 binary digits; x with Ev as an additional column
amounts to 6 binary digits. These decision trees are used to compute the accuracy of predicting Ev

with q(Ev | xv) and the KL between q(y | xv,Ev = 1) and q(y | xv,Ev = 0). Within a set
{x : e(x) = v} that is all x that have one of the possible selections v, Table 6 report the accuracy
of predicting Ev with q(Ev | xv) and the KL between q(y | xv,Ev = 1) and q(y | xv,Ev = 0),
averaged only over samples in {x : e(x) = v}.

EVAL-X. To estimate EVAL-X for the DGPs in eq. (36) and eq. (37), we compute conditionals
q(y = 1 | xv) via Monte Carlo approximation. Due to the different coordinates of x being inde-
pendent, one can compute q(y = 1 | xv) as a marginal expectation over the inputs except those in
v:

q(y | xv) = Eq(xc
v | xv)q(y | xv,x

c
v) = Eq(xc

v)
q(y | x).

We Monte Carlo estimate the RHS of this equation over 500 resamples of xc
v. We take 5000 samples

from each DGP to estimate EVAL-X scores with respect to q(y,x). In Appendix C.5 we also show
experiment results where we use the EVAL-X accuracy and AUROC as the score instead.
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(a) Results: Discrete DGP. (b) Results: hybrid DGP.

Figure 6: The EVAL-X-ACC and AUROC scores for the different explanations for the discrete DGP are on
the left and the scores for the hybrid DGP are in the right. In both, multiple encoding explanations (PRED,
MARG, and the reductive one from REAL-X) all achieve the same score as the corresponding EVAL-X∗ score.
Thus, ranking metrics like accuracy and AUROC are not sensitive to encoding explanations like EVAL-X log-
likelihoods, and can fail to even weakly detect encoding. This stems from the fact that accuracy and AUROC
only depend on the ranking of the datapoint, and therefore are not sensitive to differences in log probabilities
that do not change ranks.

REAL-X. We solve REAL-X for any specified explanation size K as follows. In the case of the
discrete DGP, for each possible value of x ∈ supp(q(x)) (of which there are finitely many), we
make e(x) output the subset of at most size K that achieves that maximum averaged log-likelihood
over the samples that equal said value x = x. This produces the optimally-scoring explanation
e(x) that maps each finite value in the support of q(x) to one subset of the coordinates of x. To do
the same in the continuous DGP in eq. (37), we round x to integers and then use the same type of
optimization as in the discrete case.

STRIPE-X. In estimating ENCODE-METER, the model pθ(Ev | xv, ℓ) is a decision tree of depth
at most 5, which is then used to estimate averaged KL in the RHS of eq. (7) with a single sample
from y | xv. The process is repeated for each v and averaged to produce the ENCODE-METER. The
simulated experiments were done on a CPU with the whole runtime around 10 minutes.

C.5 Experiments with EVAL-X accuracy and EVAL-X AUROC

Here, instead of EVAL-X log-likelihoods, we use the accuracy and AUROC of the EVAL-X model as
the score. We call these EVAL-X-ACC and EVAL-X-AUROC scores. These metrics only depend on
the ranking of the datapoints, and therefore are not sensitive to differences in log probabilities that
do not change ranks. Figure 6 shows that, due to this insensitivity, multiple encoding explanations
(PRED, MARG, and the excessively reductive one) all achieve the same score as the correspond-
ing EVAL-X∗ score. In summary, ranking metrics like accuracy and AUROC are not sensitive to
encoding explanations like EVAL-X log-likelihoods.

C.6 Classifying dogs and cats.

The POSI explanation selects the upper or the lower color patch depending on whether q(y =
1 | x) > 0.5 or not. The PRED explanation selects the patch predicting from which best matches
the prediction from q(y = 1 | x). The MARG explanation selects the top or the bottom image patch
based on the color as in the DGP in Figure 5. We consider two non-encoding explanations. The first
explanation, denoted optimal, selects exactly the features that occur in the DGP: {x1,x2} if the
color patch x1 is blue and {x1,x4} otherwise. As y is determined by the explanation, meaning
y |= Ev | xv for all v and values xv, this explanation is non-encoding. The second one, denoted
fixed, always outputs the bottom right patch x4; this explanation is constant which violates the
first criterion in Lemma 1 meaning there is no encoding.

We also run the REAL-X method from [20] to produce an explanation. REAL-X was run over expla-
nations that select one of the four quarter patches and exact marginalization over the selections.

The base cat and dog images were obtained from the cats_vs_dogs dataset from the Tensorflow
datasets package. To construct images like in Figure 5, the color and the two images are sampled
independently. The color being blue/red determines that the label associated with the top/bottom
image becomes the label for the constructed image. The training, validation, and test dataset consist
of 8000, 1000, and 1000 samples respectively.
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We follow the procedure in Appendix C.2 to estimate STRIPE-X. The EVAL-X model is a pre-trained
18-layer residual network. The model pθ(F | xv, ℓ,v) used in computing the ENCODE-METER term
in STRIPE-X (eq. (6)) are 34-layer Residual neural networks. The EVAL-X model is trained for 100
epochs with a batch size of 100 with the Adam optimizer, with the learning rate and weight decay
parameters set to 10−3 and 0 respectively. The pθ(F | xv, ℓ,v) model is trained for 50 epochs with
a batch size of 200 with the Adam optimizer, with the learning rate and weight decay parameters set
to 5× 10−5 and 1 respectively. The pθ model sees variable ℓ through an entire extra channel where
all the pixels take the value ℓ. We used validation loss as the metric to early stop. The EVAL-X and
STRIPE-X scores are computed on the test dataset. The cats vs. dogs experiment were done on an
A100 GPU where the whole training and evaluation ran in less than 20 minutes.

Remark on the gap between FRESH and EVAL-X scores for the optimal explanation. As
the optimal explanation selects features sufficient to produce the label, meaning y |= x | xv or
y |= x | val(xe(x)), FRESH and EVAL-X log-likelihoods should be the same as predicting from the
full feature set. One potential reason there is a gap between the two scores in table 3 is that the
FRESH and EVAL-X scores are computed with ResNet18 models that solve prediction problems of
different levels of difficulty On one hand, FRESH is computed with a model trained for a single
prediction task: predict y from val(xe(x)). On the other hand, EVAL-X is computed with a model
trained for a more complicated task: for a range possible v, predict y from xv. Using large models
with appropriate regularization, such as weight decay, should mitigate the gap in scores.

C.7 LLM experiment details

We generate 10, 000 reviews of the following type: with ADJ1 and ADJ2 as adjectives, the review is

• ‘My day was <ADJ1> and the movie was <ADJ2>. that is it’ or
• ‘My day was <ADJ1> and the movie was <ADJ2>. oh wait, reverse the adjectives’.

The second sentence in the review acts as a "control flow" input and determines whether ADJ1 or
ADJ2 describes the sentiment about the movie. We prompted Llama 3 to predict the sentiment and
select words relevant to predicting the sentiment. In Appendix C.8, we give the prompts we used
to make Llama 3 produce explanations from. For this problem, the inputs x are the reviews and
Llama 3 produces explanations e(x) that select a subset of words in the review. The summaries
and explanations were generated for all 10, 000 samples but to estimate STRIPE-X, we only used
data from the 5 most common explanations (we restricted to inputs whose explanations v had high
q(e(x) = v)). This resulted in a dataset of size 8136, which we split into a training, validation, and
test datasets of sizes 6102, 1017, and 1017 respectively.

Both the EVAL-X model and the model for pθ(F | xv,v, ℓ) (see Appendix C.2) used in estimating
the ENCODE-METER term in STRIPE-X were finetuned GPT-2 models. For the EVAL-X model, we
used the AdamW optimizer with a batch size of 100 and trained for 50 epochs with the learning rate
set to 5e− 5, weight decay set to 0, and a Cosine learning rate scheduler with the number of cycles
set to 1. For the pθ model used in estimating ENCODE-METER, we used the AdamW optimizer with
a batch size of 50 and trained for 25 epochs with the learning rate set to 5e− 5, weight decay set to
0, and a Cosine learning rate scheduler with number of cycles set to 1. The pθ model sees variable
ℓ through the following word added to the input sequence of words: positive if ℓ = y = 1,
negative if ℓ = y = 0, and nothing if ℓ = null. We used validation loss to early stop. We
follow the procedure in Appendix C.2 to compute ENCODE-METER with pθ(F | xv,v, ℓ) on the test
data with the averaging over y | xv estimated using a 5 samples per value of xv. All training and
inference for this experiment was done on an A100. The explanation step and the estimation for
both parts of STRIPE-X together took under 2 hours. The LLM-generated explanations achieves an
EVAL-X score of −0.497 and an ENCODE-METER value was 0.114.

C.8 Prompts used to predict sentiment and produce explanation

In Figure 7, we provide the prompt we used to predict the sentiment from a review and generate an
explanation for that prediction.

Figure 7: Llama 3 prompt used to predict sentiment and generate an explanation for that prediction.
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System: You are a helpful and honest assistant. Please, respond concisely and
truthfully.

You are asked to summarize movie reviews of the form "first sentence. second
sentence".

The following are examples along with the reasoning.

Consider ‘My day was moving and the movie was overblown. that is it.’
The second sentence means the second adjective ’overblown’ describes the movie.
Due to this description, the sentiment is negative.

Consider ‘My day was moving and the movie was overblown. oh wait, reverse the
adjectives.’

The second sentence means the first adjective ’moving’ describes the movie.
Due to this description, the sentiment is positive.

These are all examples.

user: What is the sentiment about the movie in this review ‘<REVIEW>‘?

Think step-by-step about this latest review. If the second sentence instructs it,
switch the adjectives and then based on the new descriptor of the movie, answer
either ’positive’ or ’negative’.

Explain why you chose those this sentiment by selecting as few words as possible
from the review. Include all the words that you looked at.

Use this helpful format: "the sentiment is <positive/negative> and the explanation
is <words, ...>. END. "

D Algorithms

Algorithm 1 describes an alternate way to estimate the ENCODE-METER component of STRIPE-X
with a conditional generative model. Algorithm 2 describes the predictive version of STRIPE-X
estimation, which we used in our experiments.
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Algorithm 1: ENCODE-METER, generative version.
Input: Training data D ∼ q(y,x) and test data Dt ∼ q(y,x), explanation function e(x),

penalty weight λ. EVAL-X model pγ(y | xv). Conditional generative model
pθ(x | xv,y) and mutual information estimator that takes two sets as arguments
MI[{ci}, {di}];

Result: Return estimate of STRIPE-X :
1 Define J(v,a) as the set of K random samples of y from the EVAL-X model:

J(v,a) = {ŷk}k≤K { where ŷk ∼ pγ(y | xv = a)}

2 Define L(v,a,J(v,a)) as the set of K random samples of x from pθ conditioned on a and ŷ:

L(v,a,J(v,a)) = {1[e(x̂
k) = v]}k≤K { where x̂k ∼ pθ(x | xv = a,y = ŷk)}

3 Construct the explanation dataset De = {(xe(x) = (e(x),a))} from Dt.
4 Define qDe to be the uniform distribution over De.
5 Compute the following averaging of estimated mutual information between, J,L

ϕ̂q(e) = E(v,a)∼qDe (xe(x))MI
[
J(v,a),L(v,a,J(v,a))

]
6 Return ϕ̂(q, e) as the ENCODE-METER estimate.
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Algorithm 2: STRIPE-X, predictive version.
Input: Training data D ∼ q(y,x) and test data Dt ∼ q(y,x), explanation function e(x),

penalty weight λ. Specifications for the models pγ(y | xv) and pθ(F | xv, ℓ).
Result: Return estimate of STRIPE-X :

1 Define qD to be the uniform distribution over D
2 Construct the explanation dataset De = {(y,xe(x))} from Dt

3 Define qDe
to be the uniform distribution over De.

4 Estimate eval-x()
5 Solve the following minimization problem to learn pγ(y | xv)

argmax
γ

Ev∼qD(e(x))Ex,y∼qD(x,y)

[
log pγ(y | xv)

]
Output: pγ

6 Estimate encode-meter()
7 Construct the set of possible selections V = {v : q(e(x) = v) > 0}
8 Construct data of the form (x,F) where F = j if EV[j] = 1.
9 Fit the model pθ(F | xv, ℓ) via the following log-likelihood maximization:

argmax
θ

Ev∼qD(e(x))Ex,y∼qD(x,y)

∑
V[j]∈V

(
1[e(x) = V[j]]

[
log pθ(F = j | xv, ℓ = y,v)

+ log pθ(F = j | xv, ℓ = null,v)
])

10

11 Define E(v,a) as the uniform distribution over K samples of y from the EVAL-X model:

E(v,a) = U [{ŷ}k≤K ] { where ŷk ∼ pγ(y | xv = a)}

Output: The following nested expectation over qDe
and E(·):

E(v,a)∼qDe (xe(x))Eŷ∼E(v,a)

(
pθ(F = j | xv, ℓ = ŷ,v) log

pθ(F = j | xv, ℓ = ŷ,v)

pθ(F = j | xv, ℓ = null,v)

+ pθ(F ̸= j | xv, ℓ = ŷ,v) log
pθ(F ̸= j | xv, ℓ = ŷ,v)

pθ(F ̸= j | xv, ℓ = null,v)

)
12 Learn the EVAL-X model pγ ←eval-x().
13 Estimate ENCODE-METER as the ϕ̂q(e)←encode-meter().
14 Return the following as the STRIPE-X estimate:

E(v,a)∼qDe (xe(x))Ey∼qDe(y | xe(x)=(v,a))
[log pγ (y = y | xv = a)]− λϕ̂q(e)
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