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Abstract

Federated learning (FL) is an appealing paradigm that allows a group of machines
(a.k.a. clients) to learn collectively while keeping their data local. However, due
to the heterogeneity between the clients’ data distributions, the model obtained
through the use of FL algorithms may perform poorly on some client’s data.
Personalization addresses this issue by enabling each client to have a different
model tailored to their own data while simultaneously benefiting from the other
clients’ data. We consider an FL setting where some clients can be adversarial, and
we derive conditions under which full collaboration fails. Specifically, we analyze
the generalization performance of an interpolated personalized FL framework in the
presence of adversarial clients, and we precisely characterize situations when full
collaboration performs strictly worse than fine-tuned personalization. Our analysis
determines how much we should scale down the level of collaboration, according
to data heterogeneity and the tolerable fraction of adversarial clients. We support
our findings with empirical results on mean estimation and binary classification
problems, considering synthetic and benchmark image classification datasets.

1 Introduction

Federated learning (FL) is the de facto standard for a group of machines (also referred to as clients)
to learn a common model on their collective data (Kairouz et al.l |2021). The benefit of this method is
twofold: the clients (1) retain control over their local data (as they do not communicate them to a
central server) and (2) share the computational workload during the learning procedure. Although
FL is a promising learning paradigm, it also comes with its own technical challenges, the first of
which is data heterogeneity. Indeed, each client holds only a portion of the common dataset, which is
not necessarily a faithful representation of the entire population. This could lead to disagreements
amongst clients on model updates, rendering the task of learning an accurate model in this context
cumbersome. Nevertheless, when all machines correctly follow a prescribed algorithm, this problem
can be solved using either a distributed implementation of the stochastic gradient descent (SGD)
algorithm or variants of the federated averaging scheme (McMahan et al.|[2017; Khaled et al., 2020
Karimireddy et al.,|2020). Another negative impact of data heterogeneity is the non-uniformity of
model accuracy. Specifically, while an FL algorithm outputs a model that is accurate on average, the
accuracy of this model on different clients’ local data could vary significantly.
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Personalization. Personalized FL attempts to address the aforementioned shortcoming on non-
uniform model accuracy by having clients collaborate to design individual models that generalize
well over their local data distributions (Vanhaesebrouck et al., 2017 [Sattler et al., 2020 |[Fallah et al.}
2020; [Hanzely et al., 2020). This approach is highly relevant to many modern machine learning
applications, as it tailors the training of each model to the needs of the respective client. To get a
more precise view of this approach, consider a general supervised learning task with A" denoting
the input space and ) the output space. Personalized FL involves n clients which can communicate,
through a central trusted machine (a.k.a. the server). The clients hold local datasets S1, ..., S,
comprising m data points, drawn i.i.d. from their respective local data distributions Dy, . .., D,, with
support in Z := X x ). Given a parameter set © C R%, we consider hypothesis functions of the
form hg: X — ), parameterized by 6 € ©, and we denote by H the corresponding hypothesis class.
We allow )’ # Y to encompass cases in which the model outputs logits/probits instead of classes.
The objective of each client ¢ is to find a model 6] € © minimizing its local risk function

R7(9) = E(z,y)NDi [f(hg(x),y)] ,V@ € @7 (nH

where £: )’ x) — R, is a non-negative point-wise loss function measuring how well a hypothesis hg
fits the output y on an input . The mapping (6, z,y) — £(hg(z),y) is assumed to be differentiable,
with respect to 6. To minimize the local risk above, each client ¢ only has access to its local dataset
S; yielding a local empirical loss £;(6) := - > (zyyes; {(ho(x),y), and to the information sent by
other clients on their respective datasets. This optimization problem can be solved in several ways,
and we have at out disposal a rich literature on personalized FL schemes (Mansour et al.}|2020; |Fallah
et al., [2020; [Marfoq et al.| | 2021). We focus on a specific personalization scheme wherein each client
aims to solve for the \-interpolated empirical loss minimization problem:

;?eirel) L2(0;) = (1 — X)Li(6;) + AL(6:), @

where £(6) = 13" | £;(0), V0 € ©,and X € [0,1]. When X = 1, the problem reduces to the
standard FL objective and corresponds to a full collaboration amongst the clients. The case of A = 0
represents the absence of collaboration, i.e., each client minimizes its local empirical loss. We use
the terminology fine-funed personalization to refer to the objective of solving for () when A € (0, 1)

is determined by optimizing the learning performance in retrospect.

Robustness. Standard personalized FL approaches usually assume that all clients correctly follow
a prescribed protocol, and hence do not consider the possibility of adversarial clients. Robustness
to such clients, a.k.a “Byzantine robustness”, refers to the design of FL schemes that yield accurate
models even when some clients arbitrarily deviate from the algorithm and can send potentially
corrupted information to other clients: This could result from poisonous data or code, or attacks
from malicious players. Although Byzantine robustness has received significant attention in the FL.
community (Guerraoui et al.| 2024), it remains largely understudied in the context of personalized
FL. In fact, prior work has shown that the presence of adversarial clients induces a fundamental
optimization error that grows with the heterogeneity across clients’ local data (Karimireddy et al.,
2022} |Allouah et al.| [2024])). This optimization error is at odds with the improvement in generalization,
which is offered by collaborating with other correct clients, to a point where collaboration is rendered
vacuous. The main motivation for our work is to quantify the impact of adversarial clients on the
relevance of collaboration for any correct client.

1.1 Problem Setting

Given the set of n clients, we aim to tolerate the presence of at most f < n/2 adversarial clients.
Such clients can respond arbitrarily to the queries made by the server, e.g., a gradient computation
on their local dataset. We also call these clients Byzantine adversaries. The identity of Byzantine
adversaries is a priori unknown to the correct (i.e., non-adversarial) clients, otherwise, the problem is
rendered trivial. As we explain above, when no client is adversarial, the objective of each client 7 is
to minimize its own risk, defined in (T)), by solving for the interpolated empirical loss minimization
problem (2). However, in the presence of adversarial clients, a correct client cannot simply seek a
solution to (2), as they can never have truthful access to the information about Byzantine adversaries’
datasets. A more reasonable goal is to minimize an interpolation between their local and the correct
clients’ average loss functions. We formally define the robust-interpolated objective for client ¢ as
follows:

min £3(05) = (1= N Li(0:) + Ae(6), 3)
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where C represents the set of correct clients, L¢(0) = ﬁ Y icc Li(0), V0 € ©,and X € [0,1] is

called the collaboration level. Similar to (2), A = 0 and A = 1, respectively, reduce to local learning
which can be solved with local SGD (Stich, 2018)), and Byzantine-robust FL. which can be tackled
using a robust variant of distributed gradient descent (Allouah et al.| [2023)). Recall that C is a priori
unknown to the correct clients, hence they can neither have access to L¢ nor to its gradients. A
correct client can only approximate any information on L, where the approximation error grows
with both f/n and data heterogeneity, shown in (Karimireddy et al., 2022 Allouah et al., 2024).

1.2 Contributions

We establish optimization and generalization guarantees on the interpolated personalized objective
in the presence of adversarial clients, and show how the degree of collaboration A, asymptotically
navigates the trade-off between the fundamental optimization error due to adversarial clients and the
improved generalization performance thanks to the collaboration with correct ones.

This sheds light on specific situations in which full collaboration performs strictly worse than
fine-tuned personalization, and even sometimes worse than local learning. Precisely, we extend
an important result from domain adaptation (Ben-David et al.l 2010), showing that data from a
distinct distribution cannot be beneficial for the local learning task when the heterogeneity is above
a certain threshold, which depends on the local sample size and the hypothesis class complexity.
In the context of Byzantine robust distributed learning, we show that even if data heterogeneity is
low enough, the level of collaboration should be rescaled by a parameter that both depends on the
fraction of adversaries and the gradient dissimilarity between correct clients. Essentially, while the
effect of collaboration could be captured by substraction between the local task complexity and the
heterogeneity of local distributions in a Byzantine-free context, we show that it is further captured by
a multiplicative factor in the presence of adversaries. The higher the dissimilarity between correct
gradients (and the number of adversarial clients in the system), the smaller A should be taken.

Our results show that for personalized FL, in most realistic contexts where heterogeneity between
clients is not negligible, full collaboration is not optimal in the presence of adversarial clients.
Moreover, the presence of these adversarial clients considerably limits the level of collaboration that
could be useful for the correct clients, to the point where it is often more efficient to learn locally if
the local task is sufficiently simple.

1.3 Paper Outline

The remainder of the paper is organized as follows. Section Zpresents the mean estimation setting
as a warm-up and special case of the framework presented in Section[I.I] The goal is to give an
intuition on settings in which personalization can or cannot help reduce the estimation error in the
presence of adversarial clients. Section [3] presents our analysis in the general binary classification
setting, where we quantify the tension between the optimization error and the generalization gap in
the presence of Byzantine adversaries. We also empirically validate our theory on the MNIST dataset.
We defer full proofs to Appendix [C]and our full experimental setup to Appendix [D] We also include
further information on related work in Appendix [A]

2 Warm-up: Mean Estimation with Adversaries

Before diving into the details of our results in a general supervised learning setting, let us first focus on
the simple task of Byzantine-robust federated mean estimation in which the concepts of heterogeneity
and task complexity are easier to grasp. We consider n — f correct clients denoted C. Each client
i € C has access to m data point ygl), e ygm) sampled i.i.d. from their a local distribution D; and
independently from the other correct clients. We assume that each local distribution D; has a support
in R%, an unknown finite mean ;. Furthermore, we assume that all the distributions have the same
finite variance 0% := E,p, [||y — pi[|?]. In this context, the objective of each client i is to find their
true mean p;. To do so, we assume that each client attempts solve a problem of the form
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In fact, the optimal solution to this problem is y** := (1 — A\)yi + Ayc where 7; := -5 37" 4! and
Yo = n—if > icc Yi- Recall that due to the presence of Byzantine adversaries, correct clients cannot
compute ye directly, but should instead use a robust aggregation rule F' to estimate yc. Specifically,

we consider the natural robust estimator of 7; * El, where y¢ is replaced by a robust approximation

) = (1= NG + AF(f, - Tn). 5)

To formalize how good a robust aggregation rule is, we use the notion of (f, x)-robustness (Allouah
et al.l [2023)), which we state below.

Definition 1 ((f, x)-robustness). Let f < n/2 and k > 0. An aggregation rule F is said to be

(f, K)-robust if for any vectors vy, ..., v, € R% and any set U C [n] of size n — f,
K L 1
[E(vi, ...y va) — Tul” < - Z [v; — Ty||*, with Ty = p— Zvi.
= =

2.1 On the Effect of Collaboration

We evaluate the performance of the estimator g; by the mean squared error defined as
E [||y;* — pil|?] ;where the expectation is taken over the random samples y M y™ drawn iid.

from D; and independently for every ¢ € C. Then the following holds.

Proposition 1. Consider the mean estimation setting described. For any i € C, let yf‘ be as defined
in (B) with an aggregation rule F that satisfies (f, k)-robustness. Then the following holds true:

1\ o2r (), -
E [y} - mll] <3 (1 - f> i T(n %) b N2 (||s — a2 + KA).

o — 12 n—
withJig := 125 Y ice i A% 1= 25 30 el — Tiell™ and T(A, k) == A (k+1) =2+ n?ffl.

Tightness of the bound. While the right-hand side of Proposition [T|may not be tight in general,
we note that it is tight for A = 0 and A = 1, in the homogeneous setting (A = 0), provided that
we use robust averaging with £ € O(f/n). Indeed, when A\ = 0 the squared error in estimating
the mean of a distribution with variance o2 from m i.i.d. samples is in Q(U2 /m), refer (Wu, 2017).
Furthermore, when A = 1, the squared error in estimating the mean of a distribution with variance o2

is in Q(% %2), refer (Zhu et al., [2023)).

Interpretation. Note that, in the above, the terms that represent the hardness of the local mean
. . . . 2 J— .
estimation task and the heterogeneity among correct clients are Z-, and ||, —fic ||* + £ A2 respectively.

Indeed o2 is the variance of each distribution, hence the local mean estimation task is essentially
as hard as o2 is large with respect to the number of points m each client has access to. Similarly,
A? essentially computes how far apart the true means of the correct clients are on average, and
llpi — T l|? penalizes especially the distance to the average of the correct clients for the one we
observe (i.e., i € C). By minimizing the right-hand side of Proposition|[I} we get

. ()%

(r+1) (1= 757) 2 +llws — Fiell? + w2

(6)

which approaches 0 as ||p; — fig||? + xA2 grows and 1/(1 + &) when ||p; — i || + kA% < 0%/m.

Note that x can be as small as O (f/r), hence the above means that, when heterogeneity is limited
and with a small enough fraction of adversarial clients, high level of collaborations can be used by
each correct client. On the other hand, correct clients need not gain much by collaborating with other
clients in highly heterogeneous regimes.

2.2 Experimental Validation

To validate our theoretical observations on Byzantine-robust federated mean estimation, we run a
series of experiments using simulated datasets sampled from 1-dimensional Gaussian distributions.

3This estimator need not be optimal a priori. But it represents the state-of-the-art solution for robust FL.
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Figure 1: Impact of the heterogeneity (o},), number of Byzantine adversaries f and the task complexity
(o). (Top) The average error for different values of A, computed using 20 random experiments.
(Bottom) Comparison of theoretical A* and empirical minimizer of the error. We fixed the following
default values: n = 600, f = 100, m = 20,0 = 15,05, = 2

Specifically, for each of the n — f correct clients, we consider that their distribution is such that
D; = N (3, 02), where the unknown local means (11;);cc have been sampled i.i.d. from a Gaussian
distribution A/ (10, aﬁ)ﬂ where o, determines the expected squared distance between the local means
of each correct client. Each honest client ¢ € C samples m datapoints from D; and the error is
computed with respect to ;. To evaluate the theoretical expression of A*, defined in (6)), in this
scenario, we replace the distances of the form (z; — Jic)? by the variance (1 — 1/n—f)o2. We present
in Figure[I]the average error (squared distance to the true mean) of the estimator defined as per (3]) on
20 runs, for different values of . The robust aggregation being used here is an NNM pre-aggregation
rule (Allouah et al., [2023) followed by trimmed mean (Yin et al.| 2018) and adversarial clients
implement the sign-flipping attack. Below we analyze our result presented in the first row of Figure[T]

Heterogeneity. First, we study the impact of the heterogeneity level in Figure [T Doing so, we
fix n = 600, f = 100,m = 20,0 = 15 and vary the level of heterogeneity o, € {0,1,2,3,4}.
We observe that for low levels of heterogeneity, the optimal choice for A is close to 1. In this case,
personalization does not really help.

Byzantine fraction. Second, we analyze the impact of the fraction of Byzantine adversaries. For
Figure[l] we fix n = 600, m = 20,0 = 15,05, = 2 and vary f € {0, 50,100, 150}. As per our
theoretical analysis, as the Byzantine fraction increases « should increase; hence the correct clients
need to rely less and less on the global aggregate. However, simply using a local estimator can be
detrimental as showcased by the red curve, which shows the case f = 150. Then, by choosing the
right collaboration, one reduces the error by 50% compared to the local estimator.

Task complexity. Finally, we study the impact of the task complexity, characterized by the quantity
o?/m. We fix n = 600, f = 100, m = 20,0y, = 2and vary o € {1,7,13,19,25,31}. We observe, as
expected, that the optimal level of collaboration level of collaboration moves away from 0 as the task
gets harder. However, we also observe that, since the fraction of Byzantine clients is non-negligible,
the optimal choice of collaboration )\, even for very large values of o, never goes to 1.

Correspondence between the upper-bound and empirical observations. The second line of
Figure [T| shows a comparison between the optimal theoretical value predicted by our analysis and

“We use a mean at 10 to break the symmetry of the mean simulation around 0. This is simply to present a
case in which the sign-flipping attack is indeed disrupting the federated mean estimation procedure
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the empirical minimizer of the error on averageE] We see that the value we predicted for A* and the
actual empirical best choice for A has very similar trends in all the settings we consider.

3 Binary Classification with Adversaries

In this section, we consider the more general problem of binary classification. We study the learning-
theoretic setup given in Section [I] with binary output space ' := {0, 1} and )" = [0, 1]. Throughout,
we place ourselves in a hypothesis space H of finite pseudo-dimension (Vidyasagar, [2003; Mohri
et al.,|2018)), denoted Pdim (), which we recall reduces to the VC dimension for the 0 — 1 loss. We
further make the following assumptions on the loss functions. These assumptions are standard in the
Byzantine robustness literature see, e.g., (Karimireddy et al., 2022; Allouah et al.,|2023).

Assumption 1 (L-smoothness, u-strong convexity). Each loss function £;, i € C, is L-smooth and
p-strongly convex. That is, for all 6,6’ € ©, we have

L
Lo =017 < £0) — £:(0) — (VL(0'), 0 - 0) < S0 — 0|12
Assumption 2 (Bounded heterogeneity). There exists a real value G such that for all § € ©, we have

7 2 VL)~ VLo < G2

icC

We additionally make the following assumption on the parameter set © to ensure that the Euclidean
projection on © (denoted Ilg) is well-defined, unique and that the minimizer of the interpolated loss
is not pathological, i.e., is not in the border of O.

Assumption 3. The parameter set © is compact and convex. Moreover, for every i € C, A € [0, 1],
the minimizer of £} is in the interior of ©.

Additionally, for our generalization analysis, we make the following assumption on the loss function:
Assumption 4. The loss function is bounded in [0, 1].

To conduct an analysis of the effect of collaboration on the generalization performance of correct
clients when trying to solve (T)), we proceed in two steps. We first evaluate the optimization error that
a standard gradient descent algorithm incurs in our setting. Then we bound the generalization gap
induced when minimizing (T)) and combine the two bounds into our main result in Theorem|[I]

3.1 Algorithm & Optimization Error

We focus our analysis on a simple personalized variant of the robust distributed gradient descent
algorithm, which is the standard algorithm in the Byzantine-robust FL literature and is shown to
achieve tight optimization bounds (Allouah et al.| [2023). Our variant, presented in Algorithm
essentially corresponds to gradient descent on the function £, but using a robust estimate R}
(iteration 7) of the gradient of L¢, which cannot be computed exactly due to Byzantine adversaries.
This robust estimate is computed using a robust aggregation F', e.g., trimmed mean or median.

On the execution of the algorithm. Executing Algorithm [l|in practice implies that each client
acts as a local server, and runs an independent federated learning procedure. We further assume that
the clients have access to a communication protocol that allows them to broadcast their model to
the other clients. This can either be done through the use of the central server or directly through a
decentralized communication (i.e., without a server). This algorithm is not communication efficient
and we believe that it could be improved in that direction. Nevertheless, it allows us to discuss the
information-theoretic aspects of the problem in a simple manner. We first present the optimization
error of Algorithm|[I]in Lemma [T|below.

Lemma 1. Let assumptions and 3| hold. Consider Algorithm |l|with learning rate n = i
X € (0,1], and assume the aggregation function F to be (f, k)-robust. For any T > 1, we have:

5L\ KG? TL

where Lo := L}0F) — L}, and L7, = Iggg L£)8).

Sk is replaced by //n—2¢, following (Allouah et al., 2023)
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Algorithm 1 Interpolated Personalized Gradient Descent for client ¢ € C

Require: Initialization 69, aggregation rule F, learning rate 7, number of iterations 7', and collabo-
ration parameter \.

I: fort=1...T do

2: Broadcast 03_1 to all clients

3 forj=1...n,7#ido

4: Receive gf’ = vaj(ef—l) from client j > adversarial clients send corrupted gradients

5: end for

6: Compute local gradient g ; = VL0

7 Robustly aggregate Rt = F(g!,,...,g¢.)

8 Update and project local parameters

0; =Te (0;" —n (1= N)gi; + AR;))

9: end for

Our optimization error bound recovers the classical GD linear rate when A = 0 (local learning), and
achieves an asymptotic error in O(kG?) when A\ = 1 (full collaboration), which is provably tight
under Assumption (Karimireddy et al.; 2022). Interestingly, for A € (0, 1), the asymptotic error
smoothly interpolates in O(A?kG?), which is expected as lesser collaboration limits the influence of
the adversary on the optimization error.

3.2 Generalization Gap & Effect of Collaboration

Although the presence of adversarial clients impairs the optimization process, one expects a general-
ization benefit from collaboration if data distributions are similar enough. We formalize this intuition
by bounding the generalization gap, of the personalized learning problem (2). We first bound the
generalization gap on the interpolated loss £ using a result adapted from (Blitzer et al., 2007).

Lemma 2. Let Assumptionhold. Forany d > 0, 0 € © and A € |0, 1], we have with probability at
least 1 — § (over the choice of samples) that

(1—)\4—%7]»)2 A2
m m(n — f)

|£3(0) = R}O)| < 28

where R)M(0) = E[L(0)],V0 € ©, and § = \/Pdim(”H) log (Wf’;m) + /log(1/3).

When specializing the result of Lemma[2[to A = 0 and A = 1, we recover the standard generalization

gaps O (\ / Pdim(H)/m) and O (\ / Pdim(H)/m(nff)) for local learning and federated learning (with

correct clients only), respectively. However, in addition to the generalization gap bounded in Lemma/2]
we need to bound the gap between the interpolated risk (3) and the original local risk (I). In fact,
these two objectives are statistically different when there is data heterogeneity among clients since
the interpolated risk (3] involves the average of local loss functions. To quantify this difference, we
leverage tools from domain adaptation theory (Ben-David et al.,|2010) and consider a function ®
measuring the discrepancy between two statistical distributions. Formally, we require for every ¢ € C,

For example, for the case of 0-1 loss in binary classification, for any two distributions D; and
D, (Blitzer et al,2007) propose the discrepancy measure to be ®(Dy, Ds) = dyan (D1, Ds) =
2suppeqy |Pp, (I(h)) —Pp,(I(h))|, where I(h) := {x € X' : h(x) = 1}. For more general losses,
we can use hypothesis space-dependent Integral Probability Metrics (Sriperumbudur et al., 2009; Bao
et al.| 2023)), which we include in Appendix We now combine our bounds on the optimization
error and generalization gap into Theorem [I] below.

Theorem 1. Let assumptions|l| and[)hold, and let ® be a function such that {I) holds. Consider
Algorithm|l|with learning rate n = ﬁ, A € [0,1], and assume the aggregation function F' to be
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(f, k)-robust. Then, for any 6 > 0,T > 1, we have with probability at least 1 — & (over the choice of
samples) that

Ri(07)-Ri(67) < (1- 57

TL 5L\ kG2
O

e 2\0(D;, De)

®)
(1—)\+7l>‘ff)2 A2
o m Tl )

where 8 :== |/ Pdim(#H) log (ﬁ%) + \/log(1/6) and L}, = 328 L£2(0).

Interpretation. The bound in Theorem [I|features a trade-off between data heterogeneity, sample
size, and model complexity. Indeed, we minimize the bound in Theorem [I]and obtain the following
closed-form approximation by ignoring constant and logarithmic terms, and assuming that n, 7" > 1
(see Appendix [C]for details)

\/@ — ®(D;, De)
2\~ o, 1

L2 ’
n

©))

where ITjy 1) denotes the projection over [0, 1]. This expression suggests that the optimal collaboration

parameter decreases with data heterogeneity. Indeed, if ®(D;, D¢) > +/Pdim(H)/m, then \* = 0
and local learning, as expected, is optimal. Otherwise, the optimal collaboration parameter can
be non-zero. This validates the fact that correct clients cannot improve their local generalization
when their local distributions are too dissimilar compared to the complexity of the hypothesis class
and the number of data points each of them has. Furthermore, even if the heterogeneity ®(D;, D¢)
sufficiently small compared to \/m, the level of collaboration must be re-evaluated according

to £G2; hence depending on both the fraction of adversaries and the dissimilarity of the gradient
between correct clients.

3.3 Experimental Validation
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Figure 2: Effect of adversarial fraction and heterogeneity and local sample size. (Top) Phishing
dataset with logistic regression with n = 20, o = 3. (Bottom) MNIST with a Convolutional Neural
Network (details in Appendix@ n = 20. a = oo refers to the homogeneous setting.

Setup. We empirically investigate the impact of Byzantine adversaries on the generalization
performance, in our personalization framework, using the Phishing dataset (Chiew et al.,|2019) and
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the MNIST dataset (LeCun and Cortes|, [2010). Other experiments are included in Appendix D} For
the different experiments, we use the state-of-the-art defense under data heterogeneity: NNM pre-
aggregation (Allouah et al. 2023) rule followed by trimmed mean as robust aggregation (Yin et al.,
2018). We simulate the Byzantine attack with the Sign Flipping attack (Li et al., [2020)). Throughout
the experiments, we fix n = 20, and only vary the local dataset size m, the fraction of Byzantine
adversaries f, and the heterogeneity level o which we will explain in the next paragraph. The clients
execute Algorithm 1|for 7" iterations which depends on the dataset being used. Figure[2] as well as
the figures in Appendix |D} show the average results and error bars for 5 random runs.

To simulate heterogeneity, we use a Dirichlet distribution (Hsu et al., 2019)) to generate datasets with
unbalanced class fractions for each client. The parameter v determines the heterogeneity degree (the
smaller the bigger the heterogeneity). We subsequently sample the test datasets using the same class
distribution as the train datasets for each client, and we evaluate the trained models on these local
datasets. We defer the implementation details to Appendix

Figure 2] as well as Figure[6]from Appendix [D] show the final local test accuracy performance as a
function of the degree of collaboration (\) for different values of f, m and «. These experimental
results shed light on the impact of these different factors and allow us to confirm the main insights of
our theory.

Full collaboration can be suboptimal. This can be gleaned from settings where the adversarial
fraction is substantial (over 6 adversarial clients, e.g. green and red curves in Figure [2)), when the
heterogeneity is large (small values of «, e.g. blue and orange curves in Figure[6]in Appendix
and when the local dataset is large enough (e.g. Figure[2b]and Figure [2c). In situations where the
adversarial fraction is critical (f = 9, corresponding to red curves in Figure [2|), robust federated
learning completely fails, achieving accuracy scores under 50% on the local test datasets. Figure
in Appendix [D] further illustrates this point, showing that even local learning can be better than
state-of-the-art robust Federated Learning in these circumstances.

Fine-tuning the collaboration helps get the best of both worlds. Figure 2fBottom) shows that in
data scarcity scenarios, for moderate values of the number of adversarial clients (f = 3 or f = 6),
using a collaboration degree strictly between 0 and 1 yields better accuracy on the local test dataset.
The same effect also appears in Figure 2 Top) for f = 3 and Figure d]in Appendix D] Additionally,
even for extreme adversarial fractions (f = 9 in our experiments), the gain from decreasing the
collaboration degree can be substantial compared to simply using Robust Federated Learning methods.
This suggests that fine-tuning the collaboration degree can help dampen the detrimental effects of
adversarial clients.

4 Conclusion & Future Work

In this paper, we have taken a first step towards understanding how fine-tuning personalization
in FL can mitigate the impact of adversarial clients. The results we obtain suggest that the use
of personalization can improve the performance of FL algorithms in the presence of adversarial
clients, but also that the level of collaboration needs to be chosen carefully. Our theoretical analysis
accounts for the necessity to strike a balance between the optimization error, which is impacted
by adversarial clients, and the generalization gap, which is likely to benefit from a larger pool of
data. We identify the main factors that impact the local performance, namely data heterogeneity, the
fraction of adversarial clients, and data scarcity. This work could be extended in several directions.
Firstly, as explained in Section[3] the study of Algorithm [I] primarily serves our understanding of the
robust interpolated optimization problem in (3] from an information-theoretic perspective. However,
it may not be efficient enough to cope with high-dimensional learning tasks involving a number
of clients. An interesting future direction could be to investigate alternative algorithms with lower
communication and computational costs, which would be able to handle these high-dimensional
problems. Second, our study focuses on a personalization strategy that interpolates between client
loss functions. Although this strategy is simple to interpret and allows us to derive optimization and
generalization bounds, it is only one of many possible personalized FL schemes. Another interesting
avenue would be to investigate whether the insights we drew from our interpolated problem could
be derived in a similar fashion from other personalization frameworks such as regularization, layer
specialization, or clustering.
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A Related Work

Personalized federated learning. As federated learning methods are typically challenged by data
heterogeneity (Kairouz et al.l 2021]), many personalization methods have recently been proposed to
learn different models tailored for each client. A first category of personalized learning algorithms
is based upon local fine-tuning (Fallah et al., [2020; |[Dinh et al.| |2020), where the goal is to collab-
oratively find a good global model from which local fine-tuning can result in an improved local
performance. A second category of personalized algorithms is based upon regularization between
local models (L1 et al.l [2021; |Kundu et al.| [2022), i.e., adding a regularization term penalizing a
distance between local client models. Another line of research in personalized federated learning
considers partial personalization where the parameters are split into globally shared and individual
local parameters (Bietti et al.,[2022; [Mishchenko et al.| 2023)), this, however, creates the additional
challenge of choosing this split. Personalization can also be implemented through clustering methods,
where participants selectively collaborate with a smaller subset of clients to limit their exposure to
heterogeneity (Ghosh et al., 2020; [Werner et al., 2023 |Bao et al., [2023)). (Mansour et al., 2020)
proposed and analyzed three different interpolation methods to formalize personalization, including
the one we consider in this paper, which they refer to as data interpolation. Although they discuss
the generalization properties of this model, they do not address Byzantine robustness.

Personalization for Byzantine robustness. A few works in the personalized learning literature
suggest that personalization can improve the robustness to Byzantine participants (Li et al., 2021}
Kundu et al.| 2022} Mishchenko et al.,[2023)). These works however only present a limited theoretical
analysis in the general Byzantine context. For instance, contrary to our work, the theoretical results
in (Li et al., 2021)) only cover linear regression and random Gaussian noise attacks. Moreover, the
results of (Mishchenko et al.,[2023)) concerning Byzantine robustness make very strong assumptions
on the heterogeneity of loss functions, essentially assuming that they share a common minimum,
which largely mitigates the effect of Byzantine adversaries on the optimization error (Allouah et al.}
2024). Both (Kundu et al.| 2022} Mishchenko et al., 2023)) only analyze the optimization error and do
not study the generalization error, which we showcase as an important part of the trade-off.

B Definitions

B.1 Strong Convexity

A close, but weaker version of strong convexity is the Polyak-Lojasiewicz condition defined below:

Definition 2 (Polyak-Lojasiewicz (PL)). A function £ : R¢ — R is said to satisfy Polyak-Lojasiewicz
with parameter s, noted u-PL if V2 € R%:

. 1 )
L) —inf £.< 5 |VEE)]| (10)

If a function £ is u-strongly convex, it satisfies p-PL condition. Indeed a pu-strongly convex function
L satisfies:

Elle = yll? + (VL) © —y) < L(z) - L(). an

Thus, u-PL can be obtained from the above by minimizing each side with respect to x.

B.2 Discrepancy
For the 0-1 loss, let dy; be defined as follows :
dy (D, D') = 2 sup [Pp(I(h)) — Pp:(I(h))], (12)
heH
where I(h) = {z : h(z) = 1}.

Define the symmetric difference hypothesis space : HAH := {h(z) & h'(z)} : h,h’ € H. Then
following (Blitzer et al., 2007)), dy; Ay satisfies .

For general losses, we define the following discrepancy:
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6(Ds, D2) = max [Ep, £(h(@). y) — Ep, £(h(z). )|

C Proofs

C.1 Proof of Mean Point Estimation

Proposition 1. Consider the mean estimation setting described. For any i € C, let y* be as defined
in B) with an aggregation rule F that satisfies (f, k)-robustness. Then the following holds true:

1 2P (A, B
Bl - ] <3 (1= 25 ) T 4 90 - el + %),

oy — — 2
withTie = 725 Yice i A% == 25 3 e Ml — Tiell™ and T(\ k) = N (i +1) —

Proof. We can bound the error as follows:

E [l = mill®] = E[I(1 = (@ — ) + AT — 1) + Alpe — i) + AR = 52) ]
< 3B [I[(1 = N@ — 1) + MG — )] +3NE (IR — 72l1?] + 332 e — ]
(13)

where, for the second line we use the triangle inequality and the fact that (a+b+c)? < 3(a®+b*+c?),
for all a,b,c > 0.

Upper-bounding the first term. The first term can be simplified as follows:

2

B 1= @ - )+ AT - )] =B || (1= 3+ 5 ) @ -+ 5 TG - )

Because the data points are sampled independently for each client, we have that

2

B 1L~ V@ - )+ A - )] = (124 2|>E 15— "] + | |2 5 - )

J#i

Because the data points are sampled i.i.d. each client local distributing and independently for each
client, we also have

B (100G~ )+ A o)1) = (135 ) B (1 ]+ oy S (15 ]

J#i

A\ 1
= (12 ) B o wi] + |c|zZ Eytyy [y = 14517

A\ A(lel=1) ) o2
1—A —_— | —.
(( +|C|> TR ) w
Where the last line comes from the fact that E,.p, ,, {Hy — HQ} =o0; = o*foralli € [n].

Upper-bounding the second term. The second term can be controlled by the (f, x)-robustness
property of F' as follows
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E [|B - 5el’| = ¥E[IFG, ... 7) - %] < Vﬂ%}wm il

Then using similar arguments as for the first term we have

~ —12 ~ —~12
E 15 = %l’] = E [15: — s + (s — pe) + e — el

=B (15 — i + e — Tell’] + s — pc”
=5 || (1= 1) G-+ g T = )| |+l = el
€] el : 1
~ 2
TE ||z |Z i = 05| |+l = pell

J#i
1 ~
(1 - > (yz - Hi)
‘C| J#i

1\?0®> (IC|-1)0
:<1_C|> E‘f‘(l P )E‘F”lh pell®

_ _L2M7 2
—-(Q Z) 4 - ) A

Substituting this in the above we get

2
°g {IIR— @\\2} < kA2 ((1 - |Cl|> + (|C||C_21)> |C| Z g = ell”

C|l— o?
§| :C| 2*"‘@2”#3 pell?

jec

2

I
&=

Conclusion. By substituting the above in (T3), we get the following.

NN o B D S S C (R A
IE][HyZ u2||]_3< Cl KA+ (1 )\+|C| + e =

+ 30N |lpi — pell* + 3@ Z 12 — pell?
jec

(14)

Using the notation A% = \Tll e g — piel)®, we get

2 Cl—1 Cl—-1 o? _
Eff|yi — ]<3< :C| A2(/~;+1)+1—2| g A>m+3x2(||m—uc||2+m2).

C.2 Proof of Lemmalll

Lemma 1. Let assumptions and 3| hold. Consider Algorithm |I| with learning rate n =
A € [0, 1], and assume the aggregation function F to be (f, k)-robust. For any T > 1, we have:
5LA2kG? T

< BINVRGE (YT Ly,

AT A
L)) - -

z*— 2
yz

where Lo := L)09) — L2, and L}, = reniél L)0).
; ; €
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Proof. Let assumptions andhold. First, we note that £ is L-smooth (and j-strongly convex)
as a convex combination of £; and L, which are both L-smooth (and pu-strongly convex) by

Assumption (1| In the remainder of this proof, we denote by 51-)‘ the minimizer of £ on ©, i.e.,

L20)) = Ef‘* Recall also that, by Assumption 67 is also a critical point of £

Lett € {0,...,T — 1} and denote &! := Rt — VL (0!). We rewrite the update step as follows:
041 = o () — 1 (1~ NVLLB]) + ARY)) = o (6] —n (VLNE!) + A (B — V£c(8)))).

Since the Euclidean projection operator IIg is non-expansive, and 5;\ € © by definition, we have

1054 = 821> < 116} — 6} — 0 (VLO]) + &) |I° (15)
By developing the right-hand side (T3) and using Jensen’s inequality, we get
107 = 02 < 6% — B2 — 20 (6L — 8}, 9.L2(01)) — 20 (0} = B}, &L ) + P VLNO) + A&

< 6 = G2 = 20 (01 = 02, VLN ) — 20 (01 = O} L) + 202 [VLXODI® + 202X,
Furthermore, by Assumption we know that 53 is a critical point of £ (Assumption , hence using
the L-smooth of £ we have |[V.L}(6%)||> < 2L(L}(0]) — L7},). Moreover, since L} is p-strongly
convex (Assumption, we have <0;5 -6 v (02)> > LMO0) — L), + 56! - 6>||2. Substituting
these in the above yields
|05+ — BX1% < [16] = 6211° — 20(£3(6)) — £2.) — null6f — 6|
=2 (00 = B 0EL) + AP L(LN60)) - £2.) + 2PN €l

L we can simplify this inequality as follows,

2L

67+ = B2 < 167 — BI° — mull6f — BN — 20 (61 — B2 AEL) + 202221

Given thatp =

We now use Young’s inequality on scalar product to get — <6‘f — 02, )\ff> < Lot — 6} +

%)\2 ||& ||2 Substituting these in the above yields

3 5 TS VR TS SO
A R e e R L e [ I T 3l

~ 8
< (-2 10t =B 4 42 (0 + 207 et
I
Substituting n = ﬁ in the above, and using the fact that L > p, we obtain
~ ~ 4 1 i ~ 5
9t+1_9)\2<(1_ﬁ> 675_9)\2 )\2 = - t2<<1_7> Ht_e)\Q )\27 1;2.
1057 = B < (1= 7)1 = R4 % (7 g ) el < (1= 57 ) 18E = B2+ X2 el
By (f, k)-robustness of F, and Assumption we have [|€]]1* < & Yo ec IVLi(65) = VL (0F)]1? <
kG2. Hence, we get
~ ~ 5
O = 02 < (1= 2 ) 116! — 022 + 22— kG2
657 =B < (1= g7 ) 16k = B + 2 o

Recursively using the above, we get

o~ 5)\21€G2 i k t+1 N
||9§+1 - 9“‘2 < T Z (1 — %) + (1 — %) ||0? _ 01‘)\”2 (16)
10M\2kG? o\t N
= (1-3p) leP-a (17)

Combining Assumption [I|and Assumption |3} we easily get that 5|0 — 5? 12 < £}0) - L7, <
Lo - 6>||2 for all § € ©. Using this, and specializing (T6) for t = T — 1, we have

L 2 2
LMoy — g, < SEARGT (1-2

PR 2 _E

TL
’ ) e - £l
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C.3 Proof of Lemmal[2

We start by reminding Hoeffding inequality:

Lemma 3 (Hoeffding inequality). If X1,..., Xy are real-valued independent random variables,
each almost surely belonging to interval [a;, b;], then the sum Sy = Y X; satisfies
1€[N]
P(|Sy —E[Sx]| > e] < 2¢ 27 (18)
_ S
N MIT=S =2 T =)
1€[N]

Back to our problem:

Lemma 2. Let Assumptionhold. Forany d > 0, 0 € © and A € |0, 1], we have with probability at
least 1 — § (over the choice of samples) that

(1—)\4-%#)2 A2
m m(n — f)

|1£3(0) = R}NO)| < 28

where R} (0) := E[L£}(0)],V0 € ©, and B = \/Pdim(’H) log (ﬁ%) + +/log(1/9).

Proof.
L£3(0) = (1= N Li(6) + ALc(0)

SRl CAD S IO RPN E5 D3 SINIOIE

(z,9)€S; jec (z,y)€S;
-+ — L(hg( A L(hy(
- (i +|c’|>mZ (ho(@).v) | + |C|Zm2 ol
(z,y)€S; JEC (z,y)€S;

1 A
= m > el (1—A+|C|>€(he(x),y)+z > M(ho(z),y)

(z,y)€S; JEC (z,y)€S;
J#£i

19)

Let us now consider the set of m|C| real-valued independenﬂ random variables defined as
{le1 (1 =2+ 2) tlha@). ) | (@) € Si} U {AMho(@),9) | (2,y) € 55,95 # i} As per As-
sumption ¥ we know that ¢ takes its values in [0, 1], hence this set is composed of m random
variables with values in {0, IC] (1 - A+ ﬁ)} and (|C| — 1)m others with values in [0, A]. Finally,

note that by definition E [£}(6)] = R} (6). Where the expectation is taken over the independent
sampling of the local data sets (5;);cc from the local data distribution of the correct clients. Thus
using Hoeffding inequality, we get

—2m|C|%e?

P (I£2(0) = R} ()] > €) < 2exp :
1= X+ 2) I+ (le] - 1)x2

(20)

SThe data sets have been sampled independently of each other and are composed of points sampled i.i.d from
the local data distributions.
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[c]?
(12t 72r) le2+(lel-1)r2
union bound (e.g. Theorem 11.8 from (Mohri et al., | 2018)) to get that with probability at least 1 — 9,
A

By using the change of variables ¢’ = \/ €, we can use the Pseudo-dimension

L— A+ 2 ’ 2 _ em
o - moy <o LB e <\/Pdim<H>log (P + Vorl 5))

m m|C|? im(
(1 — A %f)g A2
T )]

O
C.4 Proof of Theorem[T]

Theorem 1. Let assumptions[I| 2| B} and[|hold, and let ® be a function such that (7)) holds. Consider
Algorithm |l|with learning rate n = i A € [0, 1], and assume the aggregation function F to be
(f, k)-robust. Then, for any 6 > 0,T > 1, we have with probability at least 1 — § (over the choice of

samples) that

TL 5LA?KkG?
(OTYV_TR.(0F) < _HN L oo v )
Ri(67) Rl(el)_(1 2L> Lo+ T+ 200(Di D)
2 ®)
(17)\4’71)\?) )\2
4
+45 m +m(n—f)7

= \/Peim(H) log (527 ) + v/log(1 A, = min £)(0).
where 3 dim(H) log samen ) + og(1/8) and L3, min L£2(0)
Proof. In order to control the quantity R;(0) — R;(6;), we can write:

Ri(0)) — Ri(07) <Rq(01) —RM0L) (1)
©)
( DI G)
+L}01) - £3(0) @
(07 NG
+RM0) = Rui07)  (6),

21

where 67 is the minimizer in © of the empirical objective function £, which we assume is strongly
convex.

For lines 1 and 6, we use the property of our loss function described in (7)), to write

(1) +(6) = A (Ri(0;) = Re(6))) + A(Re(67) — Ri(6;)) < 2A®(Dy, D). (22)

For lines 2 and 5, since Assumption (@) holds true, we can use the results from Lemma[2] Let
B == Pdim(H)log(2m|C|) + log(4/6). By applying Lemma 2] with §/2 for both (2) and (5), we
get that with probability at least 1 — d:

(1-r+ ) eger-

(2)+(5) < 49 — T

(23)
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For line 3, recall that assumptions and , thatn = ﬁ, and that F' is assumed to be (f, x)-robust.

Hence, Lemma([T]holds true. we use (T6) in the proof of Lemmal[] to get

A (gt ADA 5LA*KG? NP L X 00 X(PA
L3 (0;) — £3(6)) < 2 +<1_2L) M<£i(9i)_£i(0i))

For line 4, we can simply disregard it as (4) contributes a negative amount to the inequality.

Finally, combining all the above inequalities we get

2
A

L2 2 1—-A+ 5 22 -1

Ri(01) — Ru(07) <2L259T | 9xa(Dy, D) + 48 ( 4 L e~ 1)
I m m|C| (24)

BN L ax 0y X
+ (1 2L) m (‘Ci (0;) — L3(0; )) .
We conclude by substituting |C| =n — f.

O

C.5 Proof of (9)
Equation ()
/2 ¢(D;, De)

N H[O,l] iGQ

Proof. Here, our goal is to reasonably approximate the value of lambda A* for which the right-hand
side of (24)) is minimized. To do so, we first ignore the asymptotically negligible terms. Essentially,

we consider that T is large enough so that the term (1 — £-) g % (C?(G?) - L} (5?)) is close enough

to zero. In the reminder, we denote by 67° the output of Algorithm|[T|for T" — co. Even after ignoring
this term, seeking the optimal value \* is the solution to a 4th-degree equation, which may not admit a
close-form solution in general. To make the computation of an approximate minimizer more tractable,
we proceed with the following simplification using the fact that va + b < \/a + V/b for any a, b > 0:

I-(1—g)X Ao =1
(A _ (O* 2 . |C|

with o 1= GL’jisz. Now the right-hand side is a quadratic function of A which can be easily minimized.
Specifically, the solution of is

) avm T |Claym a

Assuming |C| is large enough, we simplify the above as

A\* =2 (1 1 ) 6 2 |C| — 1ﬁ _ (P(DMDC) (26)

28 ®(Ds, D)

A~ -
ay/m o o7
~1<2B —®(D;, D, )
~a\um (Di, De)
O
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D Experimental Details

In this section, we give the implementation details of our experiments for each setting and we provide
some additional figures. For all the experiments, we run Algorithm[I| with full gradients for a number
T of iterations which we change depending on the dataset.

D.1 Compute
We run our experiments on a server with the following specifications:

¢ HPe DL380 Genl10

2 x Intel(R) Xeon(R) Platinum 8358P CPU @ 2.60GHz
128 GB of RAM

e 740GB ssd disk

¢ 2 Nvidia A10 GPU cards

For most of the experiments, we only use one of the two GPUs.

Using these compute resources, each experiment on the MNIST dataset (meaning each subfigure in
Figure 2[bottom)) took less than 72 hours to run. Each experiment on Phishing dataset took less than
8 hours to run.

D.2 MNIST
For the experiments on MNIST, we use the following Convolutional Neural Network:

* Convolutional Layer (1, 32, 5, 1) + ReLU + Maxpooling
* Convolutional Layer (32, 64, 5, 1) + ReLU + Maxpooling
* Fully Connected Layer (4096, 1024) + ReLU

* Fully Connected Layer (1024, 10)

We use 1" = 100 and the learning rate = 0.05.

D.3 Binary MNIST

We run some experiments on a binarized version of the MNSIT dataset, where the task is to output
whether or not the MNIST class of the image, which corresponds to a digit between 0 and 9, is strictly
smaller than 5.

We use T = 150 and the learning rate n = 0.002.
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Figure 3: Effect of Byzantine fraction. Binary MNIST with logistic regression. m = 256, a = 3
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Figure 4: Effect of adversarial fraction and heterogeneity. Binary MNSIT dataset with logistic
regression. n = 200, m = 32.
D.4 Phishing

We use T = 500 and the learning rate = 0.1.
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Figure 5: Local Vs FL performance on local test dataset. Phishing dataset with n = 20, = 3. As
the number of local samples increases, the Byzantine fraction threshold above which local learning
performs better than Robust Federated Learning gets smaller.
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Figure 6: Effect of adversarial fraction and heterogeneity. Phishing dataset with logistic regression.
n = 20, m = 128. a = 100 corresponds practically to the homogeneous case.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our claims in the abstract and introduction are precise and consistent with our
findings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the limitations of our work all throughout the paper (e.g. line 235,
footnote (1))

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: For all the propositions and theorems included in this paper, we provide mostly
self-contained proofs. For some parts of the proofs, we refer to some well recognized papers
in the literature.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our experiments are easily reproducible, as the datasets and models being
used are open source. We additionally provide a whole section in Appendix [D]detailing our
experimental setups (e.g. models being used, number of iterations, learning rates).

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:[Yes]

Justification: We give open access to our code as well as clear instructions on how to
reproduce our experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide a whole section in the Appendix [D] detailing our experimental
setups (e.g. models being used, number of iterations, learning rates).

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We provide error bars for the experimental figures we show in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We include a section about compute resources and runtime in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in this paper unambiguously respects NeurIPS the
Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work aims at advancing the field of distributed machine learning. We
discuss the potential positive societal impacts of increasing the robustness to adversarial
machines. We do not see any direct negative impacts of our work, which aren’t related to
machine learning and Al issues in general.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:[NA|
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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