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Abstract

In reinforcement learning (RL), the consideration of multivariate reward signals
has led to fundamental advancements in multi-objective decision-making, transfer
learning, and representation learning. This work introduces the first oracle-free and
computationally-tractable algorithms for provably convergent multivariate distribu-
tional dynamic programming and temporal difference learning. Our convergence
rates match the familiar rates in the scalar reward setting, and additionally provide
new insights into the fidelity of approximate return distribution representations
as a function of the reward dimension. Surprisingly, when the reward dimension
is larger than 1, we show that standard analysis of categorical TD learning fails,
which we resolve with a novel projection onto the space of mass-1 signed measures.
Finally, with the aid of our technical results and simulations, we identify tradeofts
between distribution representations that influence the performance of multivariate
distributional RL in practice.

1 Introduction

Distributional reinforcement learning [DRL; MSK ™10, BDM17b, BDR23] focuses on the idea of
learning probability distributions of an agent’s random return, rather than the classical approach
of learning only its mean. This has been highly effective in combination with deep reinforcement
learning [YZL " 19, BCC™20, WBK™"22], and DRL has found applications in risk-sensitive decision
making [LM22, KEF23], neuroscience [DKNU™20], and multi-agent settings [ROH"21, SLL21].

In general, research in distributional reinforcement learning has focused on the classical setting
of a scalar reward function. However, prior non-distributional approaches to multi-objective RL
[RVWDI13, HRB"22] and transfer learning [BDM ™ 17a, BHB"20] model value functions of mul-
tivariate cumulants,’ rather than a scalar reward. Having learnt such a multivariate value function,
it is then possible to perform zero-shot evaluation and policy improvement for any scalar reward
signal contained in the span of the coordinates of the multivariate cumulants, opening up a variety of
applications in transfer learning, and multi-objective and constrained RL.

Multivariate distributional RL combines these two ideas, and aims to learn the full probability
distribution of returns given a multivariate cumulant function. Successfully learning the multivariate

!Cumulants refer to accumulated quantities in RL (e.g., rewards or multivariate rewards)—not to be confused
with statistical cumulants.
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reward distribution opens up a variety of unique possibilities, such as zero-shot return distribution
estimation [WFG™24] and risk-sensitive policy improvement [CZZ " 24].

Pioneering works have already proposed algorithms for multivariate distributional RL. While these
works all demonstrate benefits from the proposed algorithmic approaches, each suffers from separate
drawbacks, such as not modelling the full joint distribution [GBSL21], lacking theoretical guarantees
[FSMT19, ZCZ"21], or requiring a maximum-likelihood optimisation oracle for implementation
[WUS23]. Concurrently, the work of [LK24] analyzed algorithms for DRL with Banach-space-
valued rewards, and provided convergence guarantees for dynamic programming with non-parametric
(intractable) distribution models.

Our central contribution in this paper is to propose algorithms for dynamic programming and temporal-
difference learning in multivariate DRL which are computationally tractable and theoretically justified,
with convergence guarantees. We show that reward dimensions strictly larger than 1 introduce new
computational and statistical challenges. To resolve these challenges, we introduce multiple novel
algorithmic techniques, including a randomized dynamic programming operator for efficiently
approximating projected updates with high probability, and a novel TD-learning algorithm operating
on mass-1 signed measures. These new techniques recover existing bounds even in the scalar reward
case, and provide new insights into the behavior of distributional RL algorithms as a function of the
reward dimension.

2 Background

We consider a Markov decision process with Polish state space X, action space A, transition kernel
P:X x A— Z(X),and discount factor v € [0, 1). Unlike the standard RL setting, we consider
a vector-valued reward function r : X — [0, Rmax}d, as in the literature on successor features
[BDM ™ 17a]. Given a policy 7 : X — P(A), we write the policy-conditioned transition kernel
Pr(-|2) = [ P(-| z,a)r(da | z).

Multi-variate return distributions. We write (X;);>( for a trajectory generated by setting X, = z,
and for each t > 0, X; 1 ~ P™(-|X}). The return obtained along this trajectory is then defined by
G™(x) = > oo ¥'r(Xy), and the (multi-)return distribution function is n™ (x) = Law (G™(z)).

Zero-shot evaluation. An intriguing prospect of estimating multivariate return distributions is the
ability to predict (scalar) return distributions for any reward function in the span of the cumulants.
Indeed, [ZCZ 21, CZZ+24] show that for any reward function 7 : z > (r(x), w) for some w € R,
(G™(2), ) =taw Y0 V'T(Xy) for X = z. Likewise, one might consider 7(z) = d,, in which
case G™(x) corresponds to the per-trajectory discounted state visitation measure, and [WFG*24]
demonstrated methods for learning the distribution of G” to infer the return distribution for any
bounded deterministic reward function.

Multivariate distributional Bellman equation. It was shown in [ZCZ"21] that multi-return
distributions obey a distributional Bellman equation, similar to the scalar case [MSK ™' 10, BDM17b],
and defines the multivariate distributional Bellman operator 77 : P(R))* — P(R%)¥ by
T = E b XN, 1
(T™n)(x) X () [( r(:c),'y)tin( )] (D

where by ,(z) = y + vz and fyu = po f~' is the pushforward of a measure y through

a measurable function f. In particular, [ZCZ"21] showed that n™ satisfies the multi-variate
distributional Bellman equation T™n™ = 7™, and that 77 is a 7y-contraction in W,, where

Wop(m,m2) = sup,ex Wp(ni(z),n2(x)) and W), is the p-Wasserstein metric [Vil09]. This sug-

gests a convergent scheme for approximating n™ in W, by distributional dynamic programming, that
is, computing the iterates 1x+1 = 7 "1, following Banach’s fixed point theorem.

Approximating multivariate return distributions. In practice, however, the iterates 1;+1 = T "1
cannot be computed efficiently, because the size of the support of 7 may increase exponentially
with k. A variety of alternative approaches that aim to circumvent this computational difficulty have
been considered [FSMT19, ZCZ 21, WUS23]. Many of these approaches have proven effective in
combination with deep reinforcement learning, though as tabular algorithms, either lack theoretical
guarantees, or rely on oracles for solving possibly intractable optimisation problems. A more
complete account of multivariate DRL is given in Appendix A. A central motivation of our work
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is the development of computationally-tractable algorithms for multivariate distributional RL with
theoretically guarantees.

Maximum mean discrepancies. A core tool in the development of our proposed algorithms, as
well as some prior work [NTGV20, ZCZ"21], is the notion of distance over probability distributions
given by maximum mean discrepancies [GBRT 12, MMD]. A maximum mean discrepancy MMD,, :
Z(Y) x Z(¥Y) — Ry assigns a notion of distance to pairs of probability distributions, and is
parametrised via a choice of kernel x : Y x )V — R, defined by

MMDy (p, ¢) = E(v, va)~popl(Y1, Y2)] = 2E (v, 2)piq[6(Y; 2)] + E (2, 2,)~nqwqli(Z1, Z2)] -

A useful alternative perspective on MMD is that the choice of kernel x induces a reproducing
kernel Hilbert space (RKHS) of functions H, namely the closure of the span of functions of the
form z — k(y, z) for each y € ), with respect to the norm || - ||3 induced by the inner product
(k(y1, ), K(y2,-)) = K(y1,y2). With this interpretation, MMD, (p, q) is equal to ||zt — ftq |7, Where
Hp = fy k(-,y)p(dy) € H is the mean embedding of p (similarly for 1,). When p — p,, is injective,
the kernel  is called characteristic, and MMD,, is then a proper metric on P()) [GBR™ 12]. In the
remainder of this work, we will assume that all spaces of measures will be over compact sets Y; thus
with continuous kernels, we are ensured that distances between probability measures are bounded.
When comparing return distributions, this is achieved by asserting that rewards are bounded.

We conclude this section by recalling a particular family of kernels, introduced in [SSGF13], that
will be particularly useful for our analysis. These are the kernels induced by semimetrics.
Definition 1. Let ) be a nonempty set, and consider a function p : Y x Y — R. Then p is called a
semimetric if it is symmetric and p(y1,y2) = 0 <= y1 = yo. Additionally, p is said to have strong
negative type if [ p d([p — q] x [p — q]) < 0 whenever p,q € P(Y) withp # q.

Notably, certain semimetrics naturally induce characteristic kernels and probability metrics.

Theorem 1 ([SSGF13, Proposition 29]). Let p be a semimetric on a space ) have strong negative
type, in the sense that [ pd([p — q] x [p — q]) < 0 whenever p # q are probability measures on a
compact set ). Moreover, let k : Y x Y — R denote the kernel induced by p, that is

K(y1,y2) = %(p(yh Yo) + p(y2,Y0) — P(Y1,Y2))

for some yy € Y. Then & is characteristic, so MMD, is a metric.

Remark 1. An important class of semimetrics are the functions p,, : RYx R — R given by
Pa(U1,y2) = lly1 — y2||$ for a € (0,2). It is known that these semimetrics have strong negative
type, and thus the kernels k,, induced by p,, are characteristic [SR13, SSGF13]. The resulting metric
MMD,,, is known as the energy distance.

3 Multivariate Distributional Dynamic Programming

To warm up, we begin by demonstrating that indeed the (multivariate) distributional Bellman
operator is contractive in a supremal form MMD, of MMD, given by MMD,(n,72) =
sup,ecx MMD, (11 (z), n2(x)), for a particular class of kernels . Our first theorem generalizes
the analogous results of [NTGV20] in the scalar case to multivariate cumulants. The proof of
Theorem 2, as well as proofs of all remaining results, are deferred to Appendix B.

Theorem 2 (Convergent MMD dynamic programming for the multi-return distribution function). Let
K be a kernel induced by a semimetric p on [0, (1 —v) ™! Ryax|? with strong negative type, satisfying

1. Shift-invariance. For any z € R%, p(z 4+ y1, 2 + y2) = p(y1,y2).

2. Homogeneity. For any -y € [0, 1), there exists ¢ > 0 for which p(yy1,vy2) = Y°p(y1,Y2)-

Consider the sequence {n,,}r, given by 41 = T " n. Then n — n™ at a geometric rate of v¢/?

in MMDy,, as long as MMD (n9,n™) < C < .

Notably, the energy distance kernels k., satisfy the conditions of Theorem 2, and p, (YY1, 7y2) <

% p(y1,y2) by the homogeneity of the Euclidean norm, so 7™ is a y*/2-contraction in the energy
distances. This generalizes the analogous result of [NTGV20] in the one-dimensional case.
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While Theorem 2 illustrates a method for approximating ™ in MMD, it leaves a lot to be desired.
Firstly, even in tabular MDPs, just as in the case of scalar distributional RL, return distribution
functions have infinitely many degrees of freedom, precluding a tractable exact representation. As
such, it will be necessary to study approximate, finite parameterizations of the return distribution
functions, requiring more careful convergence analysis. Moreover, in RL it is generally assumed
that the transition kernel and reward function are not known analytically—we only have access to
sampled state transitions and cumulants. Thus, 7™ cannot be represented or computed exactly, and
instead we must study algorithms for approximating 7™ from samples. We provide algorithms for
resolving both of these concerns—the former in Section 5 and the latter in Section 6—where we
illustrate the difficulties that arise once the cumulant dimension exceeds unity.

4 Particle-Based Multivariate Distributional Dynamic Programming

Our first algorithmic contribution is inspired by the empirically successful equally-weighted particle
(EWP) representations of multivariate return distributions employed by [ZCZ*21].

Temporal-difference learning with EWP representations. EWP representations, expressed by the
class Grwp,m., are defined by

1 m
m = (€2 X ° == 6, : 0, R . 2
Crwp, (Cewp.m)" > CEWP.m {m ; 0; € )

For simplicity, we consider the case here where at each state x, the multi-return distribution is
approximated by N (z) = m atoms. We can represent 1) € gwp,m by 7(z) = = S| 8y, () for

0;: X — R®. The work of [ZCZ721] introduced a TD-learning algorithm for learning a CEWP,m
representation of ™, computing iterates of the particles (Hgk))gil according to

m

(1) () _ gF) o [ 1 Zm Ly
91- (SL’) = 91- (:E) - )\kai(z)MMDH E " 59;k)(x), E 5r(m)+'y§§-k)(X’) (3)
1=

J=1

for step sizes (\r,)x>0 and sampled next states X’ ~ P™(- | x), where § = stop-gradient(0(¥))
is a copy of #(*) that does not propagate gradients. Despite the empirical success of this method
in combination with deep learning, no convergence analysis has been established, owing to the
nonconvexity of the MMD objective with respect to the particle locations. In this section we aim to
understand to what extent analysis is possible for dynamic programming and temporal-difference
learning algorithms based on the EWP representations in Equation (2).

Dynamic programming with EWP representations. As is often the case in approximate distri-
butional dynamic programming [RBD ™ 18, RMA " 24], we have 7™ Cxwp,m ¢ Cuwp,m; in words,
the distributional Bellman operator does not map EWP representations to themselves. Concretely,
as long as there exists a state = at which the support of P7 (- | z) is not a singleton, (7" n)(z) will
consist of more than m atoms even when 77 € Grwp,m; and secondly, if P(- | z) is not uniform,
(T™n)(z) will not consist of equally-weighted particles.

Consequently, to obtain a DP algorithm over EWP representations, we must consider a projected

operator of the form IIgwp 7™, for a projection Igwp : P(Rd)X — €Ewp,m- A natural choice for
this projection is the operator that minimizes the MMD of each multi-return distribution in €&wp m.,

(Hgwp,.1) (%) € argmin MMD,(p, n(x))- “)
PECRWP,m
Unfortunately, even in the scalar-reward (d = 1) case, the operator Ilgyyp . is problem-

atic; (Ilgwp ,n)(x) is not uniquely defined, and IIffyp . is not a non-expansion in MMD,
[LB22, RMA*24]. These pathologies present significant complications when analyzing even the
convergence of dynamic programming routines for learning an EWP representation of the multi-return
distribution — in particular, it is not even clear that 115\ p .. 7™ has a fixed point (let alone a unique
one). Another complication arises due to the computational difficulty of computing the projection
(4): even in the case where 77(z) has finite support for each state x, the projection (IIfiyp ,.7)(x) is
very similar to clustering, which can be intractable to compute exactly for large m [She21]. Thus, the
argmin projection in Equation (4) cannot be used directly to obtain a tractable DP algorithm.
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Randomised dynamic programming. Towards this end, we introduce a tractable randomized dy-
namic programming algorithm for the EWP representation, by using a randomized proxy BootPron,m
for II,; ,, 7™, that produces accurate return distribution estimates with high probability. The method
produces the following iterates,

o 1 & ii -
Met1(x) = BootPrOJK’mnk(x) = - Zér(gm_,yzi, Zi ~nie(Xs), X 4 p (lz) ()
i=1

A similar algorithm for categorical representations was discussed in concurrent work [LK24] without
convergence analysis.

The intuition is that, particularly for large m, the Monte Carlo error associated with the sample-based
approximation to (7™n)(x) is small, and we can therefore expect the DP process, though randomised,
to be accurate with high probability. This is summarised by a key theoretical result of this section; our
proof of this result in the appendix provides a general approach to proving convergence for algorithms
using arbitrary accurate approximations to (4) that we expect to be useful in future work.

Theorem 3. Consider a kernel k induced by the semimetric p(x,y) = ||z — y||S with « € (0,2),
and suppose rewards are bounded in each dimension within [0, Ry.x|. For any g such that

MMD,(n9,n™) < D < oo, and any 6 > 0, for the sequence (ny)i>o defined in Equation (5),
with probability at least 1 — 0 we have

- _ /2 R, ( | X]5 ))
MMD;,(nx, ") € O > o '
(nx,m™) <(1 _ 704/2)(1 —y)ey/m & logy—«

logm
logy—«

where ny.1 = BootProjy; ,, ny, and K = | 1, and where O omits logarithmic factors in m.
This shows that our novel randomised DP algorithm with EWP representations can tractably compute
accurate approximations to the true multivariate return distributions, with only polynomial depen-
dence on the dimension d. Appendix C illustrates explicitly how this procedure is more memory
efficient than unprojected EWP dynamic programming. However, the guarantees associated with this
algorithm hold only in high probability, and are weaker than the pointwise convergence guarantees of
one-dimensional distributional DP algorithms [RBD " 18, RMA 24, BDR23]. Consequently, these
guarantees do not provide a clear understanding of the EWP-TD method described at the beginning
of this section. However, in the sequel, we introduce DP and TD algorithms based on categorical
representations, for which we derive dynamic programming and TD-learning convergence bounds.

The proof of Theorem 3 is hinges on the following proposition, which demonstrates that convergence
of projected EWP dynamic programming is controlled by how far return distributions are transported
under the projection map.

Proposition 1 (Convergence of EWP Dynamic Programming). Consider a kernel satisfying the
hypotheses of Theorem 2, suppose rewards are globally bounded in each dimension in [0, Ryax), and

let {H,gf,)n}kzo be a sequence of maps I1 : P([0, (1 — ) "  Ruax|?)™ — Cawp m satisfying
MMD (I5,0) (@), n()) < f(d,m) < oo ¥k >0. (©)

H?

Then the iterates (ny) k>0 given by Mj+1 = H,&’%T”nk with MMD,(n9,n™) = D < oo converge
to a set Niwp, ;. C B(™, (1 — 4¢/?)~1f(d,m)) in MMD,, where B denotes the closed ball in
MMD,,

B(n.R) 2 {f € P(R")* : MMD,(n,0) < R}

As an immediate corollary of Proposition | and Theorem 3, we can derive an error rate for projected
dynamic programming with I p . as well.

Corollary 1. For any kernel k satisfying the hypotheses of Theorem 3, and for any 19 € CEwp,m for
which MMD,; (o, n™) < D < oo, the iterates ny41 = Ugyyp . T " ni converge to a set Nwp . C
CewP,m, where
. 6da/2Ra
m C B 71', max .
Tewp.s (n (1 —~2/2)(1 —v)a\/ﬁ)
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5 Categorical Multivariate Distributional Dynamic Programming

Our next contribution is the introduction of a convergent multivariate distributional dynamic program-
ming algorithm based on a categorical representation of return distribution functions, generalizing
the algorithms and analysis of [RBD™ 18] to the multivariate setting.

Categorical representations. As outlined above, to model the multi-return distribution function in
practice, it is necessary to restrict each multi-return distribution to a finitely-parameterized class. In
this work, we take inspiration from successful distributional RL algorithms [BDM17b, RBD " 18] and
employ a categorical representation. The work of [WUS23] proposed a categorical representation
for multivariate DRL, but their categorical projection was not justified theoretically, and it required a
particular choice of fixed support. We propose a novel categorical representation with a finite (possibly
state-dependent) support R(z) = {& (x)z}fi(f ) ¢ RY, that models the multi-return distribution
function 7 such that 7)(z) € Ag(,) for each x € X'. The notation {(x); simply refers to the ith
support point at state = specified by R, and A 4 denotes the probability simplex on the finite set A.
We refer to the mapping R as the support map”® and we denote the class of multi-return distribution

functions under the corresponding categorical representation as ¢z = [Licx Ar()-

Categorical projection. Once again, the distributional Bellman operator is not generally closed over
6r,thatis, T"6r ¢ 6r. As such, we cannot actually employ the procedure described in Theorem
2 — rather, we need to project applications of 7™ back onto ¥%z. Roughly, we need an operator
II: P(Rd)X — @R for which IT|¢,, = id. Given such an operator, as in the literature on categorical
distributional RL [BDM17b, RBD 18], we will study the convergence of iterates ng1 = 117 ™.

Projection operators used in the scalar categorical distributional RL literature are specific to dis-
tributions over R, so we must introduce a new projection. We propose a projection similar to (4),

(IIE .n)(x) = arginf MMD,(p,n(z)). )
PEAR(2)

We will now verify that Hg’n is well-defined, and that it satisfies the aforementioned properties.

Lemma 1. Let & be a kernel induced by a semimetric p on [0, (1 —v) ™! Ryax]? with strong negative
type (cf. Theorem I). Then Hg,ﬁ is well-defined, Ran(Hgﬁ) C Gr, and Hg,ﬁ‘cgn =id.

It is worth noting that beyond simply ensuring the well-posedness of the projection Hgﬁ, Lemma |
also certifies an efficient algorithm for computing the projection — namely, by solving the appropriate
quadratic program (QP), as observed by [SZS108]. We demonstrate pseudocode for computing the
projected Bellman operator HEH’T’T with a QP solver QPSolve in Algorithm 1.

Algorithm 1 Projected Categorical Dynamic Programming

Require: Support map R, kernel &, transition kernel P™, reward function r, discount ~y
Require: Return distribution function € €
for x € X do

(Tﬂ'n)w A ZI’GX Z.EGR(:E/) Pﬂ-(m/ | m)n:ﬂ’ (f)ér(x)+'y§
KP; < r(&,&;) for each (&, ;) € R(z)?
q;{? = ZEEsupp (T™))x (Tﬂ—n)m(g)n(Eﬁ 5) for each fj € R(IL')
p < QPSolve (minpeRm(m)\ [pTsz _ 2qu] subjecttop = 0, >, p; = 1)
(Hg,nTﬂn)x — Zgien(z) Pide,
end for
return 15, 777

Lemma 2. Under the conditions of Lemma 1, Hg’n is a nonexpansion in MMD. That is, for any
n1,1m2 € P[0, (1 =) Rinax]®) ¥, we have MMD, (IIE 1, 1IE . n2) < MMDy (11, 72).

Categorical multivariate distributional dynamic programming. As an immediate consequence of
Lemma 2, it follows that projected dynamic programming under the projection Hg, .. 1s convergent;

*In many applications, the most natural support map is constant across the state space.
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this is because 7™ is a contraction in MMD,,; and IT, is a nonexpansion in MMD,, so the projected
operator ITX 7™ is a contraction in MMD,; a standard invokation of the Banach fixed point theorem

appealing to the completenes of MMD,; certifies that repeated application of Hg,ﬂ"r will result in
convergence to a unique fixed point.

Corollary 2. Let k be a kernel satisfying the conditions of Theorem 2. Then for any ng € €, the
iterates {ny } 1, given by N1 = 1_[7027,,€7'7r77;c converge geometrically to a unique fixed point.

Beyond the result of Theorem 2, Corollary 2 illustrates an algorithm for estimating n”™ in MMD,
provided knowledge of the transition kernel and the reward function, which is computationally
tractable in tabular MDPs. Indeed, the iterates (77 )x>0 all lie in €&, having finitely-many degrees of
freedom. Algorithm 1 outlines a computationally tractable procedure for learning 7 . in this setting.

We note that the work of [WUS23] provided an alternative multivariate categorical algorithm, which
was not analyzed theoretically. Moreover, our method provides the additional ability to support
state-dependent arbitrary support maps, while theirs requires support maps to be uniform grids.

Accurate approximations. We now provide bounds showing that the fixed point n¢, ,, from Corollary
2 can be made arbitrarily accurate by increasing the number of atoms.

To derive a bound on the quality of the fixed point, we provide a reduction via partitioning the space
of returns to the covering number of this space. Proceeding, we define a class of partitions &g (,),
where each P € P, satisfies

I |P| = N(@);
2. For any 01,0, € P, either 01 N0y = () or 61 = 6s;

3. U96P0 = P([O, (1 - 7)_1Rmax}d);

4. Each element ; € P contains exactly one element z; € R(z).

For any partition P, we define a notion of mesh size relative to a kernel x induced by a semimetric p,

mesh(P; k) = max sup p(y1,y2)- 8)
0P 4y y2€0

The following result confirms that n¢, . recovers ™ as the mesh decreases.

Theorem 4. Let k be a kernel induced by a c-homogeneous and shift-invariant semimetric p
conforming to the conditions of Theorem 2. Then the fixed point n¢, . of Hg},ﬂ'” satisfies

_ 1
MMDy (n¢ ,n") < ———75 sup __inf  /mesh(P; k). 9)

1 — %2 pex PEPr()

Thus, for any sequence of supports {R(z)m }m>1 for which the maximal space (in p) between
any two points in R(x),, tends to 0 as m — oo, the fixed point &, approximates 7)™ to arbitrary
precision for large enough m. The next corollary illustrates this in a familiar setting.

Corollary 3. Let R(z) = Uy, where Uy, is a set of m uniformly-spaced support points on [0, (1 —
)"t Riax]. For k induced by the semimetric p(z,y) = ||z — y||$ for a € (0,2),

1 do/4 R2
(L= 72) (L= 7)o (mlFd — 2)e7"

MMDy (n¢ ., n") <

With o = 1 and d = 1, the MMD in Corollary 3 is equivalent to the Cramér metric [SR13], the
setting in which categorical (scalar) distributional dynamic programming is well understood. Our
rate matches the known @(mfl/ 2) rate shown by [RBD* 18] in this setting. Thus, our results offer a
new perspective on categorical DRL, and naturally generalizes the theory to the multivariate setting.

Theorem 4 relies on the following lemma about the approximation quality of the categorical MMD
projection, which may be of independent interest.

Lemma 3. Let k be kernel satisfying the conditions of Lemma I, and for any finite R C R¢, define I1 :
P(RY) = Ag viaTlp = arginf ¢ o, MMDy(p, q). Then MMD? (Tlp, p) < inf pe g, mesh(P; k).

At this stage, we have shown definitively that categorical dynamic programming converges in the

multivariate case. In the sequel, we build on these results to provide a convergent multivariate
categorical TD-learning algorithm.
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Figure 1: Distributional SMs and associated predicted return distributions with the categorical (left)

and EWP (right) representations. Simplex plots denote the distributional SM. Histograms denote the
associated return distributions, predicted from a pair of held-out reward functions.
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5.1 Simulation: The Distributional Successor Measure

As a preliminary example, we consider 3-state MDPs with the cumulants (i) = (1 — v)e;, i € [3]
for e; the ith basis vector. In this setting, ™ encodes the distribution over trajectory-wise discounted
state occupancies, which was discussed in the recent work of [WFG ' 24] and called the distributional
successor measure (DSM). Particularly, [WFG™24] showed that z — Law (G;,'—F) for G, ~ 1™ (x)
is the return distribution function for any scalar reward function 7. Figure | shows that the projected
categorical dynamic programming algorithm accurately approximates the distribution over discounted
state occupancies as well as distributions over returns on held-out reward functions.

6 Multivariate Distributional TD-Learning

Next, we devise an algorithm for approximating the multi-return distribution function when the
transition kernel and reward function are not known, and are observed only through samples. Indeed,
this is a strong motivation for TD-learning algorithms [Sut88], wherein state transition data alone is
used to solve the Bellman equation. In this section, we devise a TD-learning algorithm for multivariate
DRL, leveraging our results on categorical dynamic programming in MMD,,.

Relaxation to signed measures. In the d = 1 setting, the categorical projection presented above
is known to be affine [RBD " 18], making scalar categorical TD-learning amenable to common
techniques in stochastic approximation theory. However, the projection is not affine when d > 2;
we give an explicit example in Appendix D. Thus, we relax the categorical representation to include
signed measures, which will provide us with an affine projection [BRCM19]—this is crucial for
proving our main result, Theorem 6. We denote by M* () the set of all signed measures x over )
with 14())) = 1. We begin by noting that the MMD endows M ()) with a metric structure.

Lemma 4. Let v : Y x Y — R be a characteristic kernel over some space ). Then MMD,, :
MEY) x MYY) = Ry given by (p,q) — ||ip — kgl defines a metric on M*(Y), where ju,
denotes the usual mean embedding of p and H is the RKHS with kernel k.

We define the relaxed projection IT5, . : M ([0, (1—7) "' Rmax])* = [[ex M (R(z)) = Fz,
(&, «n) (x) € arginf MMD,(p,n(z)). (10)
pEM (R(w))

Note that (10) is very similar to the definition of the categorical MMD projection in (7)—the only
difference is that the optimization occurs over the larger class of signed mass-1 measures. It is also
worth noting that the distributional Bellman operator can be applied directly to signed measures,
which yields the following convenient result.

Lemma 5. Under the conditions of Corollary 2, the projected operator 1’[%307,{7'7r SR — SRS

c/2

affine, is contractive with contraction factor /=, and has a unique fixed point N ,..

While we have “relaxed” the projection, the fixed point ng , is a good approximation of n™.

Theorem 5. Under the conditions of Lemma 5, we have that

https://doi.org/10.52202/079017-3212 101304



1. MMDH(ngc’K,n”) < l_v%m Sup,ex infpe gy, \/mesh(P; k); and

2. MMD,(IIE ;03 r 17) < (1 + 1275 ) SUP,e v inf pe oy ) /mesh(P; k).

Notably, the second statement of Theorem 5 states that projecting 73 ,, back onto the space of
multi-return distribution functions yields approximately the same error as ¢, ,. when - is near 1.

In the remainder of the section, we assume access to a stream of MDP transitions {7};},~, C
X x A x R? x X consisting of elements T, = (Xt, A, Ry, X]) with the following structure,
Xt ~ P( | ]:tfl) At ~ 7T( ‘ Xt) Rt = T‘(Xt) Xt/ ~ P( ‘ Xt7At) (1])

where P is some probability measure and {F; },~ , is the canonical filtration F; = o(U!_,T}). Based
on these transitions, we can define stochastic distributional Bellman backups by

ﬁ‘frn(x) _ {(bRt’Y)ﬁn(Xt/) r =X

n(x) otherwise ’
which notably can be computed exactly without knowledge of P, r. Due to the stronger convergence
guarantees shown for projected multivariate distributional dynamic programming, we introduce
an asynchronous incremental algorithm leveraging the categorical representation, which produces
iterates {7 } ,—., according to

12)

~

M1 = (1= ag)i + o1& T, (13)

for 7y € €, where {; }; | is any sequence of (possibly) random step sizes adapted to the filtration
{F};2,. The iterates of (13) closely resemble those of classic stochastic approximation algorithms
[RM51] and particularly asynchronous TD learning algorithms [JJS93, Tsi94, BT96], but with iterates
taking values in the space of state-indexed signed measures. Indeed, our next result draws on the
techniques from these works to establish convergence of TD-learning on . representations.

Theorem 6. For a kernel r induced by a semimetric p of strong negative type, the sequence {ﬁf};i 1
given by (11)-(13) converges to ngc . with probability 1.

6.1 Simulations: Distributional Successor Features

To illustrate the behavior of our categorical TD algorithm, we employ it to learn the multi-return
distributions for several tabular MDPs with random cumulants. We focus on the case of 2- and
3-dimensional cumulants, which is the setting studied in recent works regarding multivariate distribu-
tional RL [ZCZ*21, WUS23]. Interpreting the multi-return distributions as joint distributions over
successor features [BDM ™ 17a, SFs], we additionally evaluate the return distributions for random
reward functions in the span of the cumulants. We compare our categorical TD approach with a
tabular implementation of the EWP TD algorithm of [ZCZ"21], for which no convergence bounds
are known.

0.50
0.45 Method 0.6 Method
g 040 — EWP-TD g —— EWP-TD
g o3 CatTD 509 Signed-Cat-TD
g 03 —— Signed-Cat-TD S04
& 025 5
g 0.20 Co03
© 015 ©
0.10 0.2
100 200 300 400 500 100 200 300 400 500 600 700 800 900 1000
Atoms Atoms
@d=2 b)yd=3

Figure 2: Error of zero-shot return distribution predictions over random MDPs, measured by Cramér
distance, and showing 95% confidence intervals.

Figure 2a compares TD learning approaches based on their ability to accurately infer (scalar) return
distributions on held out reward functions, averaged over 100 random MDPs, with transitions drawn
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Figure 3: Distributional SFs and predicted return distributions with m = 400 atoms, in a random
MDP with known rectangular bound on cumulants. Left: Categorical TD. Right: EWP TD.

from Dirichlet priors and 2-dimensional cumulants drawn from uniform priors. The performance
of the categorical algorithms sharply increases as the number of atoms increases. On the other
hand, the EWP TD algorithm performs well with few atoms, but does not improve very much with
higher-resolution representations. We posit this is due to the algorithm getting stuck in local minima,
given the non-convexity of the EWP MMD objective. This hypothesis is supported as well by Figure
3, which depicts the learned distributional SFs and return distribution predictions.

Particularly, we observe that the learned particle locations in the EWP TD approach tend to cluster in
some areas or get stuck in low-density regimes, which suggests the presence of a local optimum. On
the other hand, our provably-convergent categorical TD method learns a high fidelity quantization of
the true multi-return distributions.

Naturally, however, the benefits of the poly(d) bounds for EWP suggested by Theorem 3 become
more present as we increase the cumulant dimension. Figure 2b repeats the experiment of Figure
2a with d = 3, using randomized support points for the categorical algorithm to avoid a cubic
growth in the cardinality of the supports. Notably, our method is the first capable of supporting such
unstructured supports. While the categorical TD approach can still outperform EWP, a much larger
number of atoms is required. This is unsurprising in light of our theoretical results.

7 Conclusion

We have provided the first provably convergent and computationally tractable algorithms for learning
multivariate return distributions in tabular MDPs. Our theoretical results include convergence
guarantees that indicate how accuracy scales with the number of particles m used in distribution
representations, and interestingly motivate the use of signed measures to develop provably convergent
TD algorithms.

While it is difficult to scale categorical representations to high-dimensional cumulants, our algorithm
is highly performant in the low d setting, which has been the focus of recent work in multivariate
distributional RL. Notably, even the d = 2 setting has important applications—indeed, efforts in safe
RL depend on distinguishing a cost signal from a reward signal (see, e.g., [YSTS23]), which can
be modeled by bivariate distributional RL. In this setting, our method can easily be scaled to large
state spaces by approximating the categorical signed measures with neural networks; an illustrated
example is given in Appendix F.

On the other hand, the prospect of learning multi-return distributions for high-dimensional cumulants
also has many important applications, such as modeling close approximations to distributional
successor measures [WFG™24] for zero-shot risk-sensitive policy evaluation. In this setting, we
believe EWP-based multivariate DRL will be highly impactful. Our results concerning EWP dynamic
programming provide promising evidence that the accuracy of EWP representations scales gracefully
with d for a fixed number of atoms. Thus, we believe that understanding convergence of EWP
TD-learning algorithms is a very interesting and important open problem for future investigation.
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A In-Depth Summary of Related Work

In Sections | and 2, we provided a high-level synopsis of the state of existing work in multivariate
distributional RL. In this section, we elaborate further.

Analysis techniques. Our results in this paper mostly drawn on the analysis of one-dimensional
distributional RL algorithms such as categorical and quantile dynamic programming, as well as
their temporal-difference learning counterparts [RBD ' 18, DRBM18, RMA ™24, BDR23]. The proof
techniques in these works themselves are related to contraction-based arguments for reinforcement
learning with function approximation [Tsi94, BT96, TVR97].

Multivariate distributional RL algorithms. Several prior works have contributed algorithms
for multivariate distributional reinforcement learning, along with empirical demonstrations and
theoretical analysis, though as we note in the main paper, the approaches proposed in this paper
are the first algorithms with strong theoretical guarantees and efficient tabular implementations.
[FSMT19] propose a deep-learning-based approach in which generative adversarial networks are
used to model multivariate return distributions, and use these predictions to inform exploration
strategies. [ZCZ21] propose the TD algorithm combing equally-weighted particle representations
and an MMD loss that we recall in Equation (3). They demonstrate the effectiveness of this algorithm
in combination with deep learning function approximators, though do not analyze it. [WUS23]
propose a family of algorithms for multivariate distributional RL termed fitted likelihood evaluation.
These methods mirror LSTD algorithms [BB96], iteratively minimising a batch objective function (in
this case, a negative log-likelihood, NLL) over a growing dataset. [WUS23] demonstrate that these
algorithms are performant in low-dimensional settings empirically, and provide theoretical analysis
for FLE algorithms, assuming an oracle which can approximately optimise the NLL objective at each
algorithm step. [SFS24] also propose a TD learning algorithm for one-dimensional distributional
RL using categorical support and an MMD-based loss. They demonstrate strong performance of
this algorithm in classic RL domains such as CartPole and Mountain Car, but do not analyze the
algorithm. Our analysis in this paper suggests our novel relaxation to mass-1 signed measures may
be crucial to obtaining a straightforwardly analyzable TD algorithm.
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Finally, the concurrent work of [LK24] studied distributional Bellman operators for Banach-space-
valued reward functions. Their work focuses on analyzing how well the fixed point of a distributional
finite-dimensional multivariate Bellman equation can approximate the fixed point of a distributional
Banach-space-valued Bellman equation. In contrast, our work only studies finite-dimensional
reward functions, but provides explicit convergence rates and approximation bounds when the
distribution representations are finite dimensional, unlike [LK24]. Moreover, [LK24] considers
a similar algorithm to that discussed in Theorem 3 but for categorical representations, though its
convergence is not proved. Furthermore, [LK24] did not prove convergence of any TD-learning
algorithms, although they did propose some TD-learning algorithms which achieved interesting
results in simulation.

B Proofs

B.1 Multivariate Distributional Dynamic Programming: Section 3

In this section, we will state some lemmas building up to the proof of Theorem 2. These lemmas
generalize corresponding results of [NTGV20] that were specific to the scalar reward setting. We
begin with a lemma that demonstrates a notion of convexity for the MMD induced by a conditional
positive definite kernel.

Lemma 6. Let (po)acz C P(Y) and (¢a)acz C P(Y) be collections of probability measures

indexed by an index set I. Suppose T € P(I). Then for any characteristic kernel k, the following
holds,

MMDH(EaNT [ a] aEa’NT [Qa’]) S sup MMDR(pay Qtz)
a€l

Proof. 1t is known from [Sch00] that characteristic kernels generate RKHSs 7 into which probability
measures can be embedded. As such, it holds that

MMDn(p7 Q) = HMP - NqH

where || - || is the norm in the Hilbert space H and p,, is the mean embedding of p — that is, the unique
element of H such that E,.,, [f(y)] = (f, up) for every f € H, and where (-, -} is the inner product
inH.

Let T}, = Eqr [pa] and define T, analogously. We claim that y7, = Eqor [1p,] = Tip. To see
this, let f € H, and observe that

)T'p(dy)
yNT,, /f p(dy)

~ [[ twr@am. )

- / F(0)pa(dy)T(da)
- / (f, ip) T(da)

= (s [ m.a0)

= <f7 TMP)v
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where the third step invokes Fubini’s theorem, and the penultimate steps leverages the linearity of the
inner product. Notably, 7" acts as a linear operator on mean embeddings. As a result, we see that

MMD,(Tp,Tq) = |lpTp — pirgll
= ||Tﬂp - Tﬂq”

_ H [, = 10 700)

< / it — ta, | T(da)

S sup Hu'pa - H[Ia”
a€l

= sup MMD,; (pp, s g, )-

a€l

where the penultimate inequality is due to Jensen’s inequality, and the final inequality holds since
SUPge7 | p. — Kq. || upper bounds the integrand, and the integral is a monotone operator. O

Next, we show how the MMD,, under the kernels hypothesized in Theorem 2 behave under affine
transformations to random variables.

Lemma 7. Let k be a kernel induced by a semimetric p of strong negative type defined over a

compact subset ) C R that is both shift invariant and c-homogeneous (cf. Theorem 2). Then for
anya € Y andp,q € P(Y),

MMD:((bay)zp; (bay)20) < 7/ *MMD,(p, q).

Proof. Itis known [GBR ™ 12] that the MMD can be expressed in terms of expected kernel evaluations,
according to

MMD? (p,q) = E[s(Y,Y")] + E[k(Z, Z')] — 2E [s(Y, Z)] YY", 2,2 ) ~pop®q@q
=E [;(P(Ya yo) + (Y, 90) — p(Y, Y’))}

B |S0Zn) + (2 w) -~ o(2.2)]
—E[p(Y,4) + p(Z,y0) = p(Y, Z)]

=Bp(Y,2)] - 5 (Blp(v, Y] + E[p(2,2)])

where the last step invokes the definition of a kernel induced by a semimetric, and the linearity of

expectation. Then, defining Y, Y as independent samples from (b, ,);p and Z, Z' as independent
samples from (b, )¢, we have

- wfp. )

Yy’
2
( (a+1Y,a+7Y")] + E[p(a+'yZ,a+’yZ’)])

MMD((bayy )i (bu ) = B [V, 2)] — 5 (B [o(F
=E[p(a++Y,a+~72)] %

= Bl(V,72)] ~ 5 (Blp¥,7Y")] + Bp(27,72"))

= Blp(v, 2)] - L (Blo(v, Y] + E[p(2, 7))
= 7“MMD;, (p, 9),

where the second step is a change of variables, the third step invokes the shift invariance of p, and the
fourth step invokes the homogeneity of p.

Thus, it follows that MMD,, ((ba ~)3p, (ba)zq) < 7¢/*MMD(p, q). O

We are now ready to prove the main result of this section.
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Theorem 2 (Convergent MMD dynamic programming for the multi-return distribution function). Let
K be a kernel induced by a semimetric p on [0, (1 —v) ™! Ryax|? with strong negative type, satisfying

1. Shift-invariance. For any z € R%, p(z 4+ y1, 2 + y2) = p(y1,y2).

2. Homogeneity. For any v € [0,1), there exists ¢ > 0 for which p(~yy1,vy2) = vp(y1, y2)-
Consider the sequence {n,,} ., given by ni41 = T " ny. Then n — n™ at a geometric rate of v¢/?
in MMDy, as long as MMDy (19, n™) < C < oo.

Proof. We begin by showing that the distributional Bellman operator 7™ is contractive in MMD,.

We have
MMD, (T"m, T n2) = sug MMD (T"m (x), T™n2(z))
e
= sup MMD, ( E [ )m@)], B [(br(mm)u%(x")])-
rex 2/~ PR (1) 2/ P (|2)

We apply Lemma 6 withZ = X and T' = P™(- | x), yielding
MMD/&(Tﬂ—nlvTﬂ—nQ) < sup sup MMDH ((br(:v),'y)ﬁnl (:C/)v (br(x),'y)ﬁnQ(x/)) .
zeX ' eX
Next, invoking Lemma 7 with the shift-invariance and c-homogeneity of «, we have
MMD,.(T™ 1, T 1) < 4/ sup sup MMD,, (1(2”), 12 ("))
zeX z'eX

_ pyc/2 Sug MMD,, (7]1 (l’), 772($))
S

= y*/2MMD,, (1, 12)-

It follows that MMD, (x41,7™) < ¥/*MMD, (T ™k, T™n™) = ~*/>MMD,. (T "1, n™), since
n™ is a fixed point of 77. Continuing, we see that MMD,. (7, n™) < 7*¢/2MMDy (19, n") <
ykel2C € O(v*¢/?) < o(1). Since MMD, is a metric on P([0, (1 — v) "' Rpax]?)¥ for any
characteristic kernel «, it follows that 7, approaches ™ at a geometric rate. O

B.2 EWP Dynamic Programming: Section 4

In this section, we provide the proof of Theorem 3. To do so, we prove an abstract, general
result, regarding any projection mapping that approximates the argmin MMD projection given in
Equation (4).

Proposition 1 (Convergence of EWP Dynamic Programming). Consider a kernel satisfying the
hypotheses of Theorem 2, suppose rewards are globally bounded in each dimension in [0, Ry.x), and

let {H&,’ﬁn}kzo be a sequence of maps 11 : P([0, (1 — v) "  Rinax]))™ — Cuwp.m satisfying
MMD, (TI), n)(x), n(x)) < f(d,m) < oo Vk >0, 6)

Then the iterates () k>0 given by N1 = H,(J%T“nk with MMDy (no,n™) = D < oo converge
to a set Niyp.. C B(n™, (1 —~/*)71f(d,m)) in MMD,,, where B denotes the closed ball in
MMD,.,

B(n.R) = { € P(R")* : MMD,(,/) < R}

Proof. Let Ay, = MMD, (1, n™). Then we have
Ay = MMD, (1), T -1, T™17)
< MMD,.(II¥), 7™ n—1, T 1) + MMD (T "1, T™")
< f(d,m) + /> NMMD, (1 -1, 7")
S A < fdym) + 7P,
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where the first step invokes the identity that ™ is the fixed point of 7™ (which is well-defined by
Theorem 2), the second step leverages the triangle inequality, and the third step follows by the
definition of f(d, m) and the contractivity of 7™ established in Theorem 2. Unrolling the recurrence
above, we have

MMD. (1, ™) = A < y*200 + f(d,m) > 772
1=0
f(d,m)

= rka/2D + 1 —e/2’

As such, as k — oo, we have that

B (.= fldm)\Y _
kliﬂgo MMD, <77k,B (77 am =0,
proving our claim. U

Proposition 1, despite its simplicity, reveals an interesting fact: given a good enough approximate
MMD projection II,. ,, in the sense that f(d, m) decays quickly with m, the dynamic programming
iterates (7 ),>0 will eventually be contained in a (arbitrarily) small neighborhood of ™. The next
result provides an example consequence of this abstract result, and establishes that m € poly(d) is
enough for convergence to an arbitrarily small set with projected distributional dynamic programming
under the EWP representation.

Finally, we can now prove Theorem 3, which we restate below for convenience.
Theorem 3. Consider a kernel k induced by the semimetric p(x,y) = ||z — y||3 with o € (0,2),

and suppose rewards are bounded in each dimension within [0, Ryax|. For any ng such that

MMDy (n0,7™) < D < oo, and any § > 0, for the sequence (ny),>o defined in Equation (5),
with probability at least 1 — 6 we have

_ de/2 Re |x|6—t
MMD, (nx,7") € O max 1 .
o) €0 (G 5 o (fogs )
where 111 = BootProjp ). and K = [%], and where O omits logarithmic factors in m.

Proof. Foreach x € X and k € [K], denote by &, j, the event given by

2d*/? R 4d°/? R log 6’1
max + max

(I =7)*ym (I =)*ym

for ' > 0 a constant to be chosen shortly. Moreover, with & = N, x)c x x[K]Ex, k> 1t holds that

under £, MMD,(BootProjg . mx, T™nx) < f(d,m;d") for all k& € [K]. Following the proof of
Proposition 1, we have that, conditioned on &,

Euk = {MMDK(BootPron,mnk(x),T”nk(:(:)) < =: f(d,m;(S’)},

_ d,m; ¢’
MMD,. (nx,n™) < +**/°D + f(ia/z,)
1—n
2d°/2R%,. f(d,m;d")

< .
Sy 1= el

Now, by [TSM17, Proposition A.1], event &, ;, holds with probability at least 1 — &', since each
(BootProjy ,,,mx ) (z) is generated independently by sampling 1 independent draws from the distribu-
tion 7 ™ny,. Therefore, event £ holds with probability at least 1 — |X'|K¢’. Choosing ¢’ = ¢/(|X|K),
we have that, with probability at least 1 — 9,

— 2d*/? RS 1 2d*/? R
MMDy; (nk,n") < = 4+ max_ (1 4+ 2log(|X|K6 !
(i) S Ty T (e (1 21O8IFIO)

2d“/? R 2d*/? R < logm
< max max 1+2log(X <1+ >61>).
1 )aym T (4o (1 - y)aym I fogye

101315 https://doi.org/10.52202/079017-3212



As such, there exist universal constants Cy, C; € R such that

- da/QRa logm
MMD.,. (1150, 7") < C max 1+2log (4] ( 1 5
(77K n ) = 1(1 _,Ya/Q)(l _7)04 /m. ( +2log <| | < + logv_“) )>
de/2 Re logm
<C max 1 X 1 1 571 14
= 0(1_7(1/2)(1_7)@ /m (0g| |+ Oglog,y_a+ 0og > (14)

o d*/?R%, . o |X6—t o
e m | .
O(1—42/2)(1 —y)oy/m & logy—« s

Corollary 1. For any kernel k satisfying the hypotheses of Theorem 3, and for any g € Cuwp,m for
which MMD, (110,7™) < D < oo, the iterates ny+1 = Ugwp . T "1k converge to a set niyp . C
CEwP,m, where

O

m C E T 6da/2R?rélax
NEWP,x m (1 —~7/2)(1 —~)oy/m )

Proof. Proposition 1 shows that projected EWP dynamic programming converges to a set with
radius controlled by the quantity f(d, m) that upper bounds the distance f(d, m) between 7 () and

Hg;)nnk (z) at the worst state x. In the proof of Theorem 3, we saw that with nonzero probability,

. L. . /2 po . .. P
the randomized projections satisfy f(d, m) < %. Thus, there exists a projection satisfying
this bound. Since the projection Ilgyyp , is, by definition, the projection with the smallest possible

f(d, m), the claim follows directly by Proposition . O

B.3 Categorical Dynamic Programming: Section 5

Lemma 1. Let & be a kernel induced by a semimetric p on [0, (1 — ) ™! Ryax]? with strong negative
type (cf. Theorem 1). Then Hgﬁ is well-defined, Ran(Hgm) C 6r, and Hgﬁ\cgn =id.

Proof. Firstly, note that Ag(,) is a bounded, finite-dimensional subspace for each z € X'. Thus,
AR (z) is compact, and by the continuity of the MMD, the infimum in (7) is attained.

Following the technique of [SZS™08], we establish that Hgm can be computed as the solution to a
particular quadratic program with convex constraints.

Let K € RY®>N(®@) denote a matrix where K; ; = r(£(x)s, &(x);). Since & is a positive definite
kernel when & is characteristic [GBR ' 12], it follows that K is a positive definite matrix. Then, for
any 0 € P([0, (1 — 7) 7! Rpax]?), we have

arginf MMDy (p, 0)
PEAR (2)

= arginf MMD?(p, o)
PEAR(2)

beRN ()

= arginf Z Z pipjr(§(x)i, E(x);) — 2 Z pi//i(f(x)i,y)g(dy) +M(k, R, 0)

PEAR®G) | =1 j=1

= arginf {pTKp — 2pr} ,
PEAR (2)
where M (k, R, o) is independent of p, so it does not influence the minimization. Now, since K is

positive definite (by virtue of x being characteristic) and A ) is a closed convex subset of RN@® it
is well-known that there is unique optimum, and the infimum above is attained for some p* € A (y).

Therefore, Hg .. 1s indeed well-defined, and its range is contained in Hg ..» confirming the first two
claims. Finally, since I_IZ%,_i is well-defined and since MMD,; is nonnegative and separates points,
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HSK must map elements of Ag . to themselves — this is because MMD, (p, p) = 0 for the kernels
we consider. O

Lemma 2. Under the conditions of Lemma 1, Hgﬂ is a nonexpansion in MMD. That is, for any
2 € P[0, (1 = 7) 7! Rimax] )™, we have MMD,. (I .1, ITE, 712) < MMDyc (11, 772).

Proof. Fix any x € X and denote M (x) = {, € H : p € Ag(y)}, where H is the RKHS induced
by the kernel « and 11, denotes the mean embedding of p in this RKHS. It is simple to verify that

P > 1 is linear: for any p, ¢ € P(R?) and o, 3 € R, for all f € H with || f|| = 1 we have

ottapiia) = [ £@)lon+Badn) = [ fwipta) +5 [ 1w

= <a7 Qftp + ﬂﬂq>a
which implies that jiap1 54 = app + Bpig. As a consequence, M (z) inherits convexity from Az ().

We claim that M (z) is closed as a subset of . Since p — f,, is an injection [GBR " 12], by Lemma
1, since there is a unique ¢ € Ag ;) minimizing MMD(p, ), there is a unique 14 € M (x) attaining
the infimum ||, — p4]| over M (z). Let u € H \ M(x). Then there exists 1, € M (x) such that
g — pll = infyeprra) | — v|, and since g # p, it follows that inf, ¢ pr(qy [[v — pl| = € > 0.
Since this is true for any 1 ¢ M (), it follows that H \ M (z) is open, so M () is closed.

We will now show that n(x) — HC .N(x) is a nonexpansion in H. Let 11,72 € @r, and denote by
pu1 (), p2 () the mean embeddings of 7y (), 72 (). We slightly abuse notation and write TIF , u; (2)

to denote the mean embedding of IIF , 7;(x). Since M (x) is convex, for any i(z) € M (x) and
A € [0,1] we have

MMD,, (1 (2), I m (2))? = ||pa (x) — TE o pa () ||
< lpa(x) = (@) + (1= VI (2)) ]|
= ||pa(z) = T o1 (2) — A(u(x) — OE o (2))]]%.

Now, by expanding the squared norms and taking A | 0, since M (x) is closed we have
(@) = I o (@), 01 (2) = TIE o (2)) O Vea(2),e2(x) € M (x)
. <Hg,KH2(x) - :LLQ(‘T)7HC,K#2( ) - 1’2( )> <0,

where the second inequality follows by applying the same logic to ps(x). Choosing ¢1(z) =
Hg’mug(x), to(x) = Hg’mul(x) € M (x) and adding these inequalities yields

(m1(x) = pa(e) + (UE o (@) = IE o (2)), TE, pia () — TE o () < 0.
Expanding, we see that
MMD,. (IIF . (), IE  n2(2))* = |UF pia(w) — O i ()]
< (pa(x) — (@), IE o pio () = TIE o ()
< o (@) = g (@) [ITE o) — TE oo ()|
= MMD,, (11 (), n2(2))MMD,, (TIE i1 (), TIE, .2 ()
- MMD, (TIE 1 (), TIE, 12 () < MMDy (1 (), 72 (),

confirming that 7)(z) — IIF . n(x) is a non-expansion. It follows that

MMD, (1§ .1, I .12) = sup MMD (01 (), n2(z))
S

< sup MMDy, (1 (2), n2(z))
reX

= MMDK(’Ih,ng).

101317 https://doi.org/10.52202/079017-3212



Corollary 2. Let k be a kernel satisfying the conditions of Theorem 2. Then for any 19 € €, the
iterates {nk}zozl given by n41 = HgﬁT’rnk converge geometrically to a unique fixed point.

Proof. Combining Theorem 2 and Lemma 2, we see that
MMD,, (IIE . 7", 11§ . T™12) < MMD,(T™n1,12) < v*/*MMDy, (11, 772)

for some ¢ > 0. Thus, Hg,ﬂ"T is a contraction on (¢, MMD,,). If H is the RKHS induced
by k, we showed in Lemma 2 that ¢’z is isometric to a product of closed, convex subsets of .
Therefore, by the completeness of H, ¢ is isometric to a complete subspace, and consequently 6z
is a complete subspace under the metric MMD,;. Invoking the Banach fixed-point theorem, it follows
that HERT’T has a unique fixed point ¢ ., and 7, — 7¢, ,, geometrically. O

B.3.1 Quality of the Categorical Fixed Point

As we saw in our analysis of multivariate DRL with EWP representations, the distance between a
distribution and its projection (as a function of m, d) plays a major role in controlling the approxi-
mation error in projected distributional dynamic programming. Before proving the main results of
this section, we begin by analyzing this quantity by reducing it to the largest distance between points
among certain partitions of the space of returns.

Lemma 3. Let k be kernel satisfying the conditions of Lemma I, and for any finite R C R¢, define 11 :
P(R?) — Ag viaIlp = arginf o, MMD,.(p, q). Then MMD},(IIp, p) < inf pe 5, mesh(P; k).

Proof. Our proof proceeds by establishing approximation bounds of Riemann sums to the Bochner
integral p,,, similar to [VNO2]. Let P € &. Abusing notation to denote by IIp; the probability of
the ith atom of the discrete support under IIp, we have

MMDi(I% Ip) = HMHP - NPHQ

— H/n(~7y)ﬂp(dy) —/F»(-,y)p(dy)

2

2

b

> k(- z)Tp; — /Fa(-, y)p(dy)

i

where R = {z;}!"_, for some n € N. Since IIp optimizes the MMD over all probability vectors in
Ax, for ¢ € Ag with ¢; = p(6;) for the ith element of P, we have

2
MMDE (9. 11p) < |37 (- 200p(6,) - / w(-y)p(dy)

2

-1 /9 (-, 2) = K, ))p(dy)

< D2 sup [5(,31) = K(v2)lp(6:)
Y1,Y2€0;

[
<sup sup | I2.
0P y1,y2€06

K('ayl) - H('7y2)

It was shown by [SSGF13] that z ~— k(-, z) is an isometry from (R%, p'/2) to H, where # is the
RKHS induced by «. Thus, we have

MMDi(p,Hp) <sup sup p(y1,y2) = mesh(P;k).
0€P y1,y2€0

Since this is true for any partition P € &, the claim follows by taking the infimum over Z. [

We now move on to the main results.
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Theorem 4. Let x be a kernel induced by a c-homogeneous and shift-invariant semimetric p
conforming to the conditions of Theorem 2. Then the fixed point ng, ,. of Hg LT 7 satisfies

1
MMDy (n¢ ., n") < T ez SUP inf y/mesh(P;k). 9

Y2 pex PEPr(s)

Proof. The proof begins in a similar manner to [RBD " 18, Proposition 3]. Given that II%, is a
nonexpansion as shown in Lemma 2, we have

MMDy (n¢,.,n") = sup MMDy, (¢ . (z), 0™ ()
xE

< sup [MMD, (ng (), I& .0 (x)) + MMD,.(II§ 0™ (), 7" (x))]

< MMD,. (18, 1§ 0™ ) + MMD,.(II& ™, n")

(é MMDN (Hg,ﬁTﬂng,n7 Hg,ﬁTTrnﬂ-) + MMDN (Hg,mnﬂ'7 7777)

N

0 o

< MMD,(T™n¢ ., T™n") + MMD, (II& 1", ")
(c) 2N INATY 'ViVie N8 R

< ¥*/*MMD,(ng .. ") + MMD, (II§ 1", ™)

NMD (T T 1 NMD T T
- MMD (0 1) < 3=z MMD (I ™ 7).

where (a) leverages the fact that N, 1s the fixed point of 1_[7027,,67'7r and that ™ is the fixed point of

T, (b) follows since II¥ . is a nonexpansion by Lemma 2, and (c) follows by the contractivity of
T™ established in Theorem 2. Finally, by Lemma 3, we have

1
sup MMD,,(IT% 0™ (), 7" (z))

1 .
= W hev < m sup _ inf mesh(P; k).

m(ng,;i?nﬂ-) cXx PE@R( )

O

Finally, we explicitly derive a convergence rate for a particular support map under the energy distance
kernels.

Corollary 3. Let R(z) = Uy, where Uy, is a set of m uniformly-spaced support points on [0, (1 —
Y) " Rinax]). For k induced by the semimetric p(x,y) = |z — y||§ for a € (0,2),

1 d/ARSZ
MMD,(n% .,n™) < .
(Uc,m n ) (1 _ 7o¢/2)(1 _ ’7)0‘/2 (ml/d _ 2)a/2

Proof. We begin bounding mesh(P; k). Assume m = n? for some n € N. We consider a partition
P C Py, consisting of d-dimensional hypercubes with side length (1 — v) ! Rpax/(n — 1). By
definition of U,,,, it is clear that these hypercubes cover [0, (1 —7) ™! Rpax]? and each contain exactly
one support point. Now, for each § € P, we have

sup p(y1,92) < [y — (y+ (1 =) " Ruax/(n — DI||S
y1,Y2€0

where 1 is the vector of all ones, and y is any element in 6. Expanding, we have

J R 9 a/2
sup p(y1,y2) < (1 —7)"" (Z (nmwl() )

y1,Y2 €0 i—1

da/2Ra

max

== -1
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Since this bound holds for any 6 € P, invoking Theorem 4 yields

MMD, (n¢ .., n™) sup _inf mesh(P; k)

<
1- '70‘/2 zex PEPu,,

1 —
> m jgg mesh(P; Ii)

PR S d*/2Rg .
STy R\ =) —2)

1 /4 R
T A=) (n - 1)

1 i
T =)L =) (= 1)

1 d*/A Rl

T A== ) (i = 1)

If instead m € ((n — 1)¢,n4), we omit all but (n — 1)% of the support points, and achieve

1 d*/AR2
(= )1 =) (7] = 1)o7

MMD,(n¢ ., n") <

Alternatively, we may write

1 4o/ R2
(=7 =) (/A= 72

MMDy(n¢ 0, n") <

B.4 Categorical TD Learning: Section 6

In this section, we prove results leading up to and including the convergence of the categorical TD-
learning algorithm over mass-1 signed measures. First, in Section B.4.1, we show that MMD, is in
fact a metric on the space of mass-1 signed measures, and establish that the multivariate distributional
Bellman operator is contractive under these distribution representations. Subsequently, in Section
B.4.2, we analyze the temporal difference learning algorithm leveraging the results from Section
B.4.1.

B.4.1 The Signed Measure Relaxation

We begin by establishing that MMD), is a metric on M*())) for spaces ) under which MMD,, is a
metric on P(Y).

Lemma 4. Let s : Y x Y — R be a characteristic kernel over some space ). Then MMD,, :

MY Y) x MYY) — Ry given by (p,q) — ||y — pqll defines a metric on M (Y), where p,,
denotes the usual mean embedding of p and H is the RKHS with kernel k.

Proof. Naturally, since MMD,, is given by a norm, it is non-negative, symmetric, and satisfies the
triangle inequality. We must show that MMD, (p,q) = 0 <= p = q. Firstly, it is clear that
MMD,,(p, p) = 0 by the positive homogeneity of the norm. It remains to show that MMD,(p, ¢) =
0 = p=gq.

Let p # q € M*(Y). For the sake of contradiction, assume that MMD (p, ¢) = 0. We will show
that this implies that MMD, (P, Q) = 0 for a pair of distinct probability measures, which is a
contradiction since MMD,, with characteristic « is known to be a metric on P(}).

By the Hahn decomposition theorem, we may write p = p™ — p~ for non-negative measures p+, 5.
Therefore, for some a € R, we may express

p=(a+ 1)p+ —ap~
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where p™,p~ € P()). Likewise, there exist b € R and probability measure ¢, ¢~ for which
q=(b+1)g" — bg~. Since MMD,,(p, ¢) = 0 by hypothesis, and by linearity of p — u,,, we have

0= [lup — pglln
= H(a+ 1)/1'10+ — aly- +b,uq* - (b+ 1):uq+H7'l
= H(a + 1)/‘1)* + b/‘q* - (a:up* + (b + 1)Nq+>||7-l

‘(Aﬂw + (1~ A)uq> - (A’up +(1- /\’),uq+>

= (a+ b+ Dllpr = polln,

where P = ApT + (1 — A)g” and Q = M'p~ + (1 — X )g™ are convex combinations of probability
measures, and are therefore probability measures themselves. So, we have that

AT =NpT =1 - XN)g" = (1= Ng~
(a+1)A\pT —ap™ = (b+1)g" —bg~
S.p=q,

A= a+1 \ a

= b+1
(a+b+1) a+b+1’ a+b+1

which contradicts our hypothesis. Therefore, MMD, (p,q) = 0 <= p = q for any p,q € M'(D),
and it follows that MMD,, is a metric. ]

Next, we show that the distributional Bellman operator is contractive on the space of mass-1 signed
measure return distribution representations.

Lemma 5. Under the conditions of Corollary 2, the projected operator H§C7KT" PSR — SRS
affine, is contractive with contraction factor v°/2, and has a unique fixed point N3C k-

Proof. Indeed, TI%; . is, in a sense, a simpler operator than IIF . Since M'(R(x)) is an affine
subspace of M! (Rd), it holds that ch,n is simply a Hilbertian projection, which is known to be
affine and a nonexpansion [Lax02]. Moreover, since 7™ acts identically on M*(R?) as it does on
P(RY), it immediately follows that 7™ is a /2-contraction on M*(R?), inheriting the result from
Theorem 2. Thus, we have that for any 11,12 € SR,
MMD, (1% . 71, U . T™n2) < MMD,.(T™n1, T n2)
< /*MMD,. (11,72

confirming that the projected operator is a contraction. Since MMD,, is a metric on M (R(z)) for
each x € X, it follows that MMD,, is a metric on .#%. The existence and uniqueness of the fixed
point 73 ,, follows by the Banach fixed point theorem. 0

Finally, we show that the fixed point of distributional dynamic programming with signed measure
representations is roughly as accurate as 7¢% ,..

Theorem 5. Under the conditions of Lemma 5, we have that

1. MMDN(U§C7H,7)”) < 1*7%/2 Sup,ey infpezy ., mesh(P; k), and
2. NN (I, 1 1™) < (14 1Ly s,y inf e g, /mesh (P 1)

Proof. Since ch,ﬁ is a nonexpansion in MMD,; by Lemma 5, following the procedure of Theorem
4, we have

MMD,. (n3¢ ., 1™) < MMD,. (II& 0™ n™).

1— 70/2

Note that IT5 ,.#™ identifies the closest point (in MMD5) to n™ in . := [, c, M'(R(z)) and

Hgynn” identifies the closest point to ™ in € := [[,c» Ar(s)- Since it is clear that ¥ C SR, it
follows that

MMDy (n§c ., ") < > MMD,. (IT§ . 7™, ™).

lf’yc/
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The first statement then directly follows since it was shown in Lemma 3 that MMD,, (HC DNT) <
sup ¢y infpe oy, mesh(P; k).
To prove the second statement, we apply the triangle inequality to yield
MMD, (11§ . 73c, > 7™) < MMD,(IIE 18 s, TIE ™) + MMD,. (IIE .7, ")
< MMDy (15,5, 0™) + MMD, (IIE 0™, ™),
where the second step leverages the fact that Hgﬁ is a nonexpansion in MMD,, by Lemma 2.
Applying the conclusion of the first statement as well as the bound on MMD,, (Hgﬁnn“, n™), we have
1

MMD,, (1T nZ < —— su f  \/mesh(P; f h(P;
( C,kNsc,kr M ) < 1 o2 meEPelugR(z mesh( H)+;EEPEIBI’}R(I mesh(P; k)

1
=14 ——— inf h(P: k).
( " 1—W> SUP pelpL,,, VMesh(PiR)

B.4.2 Convergence of Categorical TD Learning

Convergence of the proposed categorical TD-learning algorithm will rely on studying the iterates

through an isometry to an affine subspace of [] R () This affine subspace is that consisting of
the set of state-conditioned “signed probability vectors”. We define R} as an affine subspace of R"

for any n € N according to
R?{vGR”:Zvil}. (15)

=1

We note that any element 7 of .77 can be encoded in [T . » Riv(w) by expresing 7(z) as the sequence
of signed masses associated to each atom of R(x). In Lemma 8, we exhibit an isometry Z between

Srand[[, .+ R N(‘)
Lemma 8. Let x be a characteristic kernel There exists an affine isometric isomorphism I between
R and an affine subspace [, » R (cf (15)).

Proof. Since k is characteristic, it is positive definite [GBR"12]. Thus, for each z € X, define

K, € RN@>XN@) aecording to

N(x
(Ke)ij = wlzz)  R(@) = {a)il -
Then each K is positive definite since « is a positive definite kernel. Let p,q € A (), and define
P e RY®@ and Q € RV® such that P; = p(z;) and Q; = ¢(z;). Then, we have

MMDi(p, q) = ||Np - Nq“%—t

N@) N@) ?
= Z k(v zi)p(2i) — Z H(Wzl)CJ(Z
i=1 i=1 2’
= <Z k(s i) (p(2i) — q(2:)) Z q(zj))>
i=1 j=1 "
N(z) N(z)
=D D (p(zi) = az))(p(z5) = a(z)r (=i, 2)
i=1 j=1
=(P-Q) K.(P-Q)
=P -Ql%,-
Since K, is positive definite, || - ||x, is a norm on RM®.  Therefore, the map Z!

(AR(z), MMD,) — RN || - |lk,) given by Z1(p) = P is a linear isometric isomorphism
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onto the affine subspace of RY®) with entries summing to 1, which we denote Rf] . Moreover,

since (Riv(w), Il - llx,) is a finite dimensional Hilbert space, it is well known that there exists a
linear isometric isomorphism Z2 : (RN || - [|x.) — RY™ with the usual Z? norm. Thus,
I, = I:1; : (Ar(z), MMD,) — RY™ is a linear isometric isomorphism. Consequently, it
follows that Z : (6, MMD,,) — [[,cx RY™ given by T = (TLex RV |- [l2,00) is a linear
isometric isomorphism, where ||v]|2,00c = Sup ¢y [|v(2)]|2. O

Lemma 9. Define the operator U™ : ] Riv(w) — laex Ri\](m) byUu™ = IN%, T"17,
where T is the isometry of Lemma 8. Let {U,},-, be given by U, = Ty, where {n},-, are
the dynamic programming iterates 1My4+1 = ch’HT”m. Then Uyy1 = UTUy. Moreover, U™ is
contractive whenever H?C’KT’T is, and in this case, Uy — U™*, where U™ is the unique fixed point of
ur.
Proof. By definition, we have
Ut+1 =Tt
= I(Hg,nTﬂ-nt)
=I1g . T (I 'Uy)
= uﬂ— Ut,
which proves the first claim. Moreover, for U; = Zn; and Uy = Zn9, we have
L™ Ur = UTUsly o = || ZE T = THE T2,
= MMD, (Hg,ﬁTﬂnlﬂ Hg,nTﬂ-WZ)?
where the second step transforms the || - ||2 oo to MMD,, since Z is an isometry between those metric
spaces. Therefore, if Hg}KT ™ is contractive with contraction factor 5 € (0, 1), we have
[U™Uy —UT Vs, o, < BMMDy(11,72)
= BIZm — In2llz o
= B|U1 — Ually o »

so that Y™ has the same contraction factor as Hg .7 7. Consequently, by the Banach fixed point

theorem, U™ has a unique fixed point U* whenever H&Q’T7r is contractive, and Uy — U™ at the same
rate as gy — n”. O

The main theorem in this section is that temporal difference learning on the finite dimensional
representations Z (7)) converges.

Proposition 2 (Convergence of categorical temporal difference learning). Let {U;},o;, C

[Lcx lev(x) be given by Uy = In;, and let k be a kernel satisfying the conditions of Theorem 2.

Suppose that, for each x € X, the states {Xt}fi 1 and step sizes {ozt}fi 1 satisfy the Robbins-Munro
conditions

o0 o0
Zatl[Xt:x] =00 Za?l[xt:m] < 00.
t=0 t=0

Then, with probability 1, U, — U*, where U™ is the fixed point of U™.

The proof of this result as a natural extension of the convergence analysis of Categorical TD Learning
given in [BDR23] to the multivariate return setting under the supremal MMD metric. The analysis
hinges on the following general lemma.

Lemma 10 ([BDR23, Theorem 6.9]). Let O : (R")* — (R™)* be a contractive operator with
respect 1o || - ||2,00 with fixed point Z*, and let (Q, F,{Fy},—, , P) be a filtered probability space.
Define amap O : (R™)* x X x Q — (R™)¥ such that
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Ep [@(Z, X, w) ‘ X = x} = (02)(x). (16)

For a stochastic process {y,} 1., adapted to {Fj,} o with & = Xi @ wy, consider a sequence
{21}, C (R™)™ given by

7)

Zor () = 4 1~ k) Zi(z) + O (Zi, Xpowi)(x) Xy =a
t Z(x) otherwise

where {ay } -, is adapted to {F, } -, and satisfies the Robbins-Munro conditions for each x € X,
o0 oo
Zakl[Xt:I] = 00, Z ail[Xt:x] < Q.
k=1 k=1

Finally, for the processes {w(x), },_ where w(z);, = (@(Zk,Xk,wk) —(0Z)(Xe)x,=a)s
assume the following moment condition holds,

Ep [[lw(@)el® | Fi] < C1+ Coll Zi3, (18)
for finite universal constants C1, Cs. Then, with probability 1, Z; — Z*.

The operator O of Lemma 10 will be substituted with /™, governing the dynamics of the encoded

iterates of the multi-return distribution. The stochastic operator O will be substituted with the
corresponding stochastic TD operator for ™, given by

~ I(HR (bR ) I_lU(l‘Q)) ($1) r1 =
U R _ SC,k Re ! 19
Ur(U, 1, (R, 2)) () {U(x) otherwise. (19)
This corresponds to applying a Bellman backup from a stochastic reward R and next state x, followed
by projecting back onto .#%, and applying the isometry back to [ . » Riv(‘”).

Proof of Proposition 2. Let n = max,cx N(z). Note that for any m < n, R"™ can be isometrically

embedded into R" by zero-padding. Thus, J] . » Riv('r) can be isometrically embedded into (R}),
so without loss of generality, we will assume that N (z) = n.

Define the map U™ : (R?)* x X x (R? xX) — (R})* according to

I (br I U(22)) (1) 71 =2

2
U(x) otherwise 20)

@ (U, 21, (R.22))) (@) = {

Then, defining AU = U™ (U, Xy, (Ri, X})) with (X, Ay, R, X},) = Ty, ~ P as in (11), we have
U 1(2) = (ZT "711) (@)
=T (11, =) 180 (DRy 1 )87k (X)) + 11x, 00Tk ()
= 11x, =) T (bR, )8k (X7) + 1ix, 20) Uk ()
= (UL Uy)(x).

Note that, since ch,ﬁ is a Hilbert projection onto an affine subspace, it is affine [Lax02]. Conse-

quently, U™ is an unbiased estimator of the operator ™ in the following sense,
Ep [ (U, Xp, (Ris X1)) | X = 2| = Ep [THE (b, )i T U(X})]

= IUEe Ex;mpn (o) [(bray i U (X))
= INg, ,, T"T'U(x) = (U™U)(x),
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where the first step invokes the linearity of 1'[SC ..» the second step invokes the linearity of the isometry
T established in Lemma 8 and the third step is due to the deﬁn1t10n of T7. As aresult, we see that the

conditions (16) and (17) of Lemma 10 are satisfied by U™, the iterates {Ui},2,. and the step sizes
{ag }r ;. Moreover, for wy,(z) defined by

wi(2) = (A7 (Uk, X, (Ri X1)) = U7V (X)) L,

we have |Jwg ()| < C1 + Cs||U(z)||* for universal constants Cy, Co—this is shown in Lemma 11.
As such, the condition of (18) is satisfied.

Finally, since ™ inherits contractivity from IT%, , 7™ as shown in Lemma 5, we may invoke Lemma
10, which ensures that U, — U with probablhty 1 where U = U™ U is a unique fixed point. O

Theorem 6. For a kernel r induced by a semimetric p of strong negative type, the sequence {ﬁt}z1
given by (11)-(13) converges to ngc . with probability 1.

Proof. By Proposition 2, the sequence {U, },-, with U; = Zn, converges to a unique fixed point U
with probability 1. Note that

U* — uﬂ U*
Ifl U* _ 71u7TU*
M50, T (Z71U).
Therefore, Z~'U* is a fixed point of IT%, 7. Since it was shown in Lemma 5 that IT%, , 7™ has a

unique fixed point, it follows that Z~'U* = 3., .. Since Z is an isometry, 7y = Z~'U; — Z~'U*
with probability 1, so indeed 7; — n3c,,, With probability 1. O

To conclude, we prove Lemma 11, which was invoked in the proof of Proposition 2.

Lemma 11. Under the conditions of Proposition 2, it holds that for any x € X and U €
H$e)( RN(f)fl’

B v - e w00 ] < o v

for finite constants C1,C5 € R.

Proof. Since 7 is an isometry, we have that

v~ W, )| = M7 0@) = e ()T ) )]

where H is the RKHS induced by the kernel x. Moreover, since H§C7n is a nonexpansion in || - || as
argued in Lemma 5, we have that

B [fre0- s e
< BT T U@ = (r )T U0) @)

<2 U@ B2 B [(Gr) I U0) @]

A
B

Proceeding, we will bound the terms A, B. To bound A, we simply have
AT Z7U () = 0™ (@) 13, + In" ()13,
<A PITU () =07 (@)l3 + " (@) 13,
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where we invoke the contraction of 4™ in MMD,, from Theorem 2. Note that ™ (z) € P([0, (1 —
)"t Rimax]9), so it follows that ||n™ 13, < D; 1 for some constant D1 1 since the kernel & is bounded
in compact domains. Expanding the norm of the difference above yields

A< (L+77)Diy + Dio|T7U ()|} = (1 +5%) D1y + Di2||U ()|
for a finite constant D 2, again invoking the isometry Z in the last step.

Our bound for B is similar. Choose any =’ € supp P™(- | ). We consider the operator T
P[0, (1 =)' Rmax]?) = P([0, (1 =)~ Rmax]?) given by

(Tern)(z) = (br(),,)gm(’).
This operator is a contraction in MMD,,, and correspondingly has a fixed point 77,. To see this, we

note that T, is simply a special case of U™ for the case P (- | #) = §,/, so the contractivity and
existence of the fixed point are inherited from Theorem 2. Proceeding in a manner similar to the
bound on A, we have

|2 U6 @) = [Tz @)

~ 2
< ||z 0@ - na |, + Ine @),

<AL () = |2 + e ()12
< (1472)Dyy + Dos||U(z)|?

where the final step mirrors the bound on A. Therefore, we have shown that

[Hw — U™ (U, z, )@ }
)(NP"r

< 2(1 +92)(D11 + D21) + (D1 + D2,2)||U($)||2,

completing the proof. O

C Memory Efficiency of Randomized EWP Dynamic Programming

In Section 4, we argued for the necessity of considering a projection operator in EWP dynamic
programming. While we provided a randomized projection, Theorem 3 requires that we apply
only a finite amount of DP iterations. Thus, one might ask if, given that we apply only finitely
many iterations, the naive unprojected EWP dynamic programming can produce accurate enough
approximations of ™ without costing too much in memory.

In this section, we demonstrate that, in fact, the algorithm described in Theorem 3 can approximate
7™ to any desired accuracy with many fewer particles. Suppose our goal is to derive some 7 such that

MMDy (n,n") < €

for some € > 0. We will derive bounds on the number of required particles to attain such an
approximation with unprojected EWP dynamic programming (denoting the number of particles
Munproj) as well as with our algorithm described in Theorem 3 (denoting the number of particles 1 pro;.
In both cases, we will compute iterates starting with some 19 € Cawp,mn With MMD,. (19, 7™) <
D < oo. For simplicity, we will consider the energy distance kernel with o = 1.

The remainder of this section will show that the dependence of the number of atoms on both € and
|X'| is substantially worse in the unprojected case (that is, Mproj << Munproj fOr large state spaces or
low error tolerance). We demonstrate this with concrete lower bounds on 17npr0; and upper bounds
on Mproj below; note that these bounds are not optimized for tightness or generality, and are instead
aimed to provide straightforward evidence of our core points above.

We will begin by bounding mynproj. In the best case, 7o (x) is supported on 1 particle for each . If
any state can be reached from any other state in the MDP with non-zero probability, then applying
the distributional Bellman operator to 1y will result in 7, (z) having support on |X| atoms at each
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state « (due to the mixture over successor states in the Bellman backup). Consequently, the iterate
ni(2) will be supported on | X |* atoms. Since MMD,. (1, n™) < v/2D by Theorem 2, we require

x> 2log(D/e)
— log~y~l
to ensure that MMD,;(nx,n™) < e. Thus, we have

2log(D/€)
=1
MMunproj > |X| log v .

On the other hand, the following lemma bounds m,.;; We prove the lemma at the end of this section.

Lemma 12. Let ny,,,,; denote the output of the projected EWP algorithm described by Theorem 3
With m = My particles. Then under the assumptions of Theorem 3 and with the energy distance

kernel with o = 1, MMD (1m,,,;, 1) < € is achievable with
dR? 11 1
Mproj € © <€2 oo polylog (, -, 1X|,d, Rmax, )) . (21)
proj (1_\5)2(1_7)2 'S | X 1— /A

For any fixed MDP with | X| > 4 and v > 1/2, we have that

loge™! log D
Munproj = €XP (2 log |X|loggy1) exp (2 log |X| g )

logy~!

log D _glog|X|
€ “logny—1

logy~1

= exp <2 log | X|
c Qe
since D > 0 and does not depend on e. Meanwhile, we have myo; € O (e ?polylog(e~!)) by Lemma
12, indicating a much more graceful dependence on e relative to the unprojected algorithm.
On the other hand, for any fixed tolerance ¢ < vD, we immediately have
Munproj € Q(‘X|2)
Mproj € O(d - polylog(d, | X1)).
In the worst case, we may have d € ©(|X|) (any larger d will induce linearly dependent cumulants).
Thus, we have
Moy [O(X]7) d€w(l)
o(1X[72) deo(),

MMunproj

so the projected algorithm scales much more gracefully with | X'| as well.

Proof of Lemma 12

Finally, we prove Lemma 12, which determines the number of atoms required to achieve an e-accurate
return distribution estimate with the algorithm of Theorem 3.
Lemma 12. Let ny,,,; denote the output of the projected EWP algorithm described by Theorem 3
With m = Mo particles. Then under the assumptions of Theorem 3 and with the energy distance
kernel with o = 1, MMD . (0i,,,,;, ™) < € is achievable with

dR? 11 1
-2 max lylog ( =, <, X, d, Rinax, ——= ] | - 21
my Je@<e (1_ﬁ)2(1_7)2poyog<6,5,| ,d, R ’1—ﬁ>> 2D

Proof. Note that, by Theorem 3, increasing m,r; can only decrease the error € as long as mpro; > 1.
Therefore, as shown in (14) in the proof of Theorem 3, there exists a universal constant Cy > 0 such
that

Cpt 4/ R o <| [ ) +1o (22)
€:= Moroi | -
O S (1—~72)(1 =)o | 8 \logy—@ & Mproj

c1 c2
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Now, we write c3 = Cycica, cs = Cocr, and u 1= | /Mproj, yielding

2

cs log u

€E=—+c¢C4
U

log u

C3
= =4 2¢4
u u

Then, after isolating the logarithmic term and exponentiating, we see that

U€e — c3
U = exp 5 .

We now rearrange this expression and invoke the identity T (z)e"V'(*) = 2 where W is a Lambert
W -function [CGHT96]:

ue3/?% exp <_2ue> =1

Cq
U€ U€e e=C3/2¢ca¢ e=c2/2¢
——exp|l—— ) =— = —
264 204 264 264
. e2/2¢ ue
cLozet = — Z = ——.
264 264

There are two branches of the Lambert WW-function on the reals, namely W, and W_;. These two
branches satisfy Wy (ze*) = z when z > —1 and W_;(z¢*) = z when z < —1. In our case, we know
that z is negative, and it is known [CGH'96] that |W,(2)| < 1 when 2z € [—1,0]. Consequently,

when z > —1, we have |%| < 1, and substituting mpro; = u?, we have

4 2
Mproj < % when z > —1. (23)

On the other hand, when z < —1, we have

e—2/2¢
—W_, (-
z ! ( 204 >
UE e~c2/2¢
——=W_ |-
264 ! ( 264 >

40421 9 e—c2/2¢
L. mproj = ?W—l — 264 ; z § 71

Since it is known [CGH 96, Equations 4.19, 4.20] that W2, (%) € polylog(1/%), incorporating
(23), we have that

402 c2/2 —1
< — max (1, polylog(cse®/ e ))

2
4C2dR? 11 1
< max lyl =, =X d, Rmax, ———— | -
—(1_\ﬁ)2(1_7)262p°y°g 675v| |, d, Rma T

The upper bound given above will generally not be an integer. Howevever, increasing 1,0 can only
improve the approximation error, as shown in Theorem 3 since log m/\/m decreases monotonically
when m > 7. So, we can round mp; up to the nearest integer (or round it down when m < 7)
incurring a penalty of at most one atom. It follows that the randomized EWP dynamic programming
algorithm of Theorem 3 run with m,,; given by (21) produces a return distribution function 7,

for which MMD (7,5, 1") < €. O

https://doi.org/10.52202/079017-3212 101328



Table 1: Certificate that Hgﬁ is not affine

Supportpoint £ € R | ¢1(§) q2(§)
0,0)

( 0 0
(0,1) 0 0
(0,2) 0 0
(0,3) 0 0
(1,0) 0 0
(1,1) 0.1999 | 0.2057
(1,2) 0.1999 | 0.1959
(1,3) 0 0
(2,0) 0.0937 | 0.07957
(2,1) 0.2062 | 0.2413
(2,2) 0.1999 | 0.2026
(2,3) 0 0
(3,0) 0.0937 | 0.0787
(3,1) 0.0063 0
(3,2) 0 0
(3,3) 0 0

D Nonlinearity of the Categorical MMD Projection

In Section 6, we noted that the categorical projection HgN is non-affine. Here, we provide an explicit
example certifying this phenomenon.

We consider a single-state MDP, since the nonlinearity issue is independent of the cardinality of
the state space (the projection is applied to each state-conditioned distribution independently). We
write R = {0, ...,3}2, and consider the kernel  induced by p(z,y) = ||x — y||o—this resulting
MMD is known as the energy distance, which is what we used in our experiments. We consider two
distributions, p1 = d[1.5,1.5) and p2 = [2.5,0]-

We consider A = 0.8 and compare ¢ = IIF . (Ap1 + (1 —\)p2) with g = AIE , p1 + (1= N)IIE , po.,
and we note that g; # go; confirming that HEK is not an affine map. The results are tabulated in
Table 1, with bolded entries depicting the atoms with non-negligible differences in probability under
a1, qz2.

E Experiment Details

TD-learning experiments were conducted on a NVidia A100 80G GPU to parallelize experiments.
Methods were implemented in Jax [BFH™ 18], particularly with the help of JaxOpt [BBC21] for
vectorizing QP solutions — this was helpful for computing the categorical projections discussed
in this work. SGD was used for optimization, using an annealed learning rate schedule (A;)xk>0
with A\, = k—3/5, satisfying the conditions of Lemma 10. Experiments with constant learning rates
yielded similar results, but were less stable—this validates that the choice of learning rate schedule
did not impede learning.

The dynamic programming experiments were implemented in the Julia programming language
[BEKS17].

In all experiments, we used the kernel induced by p(z,y) = ||z — y||2 with reference point 0 for
MMD optimization—this corresponds to the energy distance, and satisfies the requisite assumptions
for convergent multivariate distributional dynamic programming outlined in Theorem 2.

F Neural Multivariate Distributional TD-Learning

For the sake of illustration, in this section, we demonstrate that the signed categorical TD learning
algorithm presented in Section 6 can be scaled to continuous state spaces with neural networks. We
will consider an environment with visual (pixel) observations of a car in a parking lot, an example
observation is shown in Figure 4.
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Here, we consider 2-dimensional cumulants, where the first dimen-
sion tracks the x coordinate of the car, and the second dimension is
an indicator that is 1 if and only if the car is parked in the parking
spot. We learn a multivariate return distribution function with tran-
sitions sampled from trajectories that navigate around the obstacle
to the parking spot. Notably, the successor features (expectation of
multivariate return distribution) will be zero in the first dimension,
since the set of trajectories is horizontally symmetric. Thus, from )
the successor features alone, one cannot distinguish the observed ~Figure 4: Example state in the
policy from one that traverses straight through the obstacle! parking environment.

Parking Spot

Obstacle

Fortunately, when modeling a distribution over multivariate returns,
we should see that the support of the multivariate return distribution does not include points with
vanishing first dimension.

Lt

v
l9 Loss

LTt1

- P
P (br ) wn () [ H?C,m »m

n(Te41)

Figure 5: Neural architecture for modeling multi-return distributions from images.

To learn the multivariate return distribution function from images, we use a convolutional neural
architecture as shown in Figure 5.

Notably, we simply use convolutional networks to model the signed masses for the fixed atoms of the
categorical representation. The projection ch,n is computed by a QP solver as discussed in Section
5, and is applied only to the target distributions (thus we do not backpropagate through it).

We compared the multi-return distributions learned by our signed categorical TD method with that
of [ZCZ121]. Our results are shown in Figure 6. We see that both TD-learning methods accurately
estimate the distribution over multivariate returns, indicating that no multivariate return will have a
vanishing lateral component. Quantitatively, we see that the EWP algorithm appears to be stuck in a
local optimum, with some particles lying in regions of low probability mass.

Moreover, on the right side of Figure 6, we show predicted return distributions for two randomly
sampled reward vectors, and quantitatively evaluate the two methods. The leftmost reward vector
incentivizes the agent to take paths conservatively avoiding the obstacle on the left. The rightmost
reward vector incentivizes the agent to get to the parking spot as quickly as possible. We see that the
EWP TD learning algorithm of [ZCZ*21] more accurately estimates the return distribution function
corresponding to the latter reward vector, while our signed categorical TD algorithm more accurately
estimates the return distribution function corresponding to the former reward vector. In both cases,
both methods produce accurate estimations.
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Figure 6: Multi-return distributions learned by signed categorical TD and EWP TD, as well as
examples of predicted return distributions on two randomly sampled reward functions.
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» All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions of
the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Algorithms are described explicitly, experimental setup is detailed.
Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived well by

the reviewers: Making the paper reproducible is important, regardless of whether the code and

data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken to

make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways. For

example, if the contribution is a novel architecture, describing the architecture fully might

suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the

results, access to a hosted model (e.g., in the case of a large language model), releasing of a

model checkpoint, or other means that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submissions

to provide some reasonable avenue for reproducibility, which may depend on the nature of the

contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?
Answer: [Yes]
Justification: Code will be provided.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code,
unless this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state
which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions
(if applicable).

* Providing as much information as possible in supplemental material (appended to the paper)
is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?
Answer: [Yes]
Justification: Hyperparameters are disclosed.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: 95% confidence intervals are shown in relevant plots.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

 Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.
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* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?
Answer: [Yes]
Justification: This is discussed in the appendix.
Guidelines:

e The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experi-
mental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We adhere to the code of ethics and preserve anonymity.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?
Answer: [NA]
Justification: The contributions are theoretical in nature, and do not have any immediate societal
impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

« If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point out
that an improvement in the quality of generative models could be used to generate deepfakes
for disinformation. On the other hand, it is not needed to point out that a generic algorithm
for optimizing neural networks could enable people to train models that generate Deepfakes
faster.

* The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional or
unintentional) misuse of the technology.
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* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mechanisms
for monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release
of data or models that have a high risk for misuse (e.g., pretrained language models, image
generators, or scraped datasets)?
Answer: [NA]
Justification: The paper does not pose any such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?
Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release any new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

» The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

¢ According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines
for their institution.

e For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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