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Abstract

Split federated learning (SFL) is a recent distributed approach for collaborative
model training among multiple clients. In SFL, a global model is typically split into
two parts, where clients train one part in a parallel federated manner, and a main
server trains the other. Despite the recent research on SFL algorithm development,
the convergence analysis of SFL is missing in the literature, and this paper aims to
fill this gap. The analysis of SFL can be more challenging than that of federated
learning (FL), due to the potential dual-paced updates at the clients and the main
server. We provide convergence analysis of SFL for strongly convex and general
convex objectives on heterogeneous data. The convergence rates are O(1/7") and
O(1/+/T), respectively, where T denotes the total number of rounds for SFL
training. We further extend the analysis to non-convex objectives and the scenario
where some clients may be unavailable during training. Experimental experiments
validate our theoretical results and show that SFL outperforms FL and split learning
(SL) when data is highly heterogeneous across a large number of clients.

1 Introduction

1.1 Motivation

Federated learning (FL) [18. 9] allows distributed clients to train a global machine learning model
collaboratively without sharing raw data. FL leverages the parallel computing capabilities of clients
to enhance model training efficiency. However, FL is usually computationally intensive. Clients
need to train the entire global model multiple times, which can be infeasible for resource-constrained
edge devices. This challenge is further exacerbated as the trend towards increasingly larger model
architectures demands more substantial resources [[1]. Moreover, FL suffers from the client drift
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Figure 1: An illustration of SFL framework, and there are two major algorithms, i.e., SFL-V1 (left)
and SFL-V2 (right) [27]. More discussions on SFL-V1 and SFL-V2 are given in Sec. El

problem when clients’ data distributions are heterogeneous, aka non-identically and independently
distributed (non-IID). A large number of studies have proposed algorithms to address the client drift
issue, e.g., [15L 110} (14} 25].

Split learning (SL) [28] is another distributed approach. By splitting the model across clients and a
main server, SL can substantially reduce the computational workload on edge devices. Moreover,
recent studies in [34} [17] show that SL can outperform FL when data is highly heterogeneous.
However, SL’s sequential training among clients can lead to high latency in each training round
and potential performance loss (e.g., caused by catastrophic forgetting), which impedes its practical
applicability in real-world distributed systems.

In light of above challenges, Thapa et. al in [27] proposed split federated learning (SFL) as a hybrid
approach that synergizes the strengths of both FL and SL. SFL combines parallel training of FL with
partial model training of SL. They proposed two major SFL algorithms: SFL-V1 and SFL-V2. An
illustration of these SFL algorithms are shown in Fig. [I] Specifically, the global model (to be trained)
is first split at a cut layer into two parts: a client-side model and a server-side model. Then, the clients
are responsible for training only the client-side model under the coordination of a fed server (similar
to FL). Another server, known as the main server, is tasked with training the server-side model by
collaborating with the clients (similar to SL). SFL aims to leverage parallel processing to reduce
latency, while benefiting from the reduced computational workloads and enhanced data heterogeneity
handling of SL.

Following [27]], there has been an emerging volume of empirical studies on SFL. e.g., 22, 21} 3]
231,18, 131,15]. However, a convergence analysis of SFL is missing in the literature, and this paper
aims to provide a comprehensive convergence analysis under different conditions. Convergence
theory is crucial for understanding the learning performance of SFL, particularly in the context of
heterogeneous data and partial participation scenarios. In practical distributed systems, clients are
prone to have different data distributions. Moreover, not all clients may be active or available at all
times. These two issues can significantly affect the learning performance of SFL. We aim to provide
convergence guarantees for SFL on heterogeneous data (under both full and partial participation). We
further compare the results to FL and SL, which provides insights into the practical deployment of
various distributed approaches.

1.2 Related Work

Convergence theories of FL and SL. There are many convergence results on FL. Most studies
focus on data heterogeneity, e.g., [30, 16} [11, 10} [12]. Some studies look at partial participation, e.g.,
[35 29, [26]]. There are also convergence results on Mini-Batch SGD, e.g., [24, 33} 132]], where [33]
argued that the key difference between FL and Mini-Batch SGD is the communication frequency.

To our best knowledge, there is only one recent study [[17] discussing the convergence of SL. The
major difference to SL analysis lies in the sequential training manner across clients, while SFL clients
perform parallel training.
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1.3 Challenges and Contributions

Challenges of SFL convergence analysis. When data is homogeneous (IID) across clients, the
convergence theory in [12] (mainly developed for FL) can be applied to SFL. When data is het-
erogeneous, however, the theory cannot be directly applied due to the client drift problem. The
challenge is intensified with clients’ partial participation, which induces bias in the training process.
Despite that prior FL theories have handled data heterogeneity [16] and partial participation [29],
SFL convergence analysis imposes unique challenges due to the dual-paced model aggregation and
model updates at the client-side and server-side. More specifically,

Dual-paced model aggregation in SFL-V1: In SFL-V1, the main server maintains one server-side
model for each client, and it periodically aggregates the server-side models. When the main server
aggregates its models at the same frequency as the clients, the analysis is the same to that of FL.
However, FL analysis cannot be applied when aggregations occur at different frequencies, and it is
challenging to analyze the impact of such discrepancy on SFL convergence.

Dual-paced model updates in SFL-V2: In SFL-V2, the main server only maintains one version of
server-side model. The clients update the client-side models in a parallel manner while the main
server updates the server-side model in a sequential fashion. Hence, each client’s local update depends
on the randomness of the previous clients who have interacted with the main server. While [[17]]
handled sequential client training, their theory cannot be applied to SFL-V?2 as they did not consider
the aggregation of client-side models. This makes our analysis more challenging than FL and SL.

Contributions. We summarize our contributions as follows:

* We provide the first comprehensive convergence analysis of SFL. The analysis is more
challenging than prior FL analysis due to the dual-paced model aggregation and model
updates. To this end, we derive a key decomposition result (Proposition [3.5) that enables us
to analyze the convergence from the server-side and client-side separately.

* Based on the decomposition result, we prove that the convergence guarantees of both SFL-
V1 and SFL-V2 are O(1/T) for strongly convex objective and O(1/+/T)) for general convex
objective, where T' denotes the total number of rounds for SFL training. We further extend
the analysis to non-convex objectives and more practical scenarios where some clients may
be unavailable during training.

* We conduct simulations on various datasets. We show that the results are consistent with
our theories. We further show two surprising results: (i) SFL achieves a better performance
when clients maintain a larger portion of the global model; (ii) SFL-V2 outperforms FL and
SL when clients have highly heterogeneous data and the number of client is large.

The rest of the paper is organized as follows. Sec. [2formulates the SFL model. Sec. [3|presents the
convergence results for SFL. We conduct experiments in Sec. 4] and conclude in Sec. [3

2 Problem Formulation

2.1 Model

We consider a set of clients A" = {1,2,--- , N}, where each client n € N has a local private dataset
D,, of size D,, = |D,,|. Suppose the global model parameterized by « has L layers. In SFL, the
global model is split at the L.-th layer (i.e., the cut layer) into two segments: a client-side model
. (from the first layer to layer L.) and a server-side model s (from layer L. + 1 to layer L),
where = [z.; ,]. Let ., denote the local client-side model of client n. The clients train models
with the help of two servers: (i) fed server, which periodically aggregates clients’ local models .y,
(similar to FL), and (ii) main server, who trains the server-side model x,. In this work, we consider
two major SFL algorithms: SFL-V1 and SFL-V2 [27]. In SFL-V1, the main server maintains a
separate server-side model x, ,, corresponding to each client n. In comparison, in SFL-V2, the main
server only maintains one model x.

Let F,(x; () denote the loss of model & over client n’s mini-batch instance ¢,,, which is randomly

sampled from client n’s dataset D,,. Let Fy,(x) £ E¢, p, [ (2; ()] denote the expected loss of
model x over client n’s dataset. The goal of SFL is to minimize the expected loss of the model x
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over the datasets of all clients:
mm flx Z anFy , (H

where a, € [0,1] is the weight of client n satisfying > _\-a, = 1. Typically, a, =
D,/ Zn/e n Dnr, where a client with a larger data size is assigned a larger weight [34].

2.2 Algorithm Description

We provide a brief description of SFL. Refer to Appendix [B|for a more detailed discussion. SFL
takes a total number of 7" rounds to solve (I). At the beginning of each round ¢, clients download the
recent global client-side model from the fed server, where the model is an aggregated version of the
client-side models of the clients from the previous round ¢ — 1. Each round ¢ contains two stages:

Stage 1: model training. Clients and the main server train the full global model for 7 iterations in
each round. In each iteration ¢ < T, there are three steps:

Step 1: client forward propagation. Bach client n samples a mini-batch of data (%% from D,
computes the intermediate features (e. 2. activation values at the cut layer) over its current model
2% , and sends the activation to the main server. The clients perform forward propagation in parallel.

cn’

Step 2: main server training. Upon receiving the activation of each client n,

* SFL-V1: the main server computes the loss using the current server-side model mt’i It then

computes the gradients over x%*, to update the model. It also computes the gradlent over
the activation at the cut layer, and sends it to client n.

* SFL-V2: the main server computes the loss F},( {:cc n, :ij}), based on which it then
updates the server-side model x®'*. It also computes and sends the gradient over activation
at the cut layer to client n. Note that the main server sequentially interacts with the clients
in a randomized order.

Step 3: client backward propagation. Receiving gradient at the cut layer each client n computes the
client-side gradient using the chain rule, and then updates its model x?;

Stage 2: model aggregation. Model aggregation can occur for both client-side and server-side
models. For the client side, after 7 iterations of model training (i.e., at the end of round ¢), each client
sends its current client-side model to the fed server. The fed server aggregates the clients’ models
(e.g., weighted averaging), which will be downloaded in the next round ¢ + 1:

ot Y anal 2)
neN

For the server side, (i) in SFL-V1, after 7 iterations of training, the main server aggregates all server-
side models. Note that 7 does not necessarily need to equal 7, but when equality holds, SFL-V1 can
be regarded as FL (despite the model splitting). (ii) In SFL-V2, no aggregation occurs since the main
server only maintains one model.

2.3 Client Participation

We consider two cases: (i) full participation where all clients are available during training. This
can model the scenarios where clients are organizations or companies who likely have sufficient
computation and communication resources [[7; (ii) partial participation where some clients may be
unavailable during training. This can model the cases where clients are edge devices (e.g., mobile
phones) that are usually resource-constrained and may be disconnected from the SFL process.

To model partial participation, we consider independent participation probabilities for each client,
allowing for arbitrary and heterogeneous participation probabilities. Specifically, we use g,, € [0, 1]
to denote client n’s participation level (or probability), and ¢ = (g,,n € N). If ¢, = 1, client
n participates in every round of SFL with probability one. If ¢,, < 1, client » is unavailable in
some rounds. Denote P?(q) as the set of participating clients in round ¢. In the presence of partial
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participation, we need to modify (Z)) (and the potential server-side aggregation) to offset the incurred

bias: “
t+1 — Z on tT (3)
nEP*(q)

3 Convergence Analysis

We first make technical assumptions in Sec. 3.1} Then, we present a key technical result in Sec. [3.2]
to support the SFL convergence analysis. Finally, we provide the convergence results under full
participation and partial participation in Sec. [3.3]and Sec. respectively.

3.1 Assumptions

We start with some conventional assumptions for convergence analysis in the FL literature.

Assumption 3.1. (S-Smoothness) Each client n’s loss function F), is S-smooth. That is, for all
d

x,y € RY,

S
Fu(y) SFn(fE)+(VFn(iB),y—«’v>+§||y—$||2- @

The smoothness assumption holds for many loss functions in, for example, logistic regression,
softmax classifier, and /3-norm regularized linear regression [16].

Assumption 3.2. (Unbiased and bounded stochastic gradients with bounded variance) The stochastic
gradients g,, (-) of F, (-) is unbiased with the variance bounded by o2.

ECnNDn [gn (:13, Cn)] =VF, (:13) ) (5)

Et,p, (18, (2,G0) = VE, (@)]] < 2. ©)

Assumption 3.3. (Bounded gradients) The expected squared norm of stochastic gradients is bounded
by G2.
ECnNDn ”gn (m7Cn)H2 < GQ. (7)

The value of o,, measures the level of stochasticity.

Assumption 3.4. (Heterogeneity) There exists an €2 such that the divergence between local and
global gradients is bounded by €.

IVE, (@) - Vf ()| < €. ®)
A larger €2 indicates a larger degree of data heterogeneity.

3.2 Decomposition

As discussed in Sec. [I.3] analyzing the performance bound of SFL can be more challenging than that
of conventional FL counterparts due to the dual-paced model aggregation and model updates. To
address this challenge, we decompose the convergence analysis into the server-side and client-side
updates, respectively. We give the decomposition below.

Proposition 3.5. ( Convergence decomposition) Let ©* £ [x; ] denote the optimal global model

that minimizes f(-), and 7 £ [xL'; xT] is the global model obtained after T rounds of SFL training.

Under Assumption[3.1] we have

E[f(=")] - f(z*) < 2

= (Blla? — @] + BllaT — 27]%) ©
The proof is given in Appendix Proposition [3.5|is particularly useful. It shows that despite the
challenging dual-paced updates, to bound the SFL performance gap, it suffices to separately bound
the gap at the server-side and client-side models. Note that our decomposition can be easily applied
to other distributed approaches such as SL. In addition, such a decomposition is not necessarily loose,
as our derived bounds for SFL achieve the same order as in FL (see Appendix [H.2]for details).
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3.3 Results under Full Participation

Built upon Proposition [3.5] we first present the convergence results under full participation. For
convenience, define

Jerr & ||:1307:13*H2, P)/égs/uf]_7 Tmin émin{ﬂ',f’}, Tmax émaX{T,’f'}, (10)

and let n' represent the learning rate at round ¢. Let f* denotes the optimal global loss, i.e.,

f* £ f(x*). All results are obtained based on Assumptions The convergence results for
SFL-V1 and SFL-V2 are summarized in Theoremsand 3.7] respectivelyﬂ

Theorem 3.6. ( SFL-VI: full participation)

u-strongly convex: Let Assumpnons H ﬁ hold and nt m for client-side model and

nt = mfor server-side model,

SSNY N a2 (202+G?)  76852°2N 4, (202+G?)  S(y+ 1)I

E[f(zT) - f* < (11)
i WG+ T) PRSI A Ry
General convex: LetAssumptzons. hold and n* < 2Srmax
SIe 1 ((F2+72)I""N :
E T\] _ f£* < 20 - 2 2 2
=T —2<T+1>+2< R Z“” "”G))
, (12)
1 (24(72 + 72) ST )
Z 2
+2< 2T +1) Z“” 7+ )

Non-convex: Let Assumptions and|3.4|hold, and n* < min { 6 ST N s }

max n=1"n

*ZﬂtE[Hme SIS () =1+ B Sr ) fjia +62)Z )*. (3)

TTl’l’lln

n=1 =
Theorem 3.7. ( SFL-V2: full participation)
u-strongly convex: Let Assumptions - hold, and 1t = ﬁﬁ) for client-side model and

t_ 4 o
M = D for server-side model,

BSN Y0 (a2 +1) (202+G?) 768525 (an+1) (2024+G?)  S(y+1)I
p2 (v+7) ' 3 (v+T) (v+1) ' 2(’Y+T()14')

E[f(z")]-f" <

General convex: Let Assumptlons . H hold, and n* < 5 ST

S err err l S err %
E[f @")—f —2(T1+1)+; (iil nZ( 2+1) (02 +G2)> <2§f1 Z(%H)(Qa?ﬁ(ﬂ)) )

n=1

(15)
Non-convex: Let Assumptions and hold, and nt < min {ﬁ, ﬁ }
T-1 N _
1 P) 4 o SNST 2
f; WE[|[Var (@) < = (f (@)~ +=7 > + (e + ¢ ; )

'Following many existing works in FL (e.g., [I0]), we consider IE[ (z )} — f* and

A ST n'E[|[ Ve f(2")]|?] as the performance metrics for (strongly) convex and non-convex objectives,
respectively.
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Proofs of Theorems are given in Appendices [DHE] respectively. We summarize the key
findings below.

Convergence rate. The convergence bounds of both SFL-V1 and SFL-V2 achieve an order of O(1/T)
on strongly convex (and non-convex) objectives. For general convex objectives, the convergence rate
becomes O(1/ {‘/T) Note that our bounds match the existing bounds for FL and SL (in terms of the
order of T') on heterogeneous data for strongly convex objectives. For a more detailed comparison,
please refer to Appendix

Impact of data heterogenelt The convergence bounds increase as the level of data heterogeneity
increases. For example, in , the bound increases in €2 (see Assumptlonn This means that SFL
tends to perform worse when cllents data are more heterogeneous, which is a commonly observed
phenomenon in distributed learning, e.g., FL.

Choice of learning rate. One should use a smaller learning rate when the number of local iteration 7
increases. This bears a similar spirit to [16]. In addition, our results indicate that a proper choice of
constant learning rate suffices for SFL convergence. It would be an interesting direction to investigate
whether diminishing learning rates are able to achieve faster convergence.

Comparison between SFL-V1 and SFL-V2. The convergence results between the two SFL versions
are very similar, except that a2 (and a,,) in SFL-V1 are replaced by a2 + 1 (and a,, + 1) in SFL-V2.
See (IT) and (T4) for an inspection. We will show in Sec. {|that SFL-V1 and SFL-V2 achieve similar
accuracy (except under highly heterogeneous data).

3.4 Results under Partial Participation

Now, we present the results under partial participation.
Theorem 3.8. ( SFL-VI: partial participation)

p-strongly convex: Let Assumpnons n . hold and 1t

nt = mfor server-side model,

m for client-side model and

8SNY a2 (20n+G2+ %) 768520 a4, Q02 4+G?)  S(y+1)rem

E M—f< 3 - (A7)
el W+ 1) RS RS CE TR
General convex: LetAssumptwns. hold and nt < STmax
TN g Srerr 1 (7_ 4 7_ IcrrN 9 ) Gj B
E[f @] -F <577+ 3 mm<T+1 X_j 20, + G+ -
- ) (18)
1 (247 + 2SI & 2 o)
1 G vy ;an (202 + G?)
_ . . t Tmin
Non-convex: Let Assumptzons and .4 hold, and n* < min{ 1GSTmax T % 1
T-1 ~ T-1
1 > 4 . SNS(TerTQ) a? 2
T;nt]Emvmf ()] } < (f (=) f )JFTM;T(U’QLJ“Z); (n")”. (19)

Theorem 3.9. ( SFL-V2: partial participation)

u-strongly convex: Let Assumptions - hold, and n* = ﬁ for client-side model and

t 4 .
= r server-
n T for server-side model,

N 2
BSNY o +1) (203+G2 + %) 76852 N (@, +1)Q02+G?)  S(y+1)e"

p? (y+T) w3y +T)(y+1) 209+ T)
(20)

Elf (&")]-f"<

Note that it might be counter-intuitive to observe looser bounds on general convex objectives than on
non-convex objectives. This is associated with different performance metrics used in the analysis, e.g., see the
left hand side of (T2) and

*We also compared SFL to FL and SL in terms of communication/computation overheads in Appendix
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Figure 2: Impact of the choice of cut layer on SFL performance.

General convex: Let Assumptions . 3|hold, and n* < ST

Y e SIT L NITS TR AN

Gn
N N (21)
24.81°" ’
+< Zan+1)(2a +G2)>
Non-convex: Let Assumptzonsla andlhold and nt < min { 657" sanos En ) Zi }
T—1 N T—
1 ) 8NS
fz [vaf( Bl }<T7(f(fco) Z (02 +é2) (nt)z. 22)
t=0 n=1 t=0

The proofs are given in Appendices [F{G]

Impact of partial participation. In practical cross-device settings, some clients may not participate
in all rounds of training, i.e., ¢, < 1 for some n. This brings an additional term G? /g, to the conver-
gence bound (e.g., see (T12) and (T8)), meaning that partial participation worsens SFL performance.
This is also observed in FL literature (e.g., [29]]) and is consistent with our experimental results.

4 Experimental Results

4.1 Setup

We conduct experiments on CIFAR-10 and CIFAR-100 [13]E] To simulate data heterogeneity, we
adopt the widely used Dirichlet distribution [6] with a controlling parameter 3. Here, a smaller
[ corresponds to a higher level of data heterogeneity across clients. We use ResNet-18, which
contains four blocks, as the model structure and consider four types of model splitting represented
by L. = {1,2,3,4}, where L. = n means the model is split after the n-th residual block. We
consider two major distributed approaches as the benchmark, i.e., FL (in particular FedAvg [[18])
and SL [28]. The learning rates for SFL-V1, SFL-V2, FL, and SL are set as 0.01. The batch-
size by is 128, and we run experiments for 7' = 200 rounds. Unless stated otherwise, we use
N =10, 8 =0.1, E = 5, where F is the number of local epochs for client-side model aggregation
(i.e., every E times of training performed over each client’s dataset, their client-side models are
aggregated at the fed server), and hence 7 = [D 1 x E. We set 7 = 7 for the fair comparison
to vanilla FL. The experiments are run on a CPU (Intel(R) Xeon(R) Gold 5320 at 2.20GHz) and
a GPU (A100-PCIE-80GB). Our codes are provided in https://github.com/TIANGeng708/
Convergence-Analysis-of-Split-Federated-Learning-on-Heterogeneous-Data.

4.2 TImpact of system parameters on SFL performance

Impact of cut layer. We first investigate how the choice of the cut layer L. affects the SFL
performance. The results are reported in Fig. [2l We observe that for both SFL-V1 and SFL-V2,

*More experiments on FEMNIST are given in Appendix
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the performance increases in L. (i.e., clients have a larger proportion of the global model). This is
associated with our empirical observation that the average client gradient variance gets smaller with
L. Intuitively, a smaller gradient variance implies a lower degree of the client drift issue, which
leads to a better algorithm performanceE] Based on this observation, we use L. = 4 for SFL (and SL)
for the following experiments.

Impact of data heterogeneity. We study the impact of data heterogeneity on SFL performance,
where we use 5 € {0.1,0.5,1, 00}, and 5 = 0o means clients have IID data. The results are reported
in Fig. 3] We observe that a higher level of data heterogeneity (i.e., a smaller 3) leads to slower
algorithm convergence and a lower accuracy for both SFL-V1 and SFL-V2. The observatlon is
consistent with our convergence bound, e.g., in (16}, the performance bound increases in €. Note
that the negative impact of heterogeneity is commonly observed in distributed learning literature
including FL [7] and SL [21].

Impact of partial participation. We study the impact of client participation and let ¢, = ¢q €
{0.2,0.5,1}, Vn. The results are reported in Fig. [4] We observe that a lower level of participation
leads to less stable convergence and also a smaller accuracy. This is consistent with our convergence
results, e.g., in (20), the bound decreases in clients’ participation level g,,. Partial participation is
expected in practical cross-device scenarios where clients are resourced-constrained edge devices. It
is important to develop efficient algorithms as well as effective incentive mechanisms to encourage
clients’ participation in SFL.

4.3 Comparison among SFL, FL, and SL.

We now compare SFL to FL and SL. We consider different combinations of data heterogeneity
B € {0.1,0.5} and cohort sizes N € {10, 50, 100}. The results are reported in Fig. |5} When data
is mildly heterogeneous (i.e., 5 = 0.5), SFL and FL have similar convergence rates and accuracy
performance. Note that SL seems to under-perform SFL and FL. We think this is mainly due to the
catastrophic forgetting issue, which has been observed in [21} 2]].

SFL outperforms FL and SL under highly heterogeneous data and a large client number.
When data becomes more non-IID (i.e., 8 = 0.1), SFL-V2 tends to outperform FL and SL. The
improvement becomes more significant as the cohort size gets larger. The bottleneck of FL is the client
drift issue caused by data heterogeneity. The bottleneck of SL is associated with the catastrophic
forgetting. SFL-V2 is a hybrid combination of FL and SL, which can lead to a better tradeoff
between client drift and forgetting. By appropriately choosing the cut layer, SFL-V2 outperforms

>See Appendix |I.4{for more detailed discussions on this point.

103484 https://doi.org/10.52202/079017-3287



o
o
=3

e

Bt i L |

W”"“M\WWM /».’W/-/rw?’M‘,wwrv‘ﬁ

o
o
=3

©
S

— SFLV1— FL
SFLV2— SL

— SFLV1— FL
SFLV2— SL

©
S

— SFLV1— FL
SFLV2— SL

o
=}
o
=}

it o A A

IS
o
Accuracy

Accuracy
Accuracy
Accuracy

I
1=}

N
=}
N
=}

20 — SFLV1I— FL
SFLV2— SL

0 50 100 150 200
Training Round

o

0% 50 100 150

Training Round

200 0 50 100 150

Training Round

200 0 50 100 150 200

Training Round

() B =0.5,N = 10. (b) 8 =0.1,N = 10. (©B=01,N=50. (d)pB=01,N =100.

Figure 5: Performance comparison on CIFAR-10.

FL and SL. This observation also indicates that SFL-V2 can be a more appealing solution than
FL for practical cross-device systems, as it achieves a better performance while requiring smaller
computation overheads from edge devices.

5 Conclusion

In this work, we provided the first comprehensive convergence analysis of SFL for strongly convex,
general-convex, and non-convex objectives on heterogeneous data. One key challenge is the dual-
paced model updates. We get around this issue by decomposing the performance gap of the global
model into the client-side and server-side gaps. We further extend our analysis to the more practical
scenario with partial client participation. Experimental experiments validate our theories and further
show that SFL can outperform FL and SL under highly heterogeneous data and a large client number.
One limitation of our work is that our bounds for SFL achieve the same order (in terms of training
rounds) as in FL, yet the experiments showed that SFL outperforms FL under high heterogeneity.
This is possibly due to that tighter bounds for SFL are to be derived, which is an important future
work. For future work, one can apply our derived bounds to optimize SFL system performance,
considering model accuracy, communication overhead, and computational workload of clients. It is
also interesting to theoretically analyze how the choice of the cut layer affects the SFL performance.
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A Appendix / supplemental material

We organize the entire appendix file as follows:
In Sec. [B} we provide detailed algorithmic descriptions.

In Sec. [C, we provide notations and some technical lemmas.

* In Sec. [C.1] we provide some notations

* In Sec. [C.2] we recall SFL-V1 and SFL-V2

* In Sec. [C.3] we recall the assumptions

* In Sec. [C.4] we provide some useful technical lemmas together with their proofs

In Sec. @, we prove Theorem @, i.e., convergence of SFL-V1 under full participation.

* In Sec. [D.T] we prove the strongly convex case
* In Sec. [D.2] we prove the general convex case
* In Sec. [D.3] we prove the non-convex case

In Sec. @, we prove Theorem i.e., convergence of SFL-V2 under full participation.

* In Sec. we prove the strongly convex case
* In Sec. we prove the general convex case

* In Sec. [E.3] we prove the non-convex case

In Sec. [F, we prove Theorem 3.8, i.e., convergence of SFL-V1 under partial participation.

* In Sec. we prove the strongly convex case
* In Sec. we prove the general convex case
* In Sec. we prove the non-convex case

In Sec. E], we prove Theorem@ i.e., convergence of SFL-V2 under partial participation.

¢ In Sec. [G.I] we prove the strongly convex case
* In Sec.[G.2] we prove the general convex case
* In Sec. we prove the non-convex case

In Sec. [H] we SFL to other distributed approaches, i.e., FL, SL, and Mini-Batch SGD.

e In Sec. we compare their convergence bounds

* In Sec. we compare their overheads in terms of communication and computation

In Sec. [, we provide more experimental results.
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B Algorithm description

For version 1, the client-side model parameter and M-server-side model parameter are aggregated
every 7 and 7 iterations, respectively. In iteration ¢ of round ¢, each client n samples a mini-batch
of data (%% from D,,, computes the 1ntermed1ate features h( ;G 1) (e.g., activation values at

the cut layer) over its current model a:c b and sends h( T ¢4 to the M-server. For each client

n, the M-server computes the loss F,, (h(z%,; ¢1*), x%?,) based on z'%,. Let V denote a gradient
operator and Vo, F represents the gradlent of F'w. rt A 'w. The M-server computes the M-server-side
gradient gb! (xb?; (b)) = Vo, Fy(h(xhi; ¢bY), 2l?)), the gradient over the intermediate features

(activations) at the cut layer rfln(:ciln, ,tlz) = Vth(h(m’é’jl; 4}21'), wé n) and sends rc n(mi in; b1y
to client n. Each client n computes the client-side gradient g%,?, (x5, ; ¢t) based on (el b

using the chain rule.

For version 2, the client-side model is aggregated every 7 iterations, while the M-server trains only
one version of the M-server-side model.

Algorithm 1: SFL-V1 under clients’ partial participation
Input: 7,7, T, and learning rate 7,
Output: Global model 7 = {&, 2T}

1 Initialize ° = {29, 22};

2 fori=0,...,(T — 1)Tmax do

3 Determine participating client set P C A according to g;

Phase 1: model training.

4 each client n € P':

5 Sample a mini- batch ¢Lt

6 Send h(z% ¢ 1¢h) to the M-server;

7 the M-server:

8 Compute Fo(h(®en; Cot), 28", 55 (265 ¢v'), and
TC n(ms n; flz)’

9 Send 7% ’n(:cs i L to chent n € P

10 w227L+1 stn 77tgs n(ms n; ;&lz),

1 Compute g¢%, (&5 Ci')s

1 e wl =gl (0 ()

Phase 2: model aggregation.
13 if :%7 = 0 then

14 each client n € P':
15 | Send 2], to the F-server;
16 the F-server:

t+1 an b, T .
17 L TS D et 2T
18 each cllent n e N:
19 | @il =zl
20 if :%7 = 0 then
21 the M-server:

t+1 a
2 T D e xh7.
23 bl — xl Yn e N;
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Algorithm 2: SFL-V2 under clients’ partial participation

Input: 7,7, and learning rate 7

Output: Global model 7 = {x, T}

Initialize 2° = {22, 20};

fort=0,...,7 —1do

Determine participating client set P C A according to g,;

Phase 1: model training.

each client n ¢ P*:

@l — mls

fori=0,...,7—1do

Sample a mini-batch ¢%*;

Send h(zk; ¢h') to the M-server;

the M-server: ' v ' _ ' '
Compute Fr (h(z¢; Ci'), 2¢"), g (26" 6

rUt (@l Ch);

Send 747, (4" ¢h') to client n € P

tyit+1 tyi Nt b0 tyi, ~t0Y.
T — Ty — ags,n(ws »Sn )7

t,i tyi . ~tiy.

ComPUte gc’,n(mc’,nv n’ )’

t,id1 t,i ti (ot . ~ti.
L Tn < Xin 777tgc:n(wc:n7 n )’

the M-server:
L o0 gt

Phase 2: model aggregation.
each client n € P*:
L Send z%7, to the F-server;

the F-server:
t+1 t,
L T ¢ § :nept Z: a’c,;-

), and
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C Notations and technical lemmas

C.1 Notations

Recall that the objective of SFL is given by
min f(z Z an P (23)

We define

* x. and x,: global model parameter on the clients and server sides, respectively.

* ., and x, ,: local forms of parameter on client n and on the main server corresponding
to client n (in SFL-V1).

* VF.,(-) and VF, (-): the gradients of F,, (-) over x. and x, respectively.

* g.n(-)and g, (-): the stochastic gradients of F;, (-) over x. and @, respectively.
For convenience, we omit the notation for mini-batch training data when referring to stochastic
gradients.

Further, we recall how SFL-V1 and SFL-V2 update models below.

C.2 SFL-V1 and SFL-V2 model updates

Let g, denote the participating probability of client n and define q := {q, ..., qnv }. We denote I},
as a binary variable, taking 1 if client n participates in model training in round ¢, and 0 otherwise. I,
follows a Bernoulli distribution with an expectation of g,,. Denote P? (g) as the set of participating
clients in round ¢.

Parameter update for SFL-V1:

f1+1 t te i,

* Local training of client n: @9, «— xf, xbit! « ali —nigh! (xll), 2l « b7 ;
* Client-side global aggregation.
— Full participation: ™ < xf —n' >\ an Y7 glt (xh?);
. .. S 1 n N AR
— Partial participation: & < @l — ' 32, pig) @ 1o 9t (L))
* M-server-side model update:
— Full participation: 2{t! <z —n' >\ an O g; W (25
t
S

— Partial participation: ! « z! — 7 Znept(q) - Zi:o gt
Parameter update for SFL-V2:

* Local training of client n: @l «— xf, abit! « ali —nigh! (xll), xlll « a7 ;
* Client-side global aggregatlon.
— Full participation: ™ «— xf —n' >\ an Y7 glt (xh?);
. PSS | t ¢ n NOT i (i ).
— Partial participation: & @l — ' 32, pig) @ 1o 9t (L))
* M-server-side model update:

C.3 Assumptions

We further recall the following assumptions for clients’ loss functions in the proof.

Assumption C.1. For each client n € N:

https://doi.org/10.52202/079017-3287 103491



The loss F), (-) is S-smooth:

IVE, (2) = VE, (y)]| < Sllz - yll, vz, y, (24)
S
Fu(y) < Fu(@) + (VEu(2),y — @) + S lly — 2|, Vo, y € R™. (25)
* The stochastic gradients of F;, (-) are unbiased with the variance bounded by o2:
E [gn (:]3)] =VF, (:13) ) (26)
E[lg, (z) - VE. @)] < 2. @7)

* The expected squared norm of stochastic gradients is bounded by G*:

E|g, (z)|* < G2 (28)

* (Bounded gradient divergence) There exists a constant ¢ > 0, such that the divergence
between local and global gradients is bounded by ¢2:

|VE, (x) - Vx| <. (29)
Assumption C.2. For each client n € N:

* The loss F), (-) is p-strongly convex for some p > 0:
Fo.(y) > F(x) + (VF,(z),y —x) + gHy —z|? Ve, y € RY (30)

Here, we allow that ;¢ = 0, referring to this case of the general convex.

C.4 Technical Lemmas

Lemma C.3. [Lemma 5 in [[10]] The following holds for any S-smooth and p-strongly convex
Sfunction h, and any x, vy, z in the domain of h:

(Vh(z), z —y) = h(z) — h(y) + %lly —z|* - S|z — = 31

Proof of Proposition

Proposition (Convergence decomposition) Let * £ [z; x*] denote the optimal global model
that minimizes f(-), and x” £ [2; £T] is the global model obtained after 7" rounds of SFL training.

Under Assumption we have

E[f(@")] - f(z*) <

2|

(Ellaf — =]* + Bl — az]?) . (32)

Proof. Since F,’s are S-smooth, it is easy to show that the global loss function f(-) is also S-smooth.
Thus, we have

E[f(=")] - f(a") <Efa” —a", V()] + B o’ —a*P] = S 2" 2" 7). 63

Since 7 £ [zI; 2], and * £ [x}; 2], we have
E[[le” - 2*|]*] = E [[[[z¢; 2] — [z2;2]l17] (34)
=E [|l[z — a5 2] —2]1’] =E [lled — «¢l]] +E[llz7 —a3]]?].
Substituting (34) into (33)), we complete the proof. O
Proposition C.4 (Decomposition in each round). Under Assumption|C.1| we have
E[f (2] = f (2")
<E[(Va S (a) &l — )] + 5B [Jat — 2t + (35)
E (Vs (a) @t — a4 2E ot —at ] (36)
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Proof. The proposition can be easily proved by the S-smoothness of f (-). O

Lemma C.5. [Multiple iterations of local training in each round] Under Assumption|C.1} if we let
nt < f T and run client n’s local model for T iteration continuously in any round t, we have

T—1
SOE[|l24 - 2] <1277 (n')* (202 + G2 (37)
=0

Proof. Similar to Lemma 3 in [20], we have

E[|lat - o]

<B[|let " g o]

<E[l " —at = (g5 = Vo (@) + VaFy (24) = VoF (2) + Vabi (') |]
< (1+7) B [let - fH]+3 1+ B [ (gh - VaFa (o) ]
F30NE [l (VaFo (27) = VaFa @)[°] 430+ 7 E [l (VaFo (2))]]
S(”i) [t - t||]+3 (1+7) ()" o2

+3(1+7) (1) % [t~ = 2! °] + 30+ 7) () E [ Vo (2)]]

()52 B [ttt = o] + 67 (1) o2 + 67 () [V P (@) ]
14 2 ) et = o] + o (1) 2 4 67 (1) B [| 9 F (21) ).

< (142 ) & flat a0 (1) o240 (1) (E[| Ve (09) - 0h ]+ a0t ).

IN
7 N N
=
+
| =
+
D
\‘

= (”3—) eyt =[] + 6 (1)* (207 + &) (38)
where we use Assumption (X +Y)® < (1+a) X%+ (14 1) Y? for some positive a, and
nt < \/6157"
Let
A= E [|2t - o]
B =67 (n')? (202 + G?)
C:=1+ 2
p
We have
A< CAMTI 4+ B (39)

We can show that
At <CcA'+ B
AB2 < CAY + B< C?A' + CB+ B
AP < CAP 4+ B<C3*A'+C?B+CB+B

i—1

A< CTA + B Z ol

J=0
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Note that A? ;= A"0 = E [Hwt - mt||2} = 0. Accumulate the above for 7 iterations, we have

T—1 T—1 1—1
SB[t -] =By ¢
=0 =0 Jj=0
—C-1 B =, B (CT-1
23;0—120—1120(0_1) C—l(C—l_T)

2\ _
((H Tz) 1 _T> (40)
B

<272B
< 27%67 (' ) (202 + G?)
<127 (n)° (20-2 +G?). 1)

The first inequality is due to ZZ 0 Loyt = ”g]:_’ll and the third line results from (1 + 2)* < e". Thus,
we finish the proof. O

Lemma C.6. [Multiple iterations of local training in each round] Under Assumption[C.1} if we let
nt < f ey and run client n’s local model for T iteration continuously in any round t, we have

ZE [Hw i _ tH } < 272 ( ( t)2072L+8T (nt)262+87' (nt)Q ||me (mt)||2> 42)

Proof.

E|[l=% - =]

<E ||l gk - 2|

SE[[ley™ -2’ —n' (g7 = VoFu (2377)

n

FVaFy (257) = VaFy () + VoFy (2) = Vaf (2) + Vo f (2))]]

<<1+1) [Hw“ - ‘f||2}+87IE [I|nt(gf£i_1—Van(fﬂfii_l))’|2}

87 (I (Vo (2t 1) = Tl (o) ] + 57 [ (VP (@) - Vet ()]
+87 [0'Vof ()]

< (142 ) B ot — !l 47 () o2 87 () 578 [kt = o] 4 87 ()"
+87 (1) | Vo f (')

g@+i+&@¥sﬁ [l =t || 87 (1) 02 87 () 287 (n')* |V (@)

< (1 2) R [latit - o] 457 )2 487 () 87 ) [ad GO 69

where we have applied Assumption (X+Y)<(1+a)X2+ (1+ 1) Y? for some positive
a, and ' f T

Let
A =E [||a - 2'|’]
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B :=8r (nt)Q J?L + 87 (nt)z €+ 87 (nt)z ||me (:ct) H2

C:=1+ 2
.
We have
Ay i <CAy; 1+ B (44)
We can show that
A <C'Ay+B i c’
j=0

Note that A; = E {Hmt —x! ||2} = 0. Accumulate the above for 7 iterations, we have

T—1 T—1 i—1
SE[|lai -~ !’ =Y B> ¢
i=0 i=0  j=0

<2r*B
< 27?2 (87’ (T]t)Q o2 + 87 (nt)Q € 4 81 (nt)Q ||me (mt) ||2) (45)
where we use Z?:Ol zt = :5;:11 and (1 4+ 2)* < e™. Therefore, we complete the proof. O

Lemma C.7. [Multiple iterations of local gradient accumulation in each round] Under Assumption
ifwe let nt < ﬁ and run client n’s local model for T iteration continuously in any round t, we
T
ave

ZE lgt' = g4ll”] < 87* (1) 8 (IIVaFu (@)]* + 02) (46)

Proof.

E gk - gh”]

<E[llgh — gt +gi' " i)

<+ [l - g ]+ (14 2 ) B Jat ! - gt )]

§(1+T)S2E[Hmz’i—$f{i1”2}4—(14— ) gt = g4]’]

<@ () 58 ot + (14 1) 2 [l gt

< (147 (1) s?za[ug“l g gl + (14 1) E [l - gt )
<2(1+7) () S°E |95 — ghl | + 20+ 7) ()" S°E [|| g4
w142 ) B flot -t

(1+2) B ot - aall] + 2004 7) (1) 5% [t . @)

IN

‘We define the following notation for simplicity:

A =E||lg5" - gt] (48)
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We have
A <CA; 1+ B

We can show that
i—1
A <C'A+BY ¢V

=0
Note that A; = E {Hgfl — g;|\2} = 0. For the second part, we have
T—1 T—1 i—1
> Ellgr - gul"| =X B ¢7 <28
i=0 =0 j=0
<472 (1+7) (n')* S°E [||g4||"]

<57 (n)* B [ gt ]

<87 ()" 5 (|| VaFu ()" + 02) -

103496

(49)

(50)

D

(52)
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D Proof for Theorem

We organize the proof of Theorem 3.6 as follows:

* In Sec. [D.I] we prove the strongly convex case.
* In Sec. [D.2] we prove the general convex case.
* In Sec. [D.3] we prove the non-convex case.

D.1 Strongly convex case for SFL-V1
D.1.1 One-round Parallel Update for M-Server-Side Model
Lemma D.1. Under Assumptions and . ifnt < 5 ST in round t, the M-server-side model

evolves as
E |24 - 2:|’]

< (1 - ’@‘) E[|lot - 2] - 207 [f (o)  f (2]

+ (") (7 NZa (207 + G*) + 245 (7)

n=1

n (202 +G?). (53)

HMZ

We prove Lemma [D.T]as follows.

Proof. We use x'? " as the M-server-side model when the M-server interacts with client n for
the i-th iteration of model training at round t. Using the (sequential) gradient update rule of

x?rl ::E -n Zn 121 0 angsn ({mcn’ s )’Wehave

& ([l — ]

2

F—1 71
=E mi—ntng —xi—n ZV J ({2l +nzvmsf bhalb'})
=0 =0
. T7—1 2
=E |||z} -z —n ZV ({2 Z})
1=0

) F—1 F—1

+2ntE l<w —:c _ntzv f {:c“ tz 7vaf({wilywiz})_zgiz>‘|
1=0 i=0 i=0

2

F—1
=D Vaf ({2t 2t}
i=0

2

-1
<E ||[ei—a;—n")  Va.f ({b x}'})
=0
, N -1 Tl , , ’
L) E || ngti— 3V f (o, 28) (54
n=1+=0 =0

where the second equality is from (a + b)2 = a® + 2ab + b? and the last inequality is due to
E [Va, f ({2t x'}) — gt =0.
The first part in (34) is

Fo1 2

e~ ') Ve f ({20’ x'})

=0

E
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N 7—1

S]E{Hxi*a%”} TNZZ&QE[HV F ({= plm sn})”]

n=1 =0

N 7-1
—2'E ZZ — @ Ve, Fy ({2t 2l'})) | | (55)
n=1i=0
where we use V_ f ({@c, @s}) = anl an Ve Frn ({xe, xs}).
For (33), we have
N 7-1
DI LTI
=1i=0
N -1
NS (Ve Fn ({2t 2l))
=1i=0
t,0 N t,i i
gt ({2l }+E[Hgs,n({ bt )]
< (n")” (?)QNZai (02 +G?), (56)
n=1

where the first inequality applies triangle inequality. In the last inequality, we apply the bound of
variance and expected squared norm for stochastic gradients in Assumption [C.1]

Since F, () is S-smooth and p-strongly convex, using Lemma we have

N #-1
— 'R lz an (xl — %, Ve, Fy ({ar:ffn, a:i,ln )>]
n=1 :=0
N o
< 27 aE [(F, (2) — F, (%)
n=1 :=0
+5 ||zt — @ 2—Sy|ws;n—azguz)] (57)
By Lemma|[C.3] we have
N 7-1
Sk [[lat, - 2] < 122% (202 +G?). (58)
n=1i=0

From Assumption [C.1] the second part in (54) is bounded by

N 7-1

E Z:lzangt Zv f clv sz})
a3 )

i=0
Ni 2 2 /~\2
a,on (7)°. (59)

I /\

z, Fn ({27, 2" }))

t,2
gs,n -

IN

Thus, by Zi:;l a, =1, (34) becomes

([l - o]

]+ ) ¢

<E ||

o)
2
(]
:w
?
+
Q
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N
—2m'7 > anE [f (2) - f (z")]

n=1
P
_M%Mnxg_mgnﬁw (122% (20n+02)>
N
LN () o (7
n=1

< <1— ’7?‘>E[

N N
+ (") (7N > a2 (202 +G?) + 248 (7)° (")’ > an (202 +G?). (60)
n=1 n=1

7] - 20 7R [f (2) - £ (@)

We now prove the convergence error. Let A‘T! 2 E [Hmiﬂ — x| } We can rewrite (60) as:

AL < (1 _ nt;“) A" —20'FE [f (') — f (z¥)],

N N
Z (202 + G?) + 248 (7 Z (202 +G?),
2 [ ~\2 t\3 [ ~\3

where By := 4N SN a2 (202 + G?) and B := 1928 N a,, (202 + G?).
28

Consider a diminishing stepsize n* = Eemnl i.e, "TT = w+t’ where 8 = H,’y =222 1. It
is easy to show that ’ < L for all ¢. Next, we will prove that A < T where v =
max { AB, 4 W (v + 1)A0}. We prove this by induction. First, the definition of v ensures
that it holds for t = —1. Assume the conclusion holds for some ¢, it follows that
2 1 ~\2 £\3 /1 ~\3
IR N7 WS U o P o s .
2 4 8
2 1 ~\2 £\3 /~\3
np v (n")” (%) (n')” (7)
1-— B B 63
< ( P t) St + 1 1+ 3 2 (63)
y+t-1 BB 3°Bsy Bp—1 }
= v+ - v 64
(G + 1) {mw? CETERNCETE Y

oy ft-1 3*B, BBy Pu—1 4B, 8B> OH

BTV {mwz CEmER e max{ 2 im0 ThA .
y+t—1 B%B; 33 Bs Bur—1 { B%B; 3% B2 OH

_ _ 1A
CET R [(wt)? G0 G 0 ™\ Bl Ga-no D Y i
y+t—1

S NCETE ©7

v
S Fitl (68)
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Eea

et N —
LT Tyt v+t

B 1)

- 16N YN a2 (202 +G?) 15368 YN a, (202 +G2) (Y +LE [!

%12
s

< +
w2 (v +1t) w v+t (y+1) v+t
(69)
D.1.2 One-round Parallel Update for Client-Side Models
Under Assumptions and|C.2} if n* < 7i—, in round ¢, Lemma gives
E [t - ;|
t
< (1- T3 & [lot ~atl] - 20'7E (f (@) - £ )]
, N N
+ (n") (1)’ N Z ap (207 + G*) + 248 (r)? (nt)g Z an (207 + G?) . (70)
n=1 n=1
Let APt 2 E [sz“ —x} ﬂ We can rewrite (70) as:
t 2 2 t\3 3
At (11T oy O @ o
2 4 8
where By := 4N Zn 102 (202 4+ G?) and B, := 1925 Z L an (202 + GQ).
Consider a diminishing stepsize n' = T(vit) , L.e, % = %, where 3 = ,’y = 22 — 1. Itis easy
to show that ' < 51— for all t. For v = max { 451 + S(WBin (v + )AO}, we can prove that

g
%12
c

JIBNEYad (2034 GY) 15368 D e, (208 4G (T HDE e
p? (v +t) p? (y+t) (v +1) v+t

0
] < o« v e ey O D o
T+t v+t

g

%12
c

(72)

D.1.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (69) and (72) using Proposition [3.5] by setting

nt S m We have

E[f(=")] - f(")
<2 (Bla? — 23| + Ella? — 22IP)

SSNZn a2 (202 +G?) 76852 zn Lan (202 +G?) SOV +1E [Hmo—w*}ﬂ
- p2(y+T) w3y +T)(v+1) 2(y+1T)

(73)
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D.2 General convex case for SFL-V1
D.2.1 One-round Parallel Update for M-Server-Side Model
By Lemmam D.1|with o = 0 and " < 73=, we have
E[||let* - =:]]
<E||at — 2i|*] - 20'7E [/ (') - f (@)

N
+ (n") ~QNZa (202 +G?) + 2457 ()" Y an (202 + G?). (74)

n=1 n=1
D.2.2 One-round Parallel Update for Client-Side Models
By Lemmam D.1|with o = 0 and " < 7, we have

“|$t+1 wz|2}
<E||lat -] - 20'7E [f (2") - f (@")]
N
+(n")? 2Nza (202 + G?) + 2457 Z (202 +G?). (75)
n=1 n=1

D.2.3 Superposition of M-Server and Clients
We merge the M-server-side and client-side models in and as follows

2}7

E{Hmt—kl_ *

g]E[

2} SE[”$Z+1—w:| 2} +EU’mZ+1—wZ|

* 2} — 7R [f (wt) - f (a:*)]

an (202 + G?)

Mz

~ZNZa (202 + G?) + 2457 (o)’

Il
—

n

+Emw—mn]—%rﬁv@>—fwm

N
+(n')? 2NZa (202 +G?) +2457° ()" 3 an (202 + G?)
n=1

n=1
:E{Hwt—m } 4n' min {7, 7} E [f (') — f (=*)]
N
NZa (202 +G?) +24S (n 3Za7, (202+G?).  (76)

Then, we can obtain the relation between E [Hmt*l —a*| } and E [||mt —x*|| ] , which is related to
E[f (') — f (x*)]. Applying Lemma 8 in [17] and let Ty, := min {7, 7} and n* < m,
we obtain the performance bound as

E[f(@")] - f(@)

1 ({747 : Hwo—w* 2\ ¥
— 2 L B—
2<%mN;a%w@0 <T+1>
(R ) (e ) sl e
+ 3 < 2 2457;(1“ (20n—|—G ) TT1 2T 1) (77)
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D.3 Non-convex case for SFL-V1
D.3.1 One-round Parallel Update for M-Server-Side Model

For the server, we have

/(@)@ - 2)]

E[(Ve :
SEKV J(@) 2t -2l ' Ve, f (2') —n'FVa, f (2))]
SE[(Ve,f (2') 2" — a2l + 07V, [ (2')) = (Va, f (20) .07V, f (2'))]
N 7-1
- <v S E 0" DD anglh | ' Ve (wt)> —0'7 || Va, f ()]
n=1 1=
N %21
< <vwsf (@) 8 |1 35 0V B ({at b)) | + 79 s (wt>> [Vt (@)
n;l;iiol N 7-1
f§<me(wU,E 0" anVa, Fo ({ll,al}) 0" D> 0 anVa, Fy (2 ]>
n=1 i=0 n=1 1=0
— 07 ||V, f ()]
1 it ‘ ‘ 1 it
<nt7 <szf (z') ,E l—% Z Zanvman ({wiﬁl, wiln )+ z Z ZaanSFn (:ct)] >
n=11=0 n=1:=0

i~ N #-1 N #-1 2
< T |Va.s (@) + LB [ SN Ve F ({alhati)) - 30 Y 0V, F (a) ]
n=1 =0 n=1 =0

77t7~' t 2 77t i al . t,2 i
S_THVOU f(w)H +§E Za”Z(Vman({wcmwsn ) Ve I ( ))
n=1 1=0
ntT 2 Nnt a = , , ’
<T@+ ALY @ || S (Ve B (a8 5 ) — Vi B (2))
n=1 1=0
N?’] S T7—1
< ()" + =5 Z 2 [l ] 78)

where we apply Assumptionu Ve f(xh) = Zn 1 an Vg F, (x'), and (a,b) < angz.
By Lemmaw1th nt < fs~ we have

F—1
S OB [||lat, - al|*] <27 (87 (n)* 02 + 87 (n')* 2+ 87 (0) | Var S (@) [F) . (79)
=0

Thus, (78) becomes
E[(Va,f ()2 = $§>]

<—*HV S

N

z 7 (87 (1) o287 () @487 ()| Vi (a2))

ntT B 2 el 2
<(-2F 352za) 9o, @O + 83915770 5" ()7 (02 + ).

n=1
(80)
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Furthermore, we have

e et ot

SNH%[

n=1

SN (11)° &
<= > al {

2

2_

<SN(2§:1 ZE[!Q ]

< ST S e ot o +okl]

< ST S 2 5 ([l - otal] 42 o))

< SNOTLS 5 (6 loth - o] + 2 I @I 4 02]). )

where the last line uses Assumption|C.1{and E [||z||?] = ||E[z]||* + E[||z — E[z]||?] for any random
variable z.

By Lemma with " < 7=, we have

71
> E (gt — gball’] <87 (1) 5% (Ve Fr (2" 4 02) (82)
1=0
Thus, (81)) becomes
e [lat -]
_SN iy a2 (872 (1) 8 (|| V. Fu (2| + 02) + 7E [ ||V, B ()] + 2] )
n=1

SN (n')" 7

|/\
[ij
Q

)*5%) (Ve Fu ()" + 02)
SN ZN:G
SN ia

D.3.2 One-round Parallel Update for Client-Side Models

I /\

) 5?) (Ve Fu (2) = Vi T (2') + Ve f ()] +02)

\ /\

?5%) (21[Va. f ()| +2¢ + 02) . (83)

The analysis of the client-side model update is similar to the server. Thus, we have

E[(Ve.f (2') ., @ b zl)]
N
< (—77; +8N (i) 7552 Za > Voo f (29)||" + 8Nt 527 S a2 () (02 + €2) .

n=1
(84)
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Forn' < 7+,

B et )]

c

SN(nt)QTN 2 3/, )2 @2 t\ ]2 2 2
§f2an<7+87 (n") S)(QHVmpf(a:)H + 2¢ +Jn). (85)

n=1
D.3.3 Superposition of M-Server and Clients

Applying @B0), (83D, (83) and (84) into (36) in Proposition and define 7, = min {7, 7},
Tmax = max {7, 7}, we have
E[f(=")] - f(z")
S
CE[(Vef ()0t —at)] + 5B ol — at|] +E[(Vo.] (=) 2t~ al)]

+ 58 [latrt — ot ]

tmin {1, 7 =
< <_772{} +8N (nt)g(max{ﬂ%})352zai> Vet @)
N

+ 8N77t.5'2 (7’3 + %3) Z (nt)Q a,% (0721 + 62)

n=1

)2 max {7, 7} 2
g SNOTIAT TS S 02 (e (7,7 + 8 (max 7. 7)° (1) 6°) 2|V f (&)

n=1

: N
+ 7SN (')~ Z afL (T + 878 (nt)z Sz) (262 + crfl)

n=1
SN (nt)* 7 o o 2
+ s nzz:l a2 (7’ +87% (") SZ> (26% +02) (86)

t- . N
< <—”T2“““+ 9’523 Za FSN (1) inax D% (Fmax +57ihae (nt)252>> I1Vaf @)

n=1
N

+ 8N77t5’2 (73 + %3) Z ai (77t)2 (Ui + 62)

n=1

1 al 1 o al
+§SN (nt)27'<7' 4873 (nt)2 52) ;ai @2e*+a7) +§SN (nt)27(7+87'3 (nt)2 SQ);GEL (2¢* +07)
N
1 Tmin ?
< (—2 Y b3 S 5 Y R SN e 3 (9.1 )

—|—8N 52 32@ —|—8N 527’3622&

N
+SN ( 2Za +z SN 0% 2Za202+8NS3 QZa +ANS3 () Y a2o?
n=1 n=1 n=1
+8N 52 32a202+8N SQ‘SQZQ
+SN QZa +3 Lon gy ~22a202+8NS3 QZa +4NS® () 4Za

n=1
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77t7_min Tr%lax al
< 1 min <1 — 25Ny 2 3 02 (14 887 + 85 (1) max)> Vs ()]

Tons
min n=1

N
+ (;NS (nt)2 72 + 8N (nt)g 5273 £ 4ANS3 (nt)47'4) Z aiai
n=1

+

N
(NS (nt)z 72 + 8N (77’5)3 523 + 8NSL3 (nt)47'4) Z aZe?

+

N
(;NS (1) 7 + 8N () 527 1+ ANS? (o) %4) S a2

[

N
+ <NS (nt)Q 72 + 8N (77t)3 5273 + §NSIL? (nt)4 74 Z aieZ

N Tini (T2 N 1
< min _ max
S5 1—2NSn - E (1 + =+ 32>

T
min n=1

N
2 1 1 1
NS () (+ +64>Za202+2SN 02, 2(2+4+64)n21a33

N
+NS(nt)2%2< 64>Za 2 125N ( )22<;+i+614)za3162
n=1

t N
< — 1 Tmin ;m‘“ ( — AN Sy Tina Za ) [Vaf (&) ||* +2N8 () (2 +72) Y a2 (02 + €)

Tmin

n=1 n=1
N
< M Toin TR (Vo (@) [* 42N (1) (77 4 7)Yl (oF + ) (87)
n=1
where we first let 7) < 55— and then let 7" < W We also use ||V f (a)]|” =

Tmin n=1"n

Ve, f @)]* + I Va. f ()]

Rearranging the above we have

4
WVt (@)]F < = (1 () — B [f (a£7)]) + 8VS (1) Za o2+ ).
(88)
Taking expectation and averaging over all ¢, we have
T—1 SNST +T N T—1
2 * Tmm
TZntEUIwa( )] < (f (x0) — 1) Za o+ € ;(#)
(89)
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E Proof of Theorem 3.7

* In Sec. [E.I] we prove the strongly convex case.
* In Sec. we prove the general convex case.

* In Sec. [E.3] we prove the non-convex case.

E.1 Strongly convex case for SFL-V2

E.1.1 One-round Sequential Update for M-Server-Side Model

Lemma E.1. Under Assumptions and - ifnt < E in round t, the M-server-side model
evolves as
i

§<1_Nn2tw>E{||xg_x;M 2 7E [f (%) — f (2¥)]

th+1 =

S

N N
Z (202 +G?) +2457° ()" Y (202 + G?) . (90)
= n=1

We prove Lemma [E.T] as follows.

Proof. We use $§ :. as the M-server-side model when the M-server interacts with client n for
the ¢-th 1terat10n of model trammg at round t. Using the (sequential) gradient update rule of

g+1 -0 Zn 121 Ogs ({wcrw s )’Wehave

[Hwt“ z; ]

i T—1 T—1 T—1 2
—5 o gt Vs (ath ) 0t Y Vs (o)
i=0 i=0 i=0
[ 1 . . 2
=E |||z} -z -7 Z Ve.f ({wi’,wi‘})
i=0

) T—1
+2'E [<w§_$:—ntszsf({ﬂﬁi’i,w“ vasf bi z Zg >]
i=0

2

vasf vhal'y)

2

T—1

a: —xi—n vasf te Z})

=0

<E

N -1 2

PIPIL ZV S ({=th )

n=1 =0

O

where the first equality is from (a +b)> = a2 + 2ab + b2 and the last inequality is due to

E Vo f ({zt",2l'}) —gi'] =0.

The first part in (91)) is
T—1 2
E |||z} —=* —ntz Ve.f ({wi’i, wiz})
i=0
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N 7—1

<E [l - 21]] + (1) N 3 S B [[Va. P ({2t 2t D]

n=1 =0

N 7-—1
—2'E ZZ -2}, Vo, Fo ({2, 207})) | (92)
n=1i=0
where we use V., f ({@¢, xs}) = Zn 1 Vo, Fn ({xe, 25 }).
For (92), we have
N 7—1
N EIVe. P (ot atn )]
=1i=0
N 7—1
N DD E(IVe B ({t 2t))
gt (fetat >|\ | +E[llgth (et et
N
) QNZ o2 +G?), (93)

where the first inequality applies triangle inequality. In the last inequality, we apply the bound of
variance and expected squared norm for stochastic gradients in Assumption [C.1]

Since F),(x) is S-smooth and p-strongly convex, using Lemmawe have

N 17-1
—m'E [ZZ t —x5, Vg F, ({azi’n,wﬁ,’n )>]

n=1 =0
N 7—1
<-2'> N E[(R — F, (z")
n=1 =0
+L ||t~ = Q—SHw;,n —wzyf)}. ©4)
By Lemma|[C.5] we have
N 7-1
>3 E [l - alf] < 122 (207 +G?). (95)
n=1 =0

From Assumption[C.I] the second part in (9T)) is bounded by

N -1

E|> ) g, Zv f({ah 2l
n=1 i=0
Z gvl, =V, F, ({zb 2l'})

T—1
<rT Z E
=0 n=1
N
<N Z o272, (96)
n=1

Thus, (91)) becomes
E [l — 3]
N
<E[[lat - 22| + (1) N Y (02 + G?)

n=1
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uNTn
Sl G z:|” + 21’ (12257 (207, +G2)>
N
+ Z(nt)zaZTQ

N
g(lml\QfT“)EUﬁZmiH} 20'7E [f (%) — f (2¥)]

N N
+ () NS (202 +G?) + 2457 () S (202 + G). o7
n=1 n=1

O

. 2
Using the above lemma, we can prove the convergence error. Let A‘T! £ | {H:cffl — x| ] . We
can rewrite (97) as:

Atﬂg(l_”w?w)A mt7E [f (') — f (@")],

N
+(n")? 2NZ (202 +G?) +2457° (n')” Y (202 + G?)
n=1

n=1

t t\2 2 ty3 3

where By := AN 3| (202 + G?) and B := 1928 (202 +G?).

Consider a diminishing stepsize nt = NT(QWB oy i, NgtT = +t, where § = W’Ye = %‘i - 1.
It is easy to show that nt <5 S for all t. Next, we will prove that Al < 5 + T where
v = max {% + % (vs +1) AO} We prove this by induction. First, the definition of v
ensures that it holds for ¢ = —1. Assume the conclusion holds for some ¢, it follows that
Nntr t 27_2 t 37_3
AL < (1 - 7”2 ”) Aty )4 B+ )8 By (99)
2 2 t\3 .3
B v ()"t ()" T
<([1- B B 100
_< ’Ys+t>’ys+t+ 1 1+ 3 2 (100)
_ 2 3 _
_datt-1 [ B BB bu-l U} (101)
(vs +1)? (vs+1)2  (ys+1)2  (vs+1)?
s+t—1 ’B 3B -1 4B 8B
_ ~ [5 12 s 23_5# Qmax{ 21+ 2 (s )AOH
(vs +1) (vs+1)2 (s +1)°% (s +1) pr o (s + 1)’
(102)
At—1 ’B 3B -1 °’B 3B
:75 v |: 6 12 ﬂ 23_ /G,U . ax{ B 1 + 6 2 ,(75+1)A0
(vs+t) (vs+1)2 " (vs+1)3 (s + 1) Bu—1 " (Bu—1)(ys+1)
(103)
s+t—1
< Hizv (104)
(’Ys + t)
v
< — 105
Ty tt+1 (105)
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oeed

4B 8B 0 «|[2
max{ Ql—i—,i?,('ys—l—l)E[ K : }}
Vs T 1 Vs 1t
_INEY (2034 G | 15368 T, (2024 67) (s + DE [[l28 - 2] o6
- w2 (s + 1) w? (s +1) (75 + 1) Vs +t '
E.1.2 One-round Parallel Update for Client-Side Models
Under Assumptions and ifnt < QS—T in round ¢, Lemma gives
E |t - o]
t
nTH *|[2 *
< (1- T3 ) & [t - atl] - 2072 (£ (@) - £ )
2 al 3 —
+ (") PN al (200 + G?) + 2457 (1)) an (207 + G?). (107)
n=1 n=1
Let At*1 2 [Hmﬁ“ —xt ||2} We can rewrite (T07)) as:
t t\2 2 t\3 3
At-‘rlg 1_777—/1’ At+(77) TBl+(77) TBQ. (108)
2 4 8
where B := 4N Zn a2 (20 + GQ) and By := 1928 Zn 1 On (20 + GQ)
Consider a diminishing stepsize 1t = T(jﬂt), ie, % = %, where 5 = %,% = % — 1. Itis
easy to show that ' < 5 for all t. For v = max {4;% + %, (e + 1)A0}, we can prove

that A <

=i

masx {48 + 5ty (e + DE o2 2]}
EMmzim:HQ}:AtSVc:t: = Yo+t
_INTI a2 (2034 G7) 15365 D 0y (208 +G2) O+ DE [[2 - ][]
(e +1) 12 (e +1) (e + 1) P :

(109)

E.1.3 Superposition of M-Server and Clients

We merge the M- server—51de and client-side models in (T06) and (T09) using Proposition [3.5] For
nt < 2ST and v = 22 — 1, we have

B (7] - fo")
<2 (Bl — 21| + Ella] x| )

8SNZ (@2+1)o2+GY) 768525 (@, +1)(2024+G?) S(WH)E[HwO*w*ﬂ
- w(y+T) (v +T)(v+1) 2(y+1T)

(110)
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E.2 General convex case for SFL-V2

E.2.1 One-round Sequential Update for M-Server-Side Model

By Lemma with o = 0 and * < %, we have
[y

éﬂwffﬂfwﬂvwrﬂfﬂ

N
+(n")” QNZ (202 +G?) +2457° ()" 3 (202 + G?) . (111)
n=1

n=1

E.2.2 One-round Parallel Update for Client-Side Models
By Lemma with 4 = 0 and < 52—, we have

B [Jlot - o]

<E |t - w*nz} 7B [f (') - f (@)

N
+(n')? 2Nza (202 + G?) + 2457 Z (202 +G?). (112)

n=1 n=1

E.2.3 Superposition of M-Server and Clients
We merge the M-server-side and client-side models in (TTI)) and (TT2) as follows

Eflet+ —a |7 <E[|at ~a; il

<E|[2f - 21|’ - 20'7E [ (a*) - F ()]
] - 20 7B [f (&) - f (@)

2} [Hwt-u z*

c

+E|

] =

N
+ () 2N Y (a2 + 1) (202 + G?) + 24577 ()’

n=1 n

z* 2} — 4n'TE [f (wt) —f (:c*)]

(an +1) (207 + G?)

Il
—

—E [t -

WE

N
+ (nt)z 2N Z(ai +1) (20,21 + GQ) + 24873 (nt)g

n=1 n

(an +1) (202 +G?). (113)

Il
-

Then, we can obtain the relation between E [Hwt“ —x* ||2] and E [||:1:t —x* ||2} , which is related to

E[f (x!) — f (z*)]. Applying Lemma 8 in [I7]], we obtain the performance bound as
E[f(a")] - f @)

L, s\ (= =P\
<2< n:1a +1(20 +G)> <T+1 )
1
*2

. 24SN 1) (202 + G2 S AN 114
Ho (MLl @ &) ) T ) gy 9

n=1
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E.3 Non-convex case for SFL-V2

E.3.1 One-round Sequential Update for M-Server-Side Model

For the server, we have

E[(Ve,f(z') a" — )]
<E[(Va, f (2,2 — L +0n'7Va, f(2') —n'7Va, f (2"))]
<SE[((Ve.f (') 2 —al+ 07V, [ (2')) = (Va.f (1) ,0'7Ve, [ (z7))]
N 7—1
(9t ) o St e 0 e 9 0
n=1 =0
N 7—1 )
§<Vms @)E ' Y > VaFn (@lhall )| +0'7Vaf @ )>—ntTHszf @)
n=1:=0
N 7-—1 N 7-—-1
S Vms _Utz quF'fL( cln’ 571 +772 V F ‘|>
n=1 ¢=0 n=1 =0
—0'7||Va, f ()]
1 N 7-1 1 N 7—1
<ntT<vmsf(mt),E D) DA (EARN D 3 S A (xt)D
n=1 i=0 n=1i=0
—'7||Va, f ()|
n't t) |2 n' Al ti ot = t :
<G IV @)+ 2B |30 Y Ve B ({20 }) = D2 D Va P (2)
n=1 +=0 n=1 :=0
—'7||Va, f ()|
7’]t7' . 5 'f]t [ N -1 , 27
<= Ve f @)+ 5B 122D (Vau o ({2l 20 }) — Va, Fu (2))
n=1 +=0
Nt N r—1 2
s @)+ VS |5 (Ve (atati) - a5 (@)
n=1 1=0
N S N 7-—1
< IVt @)+ 2 S SR ot o] 115)

where we apply Assumption | V. f (!

By Lemma with n

fs

a’+b?

2

= 27]:]:1 Ve.Fn (2'), and (a,b) <

T—1
S OB [|lat, - al|'] <27 (37 (n) 02 + 87 (1) 4 87 (') [ Varf (@1)][F) . 116)
=0

Thus, (TT3)) becomes
E[(Va.f (),

<—va @)+

<_

# )

N

]
,r]t SQ
2

<

https://doi.org/10.52202/079017-3287

TN 1) 052 [V (@) 4830570 ()"
2 .

N
S22 (s7() o2 +87() 487 (1) [Vaf @)

n=1

(c2+€*). 117

n=1
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Furthermore, we have
S

2
Sk ot~ at]

_ SN (")’

27

27

_ Sgi’,l
=1
+ N
<fZZE[H9 ol }
" N
< 2T Y Efletn - g+ gl
N
< 2= (B 9k — ghall’] +E (9 ]7])
< SN S (i - ] < B [I9eB @ 4 2]),

—0

3
Il
-

where the last line uses Assumption|C.1{and E [||z||?] = ||E[z]||* + E[||z — E[z]||?] for any random
variable z.

By Lemma with " < 73—, we have

T—1
> E {Hgi’fn - gi,nHz} <873 (nt)? $2 (||V%Fn (=")]|* + ai) . (119)
1=0
Thus, (T18) becomes
S
k[l ot ]
SN(nt)zT - 3/, t\2 @2
< Y (370 () 2 (|| Ve B (2) |+ 02) + 7B || Ve B ()| + 02
n=1
SN () r &
(;7) > (487 ()" 8%) ||V, B () * + 02)
n=1
SN () r &
WS (rt 87 ()7 52) (|90, B (&) — Vi f (&) + Vi f (&) 4 02)
n=1
< % > (787 ()" 52) (2| Va. f (@) + 262+ 02). (120)

E.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is the same as the client’s model update in version 1.
Thus, we have

E[(Ve.f (2') ., @ b zl)]
N
< (—77; +8N (i) 7552 Za > Voo f (29)||" + 8Nt 527 S a2 () (02 + €2) .

n=1

(121)
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For nt < -+

ﬁ’
2E ettt —at]
< STt (rrse? () ) (29as @) 2 ). 02

n=1

E.3.3 Superposition of M-Server and Clients

Applying (IT7), (120), (122) and (121} into (36) in Proposition[C.4] we have
E[f(@)] - f ()

SE[Vas @), — 2]+ SE [t ol ] +E[Va.s @9 2t~ + 2B et~ 2]

< (D 8N ()75 ) | Vad (o))

N
+ 8Nt S%73 Z (nt)Q (a2 +1) (02 +€%)
n=1

SN (")’ T

2

M=

_|_

(r 487 ()7 5°) 2 Vs ()]

n=1
02 N
_’_%Z(ai—i—l)(r—l—&' 252) (262 +o7)
n=1
, N
§<_772T+8N2( ) $2rt SN () T Y (7487 (o 2)>vaf(wt)H2
n=1
t g2, 3 . t\2 (2 2 4 2
+8N'S* Y () (an + 1) (00 + €)
n=1
. N
+ SN ()7 (7487 (of >§::a +1) (2 4 07)

t
< ("; £ SN2 (1) 7 1 8N? (5f)° 5% 4 8PN (nt)4T4> IVaf ()]

+8N 52 32 +10 +8N 527’3622 a;,

n=1
N
+SN (n QZ )+ SN Za +1)o
N - N
+8N53(77t)474e22(a +1) +4NS? (n 47'42(1 +1)o
n=1 n=1

tr
< -

w‘d

(1-251\12 ' (14880 +85% (n 272)) [Vaf ()]

2

+
/N
N —

n=1
N

NS ()" 72+ 8N (n') $27 + SNSL? (o) ' 1) 3

n=

g_77;7<1—2zv25* (1+ + ))Hme( H*

NS(nt)27'2+8N( ) S8+ ANS? (n 4T4>Za +1)o
a + 1)e

_|_
/N

—
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N

+ NS (n)° 2<;+1+614>Z(ai+1)0i+2SN( H? 2(1 )Za +1)e

n=1

N
n'r
S_T <1 4N?Sn! )HV f(z )|| +2NS (n z:: ?al +1%) (02 + €°)
N
<_—Hv F ()| +2N5 (n Z al +1) (o + €%), (123)
where we first let n* < 155- and then let n* < 85 N2 . We have applied Zi\;l a? < N.
Rearranging the above we have
t NP t t+1 )2 - ap +1 . 2
W[ Vaf @)]P < 2 (f (@) ~E [ (@)]) 48NS (1) 30 A (02 4 ) 29
n=1
Taking expectation and averaging over all ¢, we have
1= 4 8N ST & =
= Y 0E [[|[Vaf (@] £ 7= (F (@0) = /) + =5 Yo(a2 +1) (02 + ) 3 (n')”.
=0 n=1 t=0
t (125)

103514 https://doi.org/10.52202/079017-3287



F Proof of Theorem

* In Sec. we prove the strongly convex case.
* In Sec. [F2] we prove the general convex case.

* In Sec. [F-3] we prove the non-convex case.
F.1 Strongly convex case for SFL-V1

F.1.1 One-round Parallel Update for M-Server-Side Model

We first bound the M-server-side model update in one round for full participation (g, = 1 for all n),
and then compute the difference between full participation and partial participation (g, < 1 for some
n). We denote I, as a binary variable, taking 1 if client n participates in model training in round ¢,
and 0 otherwise. Practically, I!, follows a Bernoulli distribution with an expectation of g,,.

For full participation, Lemma [D.T] gives

E [ - a3

< (1 - ”Z“) E|[lof - 22| - 20'7E [f (&) - f ()]

N
+ () (7N Y a2 (202 + G?) + 248 (7

n=1

n (202 +G?). (126)

uMz

Considering that each client n participates in model training with a probability g,,, we have
B (ot -]
—E |[ot! -t + at - ]
[Hwt“ 2t |’]

nTl

N
Z Zg cn7 s )
n= =0

ﬁ iz e [lots, (G5, =)

=0
2 e a?
<N () (n') G (127)
n=1 1"
where we use IE||X—JEX|\2 < E|X| EI) = g and zt' = z! —
F—1 a?
n Znepf(q) Zz =0 qngsn({mfm tsn})

Combining the above gives

thﬂ w:HQ] Mmtﬂ Ftl 4 gt _:B:’ﬂ
tx
< (1= 132 ) B et - 2]

N N
+ (') (BN Y al, (207 +G?) + 245 (7) (1) D an (207 +C7)
n=1

n=1
2 al 0,2
+N (7 (n") GQZq—”. (128)
n=1 1"
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Let AtTL 2 [Hw’;“ —xt HQ} We can rewrite (128) as:

2 [ ~\2 t\3 [ ~\3
At+1g(1 n;u) Y )4(7) Bl+(77)8(7) B,. (129)

where B := 4N Zn 102 (202 + G?) +4NG? Z Sn andB = 1925 Zn Lan (202 + G?).

Consider a diminishing stepsize nt = (yjﬂ), ie, ” T = Wﬁﬂ, where 3 = ,'ys = & — 1. Ttis
easy to show that n* < 1= for all £. We can prove that Al < g
E [Hxﬁ — 2] — A< Y maX{4£1 + s (s + DE [||:c2 B w5”2”
Yo+t Ys +t
16N YN a2 (202 +G?) +16NG YN % 15365 N 4 (202 + G?)
- w2 (vs +1) 1 (s + 1) (s + 1)
(9 + VE [ - 2z]]
+ P . (130)

F.1.2 One-round Parallel Update for Client-Side Models

Define Ty = Zgil anw’;n, which represents the aggregating weights in round ¢ for full par-

ticipation. Using a similar derivation as the M-server side, we first bound the client-side

model update in one round for full participation E {Hx"“ xk 2] and then bound the dif-
ference of client-side model parameters between full participation and partial participation

2 . L - .
E {Ha:é“ — x| ] . The overall gradient update rule of clients in each training round is x’*! =
t t 71 ayp
e, —1 Znept(q) 21 0 ancn ({wcrw s )

Under Assumptions E and- 1f nt < 5 ST, in round ¢, Lemma gives

DY[CAREEA N
<(1- n'T E [H t
= 2 C

N N
+ (1) (PN Y al (207 + 67 + 248 (1) ()Y an (207 +G7). (13
n=1

n=1

] - 20 7E [f (2') - £ (2")]

Considering that each client n participates in model training with a probability g,,, we have
tH1 _ tt1))?
B [flact! — 7]
_ 2
—E [ - 2!+t - 2]

<x juwtﬂ el

2

<E Z nlf Zg T T })
N 2(1
<Nt S (nf an[||g w7
1= . a2
< N(1)*(n ) G2Zq (132)
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where we use E|X —EX[” < E[X|* E[I,] = g and 2! = o -
71 a,
nt Znepf(q) 21 0 qn gc n ({wc n’ Zn})

We obtain the client-side model parameter update in one round for partial participation by combining
the two terms and we have
]

{Hmt*l . 2} {Ha:“rl T gt
t
< (1- 32 ) B ot — <]

N N
2PN a2 (202 + G2 + 245 (1) (1')° Y an (202 + G?)
— n=1

+N ()2 ()’ 62y o, (133)

where we consider E [f (') — f (z*)] > 0.

Let Att1 2 | [Hwﬁ“ —x} ||2} We can rewrite (T63) as:

2 2 113 3
AFL < (1 n;u) Aty U )4(7) Bl+(n)8(T) B.. (134)
where B; = ANYN a2 (2024G2) + 4ANG?YN % and B, =

1928 SN a, (202 +G?).

Consider a diminishing stepsize nt = T(%ﬂﬂ), ie, "tTT = %, where 5 = %,’yc = % — 1. Itis
easy to show that " < 52— — for all t. For v = max { 4;’;1 + %ﬁil)’ (ve + I)AO}, we can prove
that A* < -t

E [Hwi -z 2} —Al< = max{4‘g1 + it (e + VB [ng ~ wZHQH

Ve +1 Yo+t
_ 16N a2 (202 4 G) 4 16NG2 Y H L 15365 T 0, (208 4 G7)
- 1w (Ye + 1) 12 (ve +1) (e + 1)
el
Yet+t

F.1.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (I30) and (I33) using Proposition [3.5] For

8S
7’] Smand7—7—1 we have

E[/(@")] - /@)
< 5 (Blla? - 22 + Blla? - 22)?)

N 2 *
SSNYN,02 (202 + G+ L) 6852 YN 4 o216y S+ DE |-z
p? (v +T) Py +T)(v+1) 2(v+ 1)

1

(136)

<
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F.2 General convex case for SFL-V1
F.2.1 One-round Parallel Update for M-Server-Side Model
By Lemma|D.1|with 2 = 0 and 7" < 51-, we have
e[|l - =]
SE[Hmz—wsH |~ 20781 (@) - 7 (2")]
+ (n") ~QNZa (202 + G?) + 2457° Z (202 +G?). (137)
n=1 n=1

Considering that each client n participates in model training with a probability ¢,,, we have

N

2
E ||t - 27| < N2 (nt)QGQZZJ. (138)
n=1 1"
Thus, we have
B [t — )]
<E [|| -l - 207 [ () - £ (@)]
N N 2
~2N2an (202 + G?) + 24573 Z (202 + G?) + N7° t)QGQZ—”
"~ " (139)
F.2.2 One-round Parallel Update for Client-Side Models
By Lemmam D.1|with 11 = 0 and n < 5L, we have
B[z - o]
<E ||t - 22| - 20'7E [f (') - f (2")]
N
+(n')? 2NZa (202 + G?) + 2457 Z (202 + G?). (140)
n=1 n=1
Considering that each client n participates in model training with a probability g,,, we have
N2
E [t - 3] < N7? (szng (141)
n=1 n
Thus, we have
E (||t - o2
<E [Hmt — :c*HQ} — 'R [f (') — f(cc*)]
N N a2
+(n")? 2NZa (202 + G?) + 2457 Z (202 + G?) + N7 (1 )2G2Zq—”.
n=1 n=1 n=1 *"
(142)

F.2.3 Superposition of M-Server and Clients
We merge the M-server-side and client-side models in (139) and (142) as follows
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E[H:vt“— * 2} SE{H:B@H—:B: 2} —i—E{Hwi‘*‘l—w*

<E |2} - 21|’ - 20'7E [ (2*) - F ()]

1

N N N o
+ (nt)Q?QNZafL (202 + Gz) + 24573 (nt)?’ Zan (2072I + GQ) + N#2 (nt)Q G? Z Z—"
n=1 n=1 n=1 1"
+E [|[2f - ||| - 20'7E [ () - f (2")]
N N2
+ (n") 2 2NZa 202 + G?) + 24573 ( Z (202 + G*) + N7° t)zGQZ—"
n=1 n=1 n
:E[Hwt—x*H | =40 min {r, 7} E[f (&) - f ()]
N
+@n NZCL P 4+77) 202 +G?) +245 () Z F+79)Qo2+G?)+N ([ +7%) () GQZ ”.
n=1 =
(143)

Then, we can obtain the relation between E U|wt+1 —x*

2} and Eﬂ\wt—w*\ﬂ, which is related

to E[f (x') — f (z*)]. Applying Lemma 8 in [I7] and let Ty, := min {7, 7}, we obtain the
performance bound as

1
T N e R N e
(TQ 248 " ay (205 + G?) T ETe R )
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F.3 Non-convex case for SFL-V1

F.3.1 One-round Parallel Update for M-Server-Side Model

For the server, we have

E[(Va,f ()27 — 2]

<E[(Va,f ('), 2t — 2! +9'7V, f (z!) = 0'7Va, f (2))]

<SE[(Va.f(2'), 2" — 2l +0'7Va, f (%)) = (Va.f (25) .07V, f (27))]
N 7—1

) <szf(wt) e [wf 5wt il s <wt>>—ntf 9.t @)
n=1i=0 1"

| 2

N 7-1 t
< <szf @), E lﬂt > oG F (v {2t )

R > Vet @)

N " N F-1
< <Vz-sf @), |- Y oy, By (bt )t S ZGZI” Vo Fo (e >
n=1i=0 1" n=1i=0 1"

b Al nIt ] ] N = nIt
<l |Vat @)+ LE [ >3V Fy (el 2l }) -3 3 VL F () 1
n=1¢=0 1" n=14i=0 "
— 7| Va, f ()]
t 7—1 2
< T, s (" ||+”E[Za” > (Vo P ({othnai) - VF())]
n=1 =

2
n'7 2 ;
< o @+ 2 5 B (5 (0 (et - 9 @) }
n= 1 1=0
t~ t Q2 2 71
<5 (wt)||2+N7725 ZZJZE[Hw%—wZIﬂ, (145)
n=1 1" ;=0

where we apply Assumption Ve.f (') = Zn 1 an Vg F, (z'), (a,b) < ¢ +b ,and E [IY,] =
dn-

By Lemma with nt < fs~ we have

SE [lats, — ot |’] <27 (87 ()% 02 + 87 ()" € + 87 () | V. £ (&2)[F) . 146)
=0

Thus, (T43)) becomes

E[(Va,f (2), 2" —a)]
NntS?

N a2 2 2 2 2
G D o (87 (1) o2 +87 (n')” 487 (1) | V] (22) )
n=11"

<—*HV S @

nt7 3 N g2 2 N2 9
< -5+ 8N (n*)” 738? Z q—” Vo, f (2")]|” + 8Ny S?7 Z q—" (n")” (of +€2).

n=1 n=1 1"
(147)
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Furthermore, we have

S t4+1 ]2
S [ttt - at ]

_ SN (n")”

[

7

i)

an It

n-n _t,;
s,m

M=

n

3
Il
|

o

SN(nt)2 N CL?L 7—1 g 27
< SN anIE > gt
n=1 =0
SN (1) 5~ 0 S (100 |2
< N0 5 S gt ]
n=1 1" j=0
SN (n)2 5 N g2 i1 :
< TS S ot ot + ot
n=1 1" i=0
SN (")* 7 o a2 T '
- (;7) TZ%Z(E [Hgg’;—gi,nm +]E{||927"H2D
n=1 1" ;=0
N2~ N 9 T—1
< TS 0y (ko - bl ]+ E[IVe P (&) +02]) .
n—1 47 ;o

where the last line uses Assumption|C.1{and E [||z||?] = ||E[z]||* + E[||z — E[z]||?] for any random
variable z.

By Lemma with " < 7=, we have

T—1
S E([lgki - abull] <87 (n)" 5 (Ve B () |* 4+ 02) (149)
=0

Thus, (T48) becomes

S [t — 2t ]
SN (') 7 o= a2 /. 2 2 _ 2
< T ;qﬂ (7 (1) 82 (| Ve B (2)[|* + 02) + 7E [V, ()" +02])
SN (nt)* 7 al a? /o 2 2
< 5 nz::lqn (7’+87’3 (n") 5’2) (HV%FH ()] —‘rO’i)
2. N
< SNUDT S (4557 ()7 5%) (Vo (09) — VS (@) + Ve (@) +02)
n=1 1"
SN (nt)? 7 a a2 /. 2 2
< T ;qﬂ (7487 ()" 5%) (2[|Va. f (2)]* + 262+ 02), (150)

F.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is similar to the server. Thus, we have
E[(Va.f (') @™ —ap)]

N 2 N 2
ntr 3 a? 2 a? 9
< (-2 + 8N (nt) 7352 Z ) ||Vwcf (:l:t) H + 8NntS?73 Z q— (nt) (O’i + 62) .

n=1 1" n=1 2"

(151)
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For it <

T
3B ([t <]

SN(nt)2T S ap 3/ 1\2 o2 ]2 2 2
Sgn_lqn<7'+87' (77) S ) <2|‘V:ccf($)u + 2¢ —‘,—a’n). (152)

F.3.3 Superposition of M-Server and Clients

Applying (147)), s and into in Proposition |C.4|and define 7,;, = min 7,7},
pplying p

Tmax = max {7, 7} we have

E[f ()] -/ (=)

SB[V S (@)t —at]+ 3B [lot " —at | +E[Tas @) 2t —a] + SB[t~
+8Nn'S? (% + 7 Z (o7 +€%)

s )

N2 (
Z - (max {r,7} + 8 (max {r,7}) (77’5)2 SQ) 2||Vaf (=) H2

S

< (_ntmn;{r,%} + 8N (nt)3(max{7,7} 3522

n=1

s |A

N

N SN (nt) 2maux{T 7}

SN ()° 7 o~a2

ii (%+8%3 o’ s?) (2e2+02)

n=1 q

% (v 487 (1) 57) e o)+
to . 2
< <’7;nn FN (1) S e D SN (1) Tonae Do (P87 (1) 52)) Vaf ()

3

3N

an

n=1

t N o 2 N .2
< (—nT;erSN (1) T D 8N (nt)352731ax23”+853N(77t)47$ax2?> Vaf ()]

n=11" n=11"
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+8NS® ()" 7 22 +4NS3 ~4Z @i 2

nln nl

ntTmin Tr%l X al a2
< T <1 — 25Nyt e 37 o (1 +8Sntr +852 (n')’ max) Vet ()]

Tons
min n=1 q

n

N
1 2 2 t\3 @23 3 (. t\4 4 ainz
+<2NS(77) 2 18N (n)° 87 4+ ANS® () T)z_jq -

n=1
2 3 4 N g2
+ (NS (n") 2 + 8N (n") S%r3 + 8NSL? (n") 74)2(]—"62
n=1 1"
b (LS (01272 4 8 () 520 4 AN () 71) 3 o
2 n=1 n !
2 3 4 Y a2
+ (NS (1) 72 + 8N ()" $°7* + 8NSL* (1) %4)2(7”62
n=1 1"
< MTmin (4 ong t@iﬁ 1yi4 L Vet ()]
a 2 77 Tmin n—1 An 2 32 “
N N
(Ll 1y §an o el 1 1§ e
+NS(n')" T <2+2+64>;qn0n+25N(77) T (2+4+64);qn6
N N
. 1, 1.1 ap 2 neea (L 1 1\ g
+ NS () 7 <2+2+64>;qnon+2SN(n) 7 (2+4+64);qne
_ntTmin t max o a?l 1|2 N2 (2, ~ al a?L 2
< [1-4N 8y Zq |Vaf @) +2NS ()" +T2)Zq r+6)
nn 1m n=11"
nTrnm 2 ~2 al agz 2 2
<= Vo (2725 ()" (72 +7%) 32 22 (oh + %), (153)
n=1 1"
where we first let n’ < s — and then letnt<m We also use |V, f (zt)]|” =
Tmin ~n=1 an

Ve, f (@) +||szf(fc‘)\| -

Rearranging the above we have

P |Vad (@) < =2 ( (a) ~ B [F (7)) + 8N () Tt 32 %0 (52 1. 2)

Tmin Tmin n—1 dn
(154)
Taking expectation and averaging over all ¢, we have
T—1 2472 N T-1
7 2 B [[Vef @] < o (o) = £ 4 = 3o (0 ) S ()]
t=0 n=1 1" t=0
(155)
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G Proof of Theorem

* In Sec.[G.I] we prove the strongly convex case.
* In Sec. we prove the general convex case.
* In Sec. we prove the non-convex case.

G.1 Strongly convex case for SFL-V2

G.1.1 One-round Sequential Update for M-Server-Side Model

We first bound the M-server-side model update in one round for full participation (g, = 1 for all n),
and then compute the difference between full participation and partial participation (g,, < 1 for some
n). We denote I, as a binary variable, taking 1 if client n participates in model training in round ¢,
and O otherwise.

For full participation, Lemma [E.T| gives

B[t - =]

g(lN";T“)E[ngx:Hﬂ 2 [f (') — f (27)]

N N
+ ()N > (202 + G?) + 24573 Z (202 +G?). (156)

n=1

Considering that each client n participates in model training with a probability g,,, we have
t+1 _ tt1)?
E [l -]

_ 2
=E ot - ot + at - 2|
<E [sz“ & H ]

—1

Z on ({2 20 })

In 55

2

N3 ) “ZE[\Q wti i}

N
1
<N ()’ G2y - (157)
n=1 1"
where we use E||X —EX|?> < E|X|* E[I] = ¢, and &' = z! —
T—1
Utznept(q) Zz =0 qlﬂgsn({wcnv gn})

Combining the above gives

[Hthrl w:||2} [Hwt+1 §+1+f§+l—w:|ﬂ
S(l_an> [H t_ gt }

N N
Z (202 +G?) +2457° (n')* 3 (202 + G?)
= n=1

+ N7 (nt)QGZZ L (158)
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Let AtTL 2 [Hw’;“ —xt Hz} We can rewrite (T58) as:

tN t\2 2 t\3 3
A < 1777 TH At+(n)TBl+(n)TBg. (159)
2 4 8
where By := 4N Zn 1 (202 + G?) +4NG? Zn 1 q— and B := 1925 Zgﬂ (203 + Gz).
Consider a diminishing stepsize nt = NT(QWB oy ie, N g T = vit’ where 8 = ,75 = —1.Itis
easy to show that 1" < 52— for all . We can prove that A" < St

P
[T BN max {455 + 882 (3, + 1)E [||mg7ms|| 1}

s - S -
Vs + 1 Vs +t
IGNZ oy (202 4+ G?) +16NG2 Y, L . 15365 SN (202 +G?)
- 12 (s +1t) 13 (s +1) (s + 1)

(7 + )E [«
+
Vs Tt

1

G.1.2 One-round Parallel Update for Client-Side Models

(160)

Define z; = ZQ’ 1 anﬂcc n» Which represents the aggregating weights in round ¢ for full par-
ticipation. Using a similar derivation as the M-server side, we first bound the client-side

| ‘and then bound the dif-
ference of client-side model parameters between full participation and partial participation

model update in one round for full participation [E [Hw“rl xk

2 . . . . .
E {H:cffl —x H ] . The overall gradient update rule of clients in each training round is ™! =

1
wt _nt Znept(q) ZZ 0 Z:gcn ({wc'm s )
Under Assumptions n and 2| if n* < 5, inround ¢, Lemma gives

sff -t

(1 - "z”) B (|2 - @2]°] - 20'7E[£ (2") - £ (2")]

N N
+ (") 2N Y a2 (207 + G*) + 2487 (') Y an (202 + G?). (161)
n=1

n=1
Considering that each client n participates in model training with a probability ¢,,, we have
t+1 ot 2
B [flact! -]
2
—E [ - 2!+t - 2]

<x juwtﬂ el

2

e[Sy “n”zg a2l })
n=1 =0
al 2(1
SNTZ ZE[HQ w7
n=1 In
2 S az,
< N7 (n')* @ an (162)
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where we use E|X —EX[” < E[X|* E[I,] = g and 2! = o -
71 a,
nt Znepf(q) 21 0 qn gc n ({wc n’ Zn})

We obtain the client-side model parameter update in one round for partial participation by combining
the two terms and we have
]

[Hwtﬂ z*

C

t
< (1252 ) &t -2l
2

N N
+ (T}t)Q N Z a2 (202 + G?) + 24577 (nt)g Z an (207 + G°)
n=1

n=1

C

2} |:Hwt+1 i+1 _i_fi-&-l _ oz

N 2
+ N2 ()* 62y Z—” (163)
1 n

n=

Let ATT1 2 E [szﬂ -z

ﬂ . We can rewrite (T63)) as:

t t\2 2 t\3 -3
At+1 S 1— T At =+ (77 ) T B]_ + (77 ) T BQ. (164)
2 4 8
where B = AN a2 (202 +G?) + 4NGEY ‘;—Z and Bs =
1928 SN a, (202 + G?).
. e . . _ 28 . tr _ 8 _ 2 __ 88 .
Consider a diminishing stepsize n* = e 1S LI = m, where § = W le == 1. ITtis

easy to show that n’ < ﬁ for all ¢. For v = max { iB, 4 W , (7 + 1)A° } We can prove

i)

o=

7max{ =1 +W (’Yc-i-l)IE{

E (||t - 22| = A" < —

2
16N N a2 (202 + G?) +16NG2 Y o . 15365 SN a, (202 + G?)
- 12 (e + 1) w3 (ye +1) (ve + 1)
(’Vc + 1>E [ : 2}
—+ .

165
—, (165)

G.1.3 Superposition of M-Server and Clients

We merge the M- server- side and client-side models in (I60) and (I63) using Proposition [3.5] For

n' < 5a-andy = }—71 we have

E[/(@")] - /@)
< 5 (B2 — 22/ + Blla - 22]?)

_SNEL D) (202 467+ 8 L 7685 S (an +1) (2024 G°)

p?(y+T) o +T)(y+1)
S0y +E [ - az|’]
+ 2y +7) (166)
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G.2 General convex case for SFL-V2
G.2.1 One-round Sequential Update for M-Server-Side Model
By Lemmaﬂ E.1|with 2 = 0 and 5" < 7i—, we have

e[l - 521

gEUﬁt—ﬁﬂﬂ—Qﬁﬂﬂf@ﬁ—f@ﬂ]

N
)’ 2NZ (202 + G?) + 2457° Z (202 +G?). (167)
Considering that each client n participates in model training with a probability g,,, we have
2 |
B[t -2t |*] < N72 (n)* 62 Y . (168)

Thus, we have

{Hl,f-&-l "

]

<E [ : 2] —2n'7R [f (wt) —f (x*)]
N N
) 2NZ (202 + G?) + 2457 Z (202 + G?) + N72 (1 )QGQZq—. (169)
n=1 n=1 "
G.2.2 One-round Parallel Update for Client-Side Models
By Lemmam w1th p=0andnt < 25 , we have
2o il
<E |2t - @[] - 20/'7E[f (&) - £ (a")]
N N
+ (nt)2 N Z a2 (207 + G*) +2487° (nt)g Z an (207 + G?) . (170)

n=1 n=1
Considering that each client n participates in model training with a probability ¢,,, we have

2

N
B [l ~ 2] < N ()" 623 am

n=1

Thus, we have

E [l - =2|]

<E|[|laL - 2" - 20'7E [f (') - f (2")]
N N2
+( 2 QNZa 20 —|—G2 + 24573 Z 20 +G2 + N72 (t)Qngq—”.
n=1 n=1 n=1 1"
(172)

G.2.3 Superposition of M-Server and Clients
We merge the M-server-side and client-side models in (T69) and (I72) as follows

%12 %12 w112
Ef|2t a7 <[l —az | +E [t -],
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<B et - i]"] -2 7E 7 (@) - f @)
+E [||wi - wZHQ] —2'7E [f (') — f ("))

"N (@ +1) (202 + G?)

] =

N
+ () 72N Y (a2 +1) (202 + G?) + 2457 ()

n=1 n

Il
-

N

241
+N2 t2G2 an+
Aoy

—E [t 2 |] - an'+E[f (af) - £ (2]

"N +1) (202 + G?)

M=

N
+ (nt)Q 2N Z(ai +1) (20',2I + GZ) + 24873 (nt)

n=1 n

Il
-

N2
N7 () 6 YD (173)
n=1 n

Then, we can obtain the relation between E ﬂ’m”l —x* ||2} and E [||a:t —x* ||2} , which is related to

E[f (') — f (x*)]. Applying Lemma 8 in [17], we obtain the performance bound as
Elf(@")] - /(@)

B e A s A%
=2 (N;(“"“) Rl ==
N % 2 3 2
1 2 2 |=° — 2 S |a° - a*
+5 <Z4Sn§_1(an +1) (207 + G )) < Tl MR (174)
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G.3 Non-convex case for SFL-V2

G.3.1 One-round Sequential Update for M-Server-Side Model

For the server, we have

f ("), & - al)]
(Tef (0) 2! ol 40/ (&) — 17V (&))]
[(Ve.f (=), 2. 1ol Y, S (@) = (Ve f (1) 0'7Va. f (2'))]

E[(V.
E
E
N -1 t
g <vm ) B +ntrvmsf(wt)>—77tTHVmsf(-’Bt)H?

= igi%
Vol @5 [wtzzlivwsm o

nlen
n

+0'7Ve.f (@ )>"7tTHszf(wt)HQ

N 7-1 It N 7-—1 It
§ <vng (.’Bt) ,]E 77715 Z Z ivman ({mizn, ﬂ:i”in ) + nt Z Z fnvaFn (mt)] >
=1 i=0 In n=14i=0 "
07 |V f (@)
1 N ‘f'—l It ) ) 1 N T—l It
<ot (e (@) |35 v ((athosti)) + 1305 v o))
n=1i=0 " n=1i=0 1"
—'7[|Va, f ()|
ntr 2 .1 N - A ’
ST Vet @I+ LB || 3 v,k (et ati)) - 33 2Va e &)
n=14i=0 " n=11i=0 "

n

WtT t\ |12 77t (| & _1It i t i
§—7||szf(f”)|| +§E DN (Va, Fo ({all, 2l }) = Vo, Fy (2))

n=1i=0
T—1 2
<——||v (@ 2 Z Z (Vo Fn ({28,200 }) = Vo, Fy (2)) ]
=0
nir NntS? A R i 2
< Ve f (@) + = Z;ZE[IImZ:anH}, (175)
n=1 1" =0

where we apply Assumption Va.f (x!) = ZT]:/:I Ve.Fn (2, (a,b) < & +b ,and E[IL] =
qn-

ByLemma
TX_ZE{Hm’;’ﬁl—x’;HQ}S%Z (87 () 2 + 57 (1) + 87 ()} |V f (&)]F)  176)
=0

fs

Thus, becomes
E[(Va.f (), 2" - 2))]

< @ P+ Y an 2 (87 (n') 02487 ()" 487 () [Va f (1))

n=1

UtT t332N1 t\ (|12 t23N1t22 2
< —7—1—8]\[(7)) 8 Zq— vaf(:n)H + 8Nn*'S*T Zq—(n) (0n+€).

n=1 n=1 1"
77
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Furthermore, we have

5 [nwm 2!’

t2iE I:L t7,
— qn sn |
(') N 27
—E

n—1 dn i=0
N T—1
_SN(;?)QTz:lqanO]E{Hg gsn-f'gan}
n= 1=
N T—
< Wzlz( [l bl + & [lat.l )
< OT2 S LS & [l - st B [I9e50  +]). a0

where the last line uses Assumption|C.1{and E [||z||?] = ||E[z]||* + E[||z — E[z]||?] for any random
variable z.

By Lemma with " < 73—, we have

ZE g = gtull’] <872 ()7 82 (V. P ()| + 02) (179)

Thus, (T78) becomes

TE [lat —at)]
2 N
- SN(;}”TZ; 87° (1) 52 ([ Vo, Fu (2)* +02) 4 7E [||Va, i ()| + 03] )
n=1
SN(’?t)ZTNl 3 ([ t\2 @2 AYIE 2
< — |T+8(n")" S Ve.Fn (x + o,
5 g (T ) ) (Ve Fu (@) +02)

(
(
(r+87 (1)) (I Ve, Fu (2) = Varf (2) + Var S ()| + 02)
(

SN (n')* 7 Al
ST X

—(r+er (1) 52) (2. f (@)]* + 26 + 02) . (180)

G.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is the same as the client’s model update in version 1.
Thus, we have

E[(Ve.f (2') @™ —ai)]

n'r 3 a?
< (—2+8N (n") TSS2Zq> Ve, f (')|” + 8Nn' 527 32 )? (02 +¢).

n=1 n=1 an
(181)
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= [Hwt“ ||

c

t

zNj—i (r 487 (1) 8%) (2]|Va. f (@) [* 4224 02) . (182)

G.3.3 Superposition of M-Server and Clients
Applying (I77), (I80), (I82) and (I8T)) into (36) in Proposition[C.4] we have
E[f(z")] - f ()
t\ 1t § tH1_ ot t+1 § t+1_ b2
<E[Vo, f (@)@t —al)]+ 2E|2 ~al || +E[ Vet @) 2L ~2l)] +2E |5 o]

N
< (e ) S L) s )

n=1

+ 8Nyt Sy 3Zaq+1 ()2 (02 + ¢2)
n

n=1

02 N
I SN (77 ) Z i (T+8’T3 (nt)Q 52) 2 ||me (wt)HQ

N2 N
+SN(7’) Tza%Jrl(TJréE 3( ) 52) (262+072L)

(e S Lo S L (e ) ) 19 )

n=1 dn n=1 n

N o
+ 8NntS? 73 Z a1 (77’5)2 (0721 + €2>

n=1 dn
2 N a2+1
F SN ()7 (v 87 ()" 87) X0 S (2 )
n=1 n
2 Al | 4
§<—2+SN 2Z—+8 S”;:JrSSB 42 >Hme )|’

N2
+ 8N (nt)s S273 Z an—'— 102 + 8N (nt)3 52732 Z L‘;_ !
n n

n=1 n=1

N o
+ SN (1) 22§:a 1,1 SN (1)’ 2yt

g ~ g
s/ 1A 4o a2 +1 3t44Na721+12
+8NS? (n') e 274‘4]\75 (') 7 Z Tn
n=1 Qn n=1 qn

<17 (g SE L (st 4550 )7 4) ) [9r o)
= 2 K 7_”:1 n " ! )

Ly )2 2 3 ¢2.3 3 iyt ) S Gt

SNS (1) 72+ 8N (1) %70 + aNS® (o) 7 DR

2 4 N a2+1
(s s s ) S
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t N 9
< T |Vaf (@) + 285 () 2 3 T Lo+ e, (183)

1

55T . We have applied ZN a? < N.

n=1"n

where we first let ¢ < and then let n* <

1
8SN2r 31, L

Rearranging the above we have

2 4 2 a1
0Vaf @) <2 (7 (@)~ B [F @ )]) 4888 ()P r Y 50 (024 ). s
n=1 n
Taking expectation and averaging over all ¢, we have
1 4 .. 8NST <L a2+1 =
7 2 E[IVed @] < o (F o) = 1)+ =27 S5 (4 ) 3 ()
t=0 n=1 1" t=0
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H Comparative Analysis

H.1 Main technical results

We conclude the convergence results in our paper in Table

N 1

Table 1: Performance upper bounds for different objectives (let Q := >, ", q—n).

Scenario Case Method  Convergence result

__S 2 2 err
Strongly convex SFL-VI gy (N(07 + G7) + puST)

SFL-VZ m(]\[2 (0'2 + GQ) + ,M;S’Ierr)
Full participation SFL-V1 (N@+GH L | (N(@+GH L | S rerr
General convex (N2(£+G2)) 21+ ( N2(7(;2+G2)3 1+ T <
SFL-V2  (—%—)2 +( 7 )5 4+ FI

_ NS(UZ-&-G ) Ferr
Non-convex SFL-V1 NS (TQ+ 2)+ T
SFL-v2 ~=2lote)  Foo

T T
__5 2 2 orT
Strongly convex SFL-VI H(S-guT) (N(0® +G*(1+Q)) + pSI)

SFL-V2 g (N?(0° + G*(1+ Q) + pSI*™)

Partial participation i N(@Z+G*(1+Q)\ 1 N@©Z+GH)\L1 | S rerr
P P General convex SFL-V1 N2 2+%2(1+Q))>21+( N2(T2+G2))d j‘ 7l
SFL-V2 ( o )E _|_( UT )§ 4 %Ierr

T
_ NS(c”+e)Q | F°"
Non-convex SFL-VI st(gz+€z)Q+ FTEW
SFL-v2 MS+d)e | rov

H.2 Comparison of Bounds

We compare our derived bounds for SFL to other distributed approaches. For simplicity, we let
an = 1/N in (1) and o,, = o for all n in (6). The result are summarized in Table[2] Since different
convergence theories make slightly different assumptions, we clarify them below.

In [33], o2 1is the variance of the stochastic gradient at the optimum:
E¢,~p, {Hgn (z*,¢,) — VE, (w*)||2} < o2 In[16], T = f* — SN | F*/N characterizes

the client heterogeneity. In [17], €2 characterizes the client heterogeneity at the optimum, similar to
. N
[12],ie., % >y |[VFu(z)]]? = €2.

Table 2: Performance upper bounds for strongly convex objectives with full client participation. Here,
absolute constants and polylogarithmic factors are omitted. We further relax the upper bounds of
SFL-V2 for an easier comparison.

Method Performance upper bound
.y a: S((@)=1") —uT
Mini-Batch SGD [33] INTT + m exp ( =%
FL
2 2 ~2
[16] Mq—iT (o’ +SF]:]¢NT G + SIcrr)
2 2 2 —
[10] ,u,JI\T/TT + /L§:T2 + /J,SQ'EF? + u[err exp( gT)
2 2 e err —
SL [17) o + e + e + I exp (=4T)
SFL

SFL-V1 (Theorem awoy (N(0® + G?) + pSI°™)
S

SFL-V2 (Theorem 37 m (N2 (0'2 + G2) + MS[err)

The key observation is that our derived bounds match the other distributed approaches in the order of
T and they all achieve O(1/T).
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Furthermore, we will compare the convergence upper bounds of SFL to those of distributed SGD in
[12]] (with parameters p = 1 and (? = 0) as follows:

Table 3: Performance upper bounds for different objectives with full client participation.
Case Method Convergence results

Distributed SGD NT 1+ ST exp ( MT)
Strongly convex  gpy v N(o? 4 (%) + uSIom)

H(S‘ENT) (

SFL-V2 W(NQ(O.Q +G2) +,LLSIerr)
Distributed SGD (<2 N7zt ;)I err

General convex  gp[ v ( (0T+G )y3 (N(U"’T+G2)) S ers
SFL-V2 (A6} | (Mot GQ)) + S
Distributed SGD (7= + 7)SF*""

Non-convex SFL-V1 %2%) n %
SFL-V2 NSt | B

In the aforementioned table, we denote o,, = o, define I £ ||z° — x*||2, and represent F*'" £
f(x%) — f*. The absolute constants and polylogarithmic factors are omitted for brevity. Our SFL

algorithms show the same convergence rate as the distributed SGD.

H.3 Comparison of Communication and Computation Overheads

There have been are some papers discussing the overhead of SFL, e.g., [27,14]. We mainly use the
analysis from [27].

We start with the definitions. Let K represent the total number of clients involved, D denote the
aggregate size of the data, and v indicate the size of the smashed layer. The rate of communication is
given by R, while T}, signifies the duration required for a complete forward and backward propagation
cycle on the entire model for a dataset of size D, applicable across various architectures. The time
needed to aggregate the full model is expressed as Tredavg- The full model’s size is denoted by |1V],
and r reflects the proportion of the full model’s size that is accessible to a client in SFL, specifically,
|We| = r|W|. The factor 2r|W| in the communication per client arises from the necessity for clients
to download and upload their model updates before and after the training process. These findings are
encapsulated in Table It is observed that as K escalates, the cumulative cost of training time tends
to rise following the sequence: SFL-V2 being less than SFL-V1.

Table 4: Communication and computation comparison between FL, SL, and SFL.
Method Communication per client Total communication Total model training time

o 2w 2K|W| T + Q‘Wl + Thedave

SL (%)v+2r|W\ 2Dv 4 2rK|W| Tq, + 2? + 2r|11/1%/\K
SFL-V1 (%)v + 2r|W| 2Dv + 2rK|W| Th, + 2Dv 2T|RW| + Thedave
SFL-V2 (22)v + 2r|W| 2Dv + 2rK|W| Ty + 352 L 20W] T
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Figure 6: Performance comparison on CIFAR-10.
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Figure 7: Impact of local iteration on SFL performance.

I Additional Experiments

I.1 More comparing methods

We compare the SFL. methods with the benchmarks, i.e., FedProx [15]] and FedOpt [19]. We have
used the same hyperparameters, and trained the models on CIFAR-10. The results are provided in
Figure[6] From the figures, we observe that SFL-V2 continues to be the best-performing algorithm.
This is consistent with our observations in the main paper.

I.2 TImpact of local iteration

We further study the impact of local epoch number E on the SFL performance. The results are
reported in Fig. [7] We observe that SFL generally converges faster with a larger 7, demonstrating the
benefit of SFL in practical distributed systems.

LI.3 Results using loss metric
We further report the results using the loss metric. More specifically:

* Impact of cut layer: The results are reported in Figs. [ and [0}
* Impact of data heterogeneity: The results are reported in Fig. [10]
* Impact of partial participation: The results are reported in Fig. [T}

In general, we see similar (but opposite) trends with the observations in the main paper. That is, a
higher accuracy is associated with a smaller loss. These results are again consistent with our theories.

I.4 Results on the impact of the position of cut layer.

We can observe from the results that the performance of SFL-V1 and SFL-V2 increases in L.. We
look at the impact of the position of cut layer from the gradient perspective. We plot the gradient
divergence in Fig. [T2
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Figure 8: Impact of the choice of cut layer on SFL training loss.
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Figure 9: Impact of the choice of cut layer on SFL test loss.

We see for SFL-V1 and SFL-V2, the gradient divergence decreases as we choose a latter cut layer (a
larger L.). This means that the client drift issue is less severe and hence the performance increases.
In addition, from a theoretical perspective, if we write €2 (i.e., upper bound of gradient divergence
defined in Assumption 3.3) as a function of L., we can see that the upper bounds of performance
loss decrease in L.. This provides a theoretical angle that the performance of SFL-V1 and SFL-V2
increases in L.

I.5 Results on FEMNIST dataset

We have conducted more simulations on a larger dataset FEMNIST. In particular, we consider
N = 100 and train FL, SFL-V1, SFL-V2. Note that the data come from different sources and are
heterogeneous across clients. The results are reported in Fig. [I3]

We note that our key observation continues to hold. That is, SFL-V2 outperforms FL and SFL-V1
under-performs FL under heterogeneous data and a large number of clients.
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Figure 10: Impact of data heterogeneity on SFL training loss.
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Figure 11: Impact of client participation on SFL training loss.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We claim that we provide convergence analysis of split-federated learning
(SFL) for strongly convex, general convex, and non-convex objectives on heterogeneous
data in the abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section[5] we claim that it is also important to theoretically analyze how the
choice of the cut layer affects the SFL performance.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Section [3| presents the theoretical results with full set of assumptions. The
proof of Proposition is given in Appendix The complete proofs of Theorems

are given in Appendices respectively. Proofs of Theorems are given in
Appendices [DHE] respectively.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Sectionfd.T|presents the setup of our experiments to reproduce the experimental
results. We further provide our codes in the supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide our codes in the supplementary material. We will provide open
access to the data and code if the paper is accepted.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We present the setup of our experiments, including the datasets and hyperpa-
rameters, in Section[4.I]and provide our codes in the supplementary material.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: This is a theory paper. Due to limit of computation resources and time, we
were not able to run more experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have used one CPU and one GPU. Specifically, the CPU is Intel(R)
Xeon(R) Gold 5320 CPU with 2.20GHz, and the GPU is A100-PCIE-80GB. Memory:
256GB Storage: 10TB. Each experiment curve takes about 10 hours to train.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have conformed to all aspects of code of ethics with this submission.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The goal of this work is to provide a comprehensive analysis on the convergence
of SFL. Our theoretical results have two potential impacts. First, we provide a thorough
understanding on the performance of SFL, which potentially guides the implementation of
SFL (e.g., the choice between FL and SFL, the choice of hyper-parameters and cut layers).

https://doi.org/10.52202/079017-3287 103541


https://neurips.cc/public/EthicsGuidelines

Second, the convergence results can be used for modeling the training performance of SFL.
Together with an effective modeling of communication and computation overheads of clients,
researchers will be able to perform SFL system optimization. Due to the reduced clients’
training loads in SFL, such a system optimization can potentially minimize the burden
at clients (e.g., human mobile devices) while maintaining client privacy and satisfactory
training performance.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks. We use open-access datasets and models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Our codes are based on the codes provided in [27], which was cited in the
main paper.
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Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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