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Abstract

Ensuring robust 3D object detection and localization is crucial for many applica-
tions in robotics and autonomous driving. Recent models, however, face difficulties
in maintaining high performance when applied to domains with differing sensor
setups or geographic locations, often resulting in poor localization accuracy due to
domain shift. To overcome this challenge, we introduce a novel diffusion-based
box refinement approach. This method employs a domain-agnostic diffusion model,
conditioned on the LiDAR points surrounding a coarse bounding box, to simulta-
neously refine the box’s location, size, and orientation. We evaluate this approach
under various domain adaptation settings, and our results reveal significant im-
provements across different datasets, object classes and detectors. Our PyTorch
implementation is available at https://github.com/cxy1997/DiffuBox.

1 Introduction

3D object detection is a fundamental task for embodied agents to safely navigate in complex en-
vironments. For autonomous vehicles to navigate complicated traffic conditions, this amounts to
identifying and localizing other road agents. Detection models under this setting need to make sense
of LiDAR point clouds to identify accurate bounding boxes for pre-specified objects. Given the
diverse driving environments that occur in practice it is common, however, for the train- and test-time
distributions to differ significantly. Domain distributional differences mainly arise from differences
in object size, point cloud density, and LiDAR beam angles. Consequently, models trained in one
region or particular dataset (e.g. Germany) may not perform well in another region or dataset (e.g.
USA) [48]. As aresult, the domain adaptation problem raises concerns over the reliability and safety
of 3D object detection in self-driving, that are often trained in a particular setting, then deployed into
a diverse set of regions and locations.

Wang et al. [48] have obtained reductions in the domain adaptation gap by resizing boxes with a
simple scaling heuristic after the fact. Consequently, we share the belief that the performance gap
associated with domain adaptation is dominated by incorrect box sizes, shapes, and orientations,
rather than false positives and negatives in detections — e.g. a model trained in Germany can detect
US cars, but struggles to capture their larger dimensions.

In this paper we observe that, although the relationship of bounding boxes to the surrounding
environment varies across domains, the relative position of LiDAR points with respect to their
bounding boxes is surprisingly consistent [23]. Bounding boxes of these detections are, by definition,
supposed to tightly fit the corresponding objects. Furthermore, the objects within the same object
class (e.g., cars) have a similar shape with minor variance across different domains. What mostly
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Figure 1: Box refinement through denoising steps. We visualize the correction of a noisy prediction,
shown in yellow, using DiffuBox. The ground truth box is visualized in green for reference. Boxes
being refined are colored blue based on timestep. The output is refined iteratively though the denoising
steps, resulting in the final, corrected output of our method.

varies, then, is the dimensions of the object, as opposed to this “surface" shape when normalized to
be the same size. Specifically, the distribution of points the LiDAR detector receives, is therefore
consistent when normalized across object sizes, regardless of domains; points will always land near
the edge of the bounding box no matter where the object is located. Thus, if we can somehow capture
the distribution of points relative to a box’s coordinate system, we would be able to use same process
to fix incorrectly positioned bounding boxes to fit the correct point-distribution, even across domains.

Recognizing this observation, we propose DiffuBox, a novel point diffusion model that learns the
distribution of points relative to the object’s bounding box in order to refine noisy bounding box
proposals from the detection models for off-the-shelf domain adaptation. Given a set of noisy
bounding box proposals, DiffuBox denoises them into accurate detection boxes conditioned on the
points near proposed bounding boxes. Our method naturally avoids the domain gap caused by the
scale difference [48], since DiffuBox is designed to operate on object scale-invariant data, where
we transform the LiDAR points around bounding box proposals into a normalized box view that is
relative to the box instead of in absolute measure. This eliminates the size priors presented in the
source domain and forces the diffusion model to recover the accurate bounding box solely based on
the relative position of points to the bounding box proposal, allowing for improved robustness in
self-driving systems.

To summarize, our contributions include: We empirically validate our method, DiffuBox, by adapting
models trained on a dataset from Germany (KITTI [7]) into two large, real-world datasets from the
USA (Lyft LS [15] and Ithaca365 [5]). Under both settings, we observe that DiffuBox is able to refine
the output bounding boxes drastically from the noisy initial predictions (Figure 1). Quantitatively,
we observe strong improvements in mAP performance (up to 24 mAP), particularly in near-range
boxes, where more points are present for DiffuBox to refine the box predictions. When paired
with a representative set of domain adaptation methods, including Output Transform, Statistical
Normalization [48], and Rote-Domain Adaptation [59], DiffuBox is able to further improve the
results, and closing the gap between all method’s final performance.

2 Related Work

3D Object Detection. In general, most 3D object detection methods require supervision from
human-annotated data. They take 3D sensory data (e.g. LiDAR point clouds) and infer bounding
boxes around 3D objects. 3D detection methods can be grouped into two categories based on the
input representations: Point-based methods [32, 33, 31, 39, 40, 55, 29] that directly operate on point
clouds, and grid-based methods [51, 65, 20, 38, 49, 26] that first voxelize point clouds into 3D grids
and then leverage convolutional architectures. Like other supervised models, 3D detection models
suffer from decreased performance when the data distribution during inference differs from that
during training. Our method DiffuBox is designed to reduce the domain gap for general 3D object
detection, agnostic to underlining model design.

Domain Adaptation in 3D. Domain adaptation aims to alleviate the performance drop of 3D
perception models under domain shift. [48] by Wang et al. is one of the first works studying the
domain gap in 3D object detection and proposes Statistical Normalization (SN) that reduces the shape
bias across domains. ST3D [53], Rote-DA [59], and ST3D++ [54] propose a self-training pipeline
that iteratively improve the target domain 3D detection performance with pseudo-label training
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and auxiliary priors. Other methods can be grouped into feature-based [50, 21, 28, 19, 37, 17] and
architecture-based [12, 35, 40, 22, 36] methods. Some of them also apply data augmentation to
construct and train domain-invariant representations to reduce the domain gap [19, 37, 12]. Our
proposed method is orthogonal to these methods and can be applied together with these models.

Diffusion Models. Recently, diffusion models [41, 9, 42, 43] have shown high-quality generative
ability for image [4, 34], video [10, 8] and 3D shape [25, 61, 27] modalities. Zhou et al. [62] uses
diffusion models with a point-voxel representation for shape generation and point-cloud completion.
LION [61] uses a hierarchical VAE mapped to a latent space and trains diffusion models on latent
encodings to generate point clouds. In perception tasks, Chen et al. [3] and Zhou et al. [64] propose
diffusion-based object detection frameworks. Kim et al. [18] proposes a diffusion-based module to
enhance the proposal refinement stage of two-stage object detectors. Unlike these approaches, our
work focuses on leveraging diffusion for post-processing in a detector-agnostic manner that shows
superior performance over previous methods.

3 Method

3.1 Problem Setup

Despite great in-domain performance, 3D object detection models often struggle to maintain their
accuracy when generalized to new domains (datasets). It has been concluded that such poor perfor-
mance is mainly caused by mislocalization rather than misdetection [48]. That is, although objects
can be correctly recognized by the object detector, the detected boxes lack sufficient overlap with the
ground truth box and do not count as true positive (i.e., detections with IoU < 0.7 with ground-truth).

In this work we introduce DiffuBox, which focuses on correcting the localization of bounding
box proposals, as illustrated in Figure 3, to improve domain adaptation for 3D object detection.
Unlike existing domain adaptation algorithms that require careful re-training on the target [59, 53] or
source [48] domain data, DiffuBox can be deployed off-the-shelf as a post-processing procedure in
any novel domain.

Let P € RN >3 denote a N-point 3D point cloud from the target domain. Let B = {by,..., by}
be a set of M imperfect bounding boxes proposed by an underadapted object detector given P,
where each bounding box b; is a 7-DoF (degrees of freedom) upright box, parameterized with center
[, yi, 2], size [w;, l;, h;] and yaw angle 6;. We aim to obtain better localized object proposals B by
refining the boxes in B without any re-training.

B= {61,...,5A4 | Bi:reﬁne(bi,P)}. )]

3.2 Learning Shapes in the Normalized Box View

While domain differences between 3D object detection datasets exist in many aspects, the analysis
from [48] shows that the most significant hurdle for adaptation comes from the difference in object
size. For instance, the American cars in the Lyft dataset [15] are about 20% larger than German
cars in the KITTI dataset [7] on average, and an object detector trained on KITTI will tend to still
predict small boxes when tested on Lyft. Unfortunately, as long as 3D object detectors are trained
to explicitly predict object sizes, such size priors will be inevitably memorized during training and
carried on to other domains as learned bias.

We aim to achieve scale-invariant object detection, which would be naturally immune to size priors.
Motivated by Luo et al.’s [23] finding that the relative distribution of points to ground-truth bounding
boxes is consistent across domains, i.e. points tend to concentrate near the surface of boxes, we
propose to disentangle object size from shape by transforming pointclouds into a normalized box
view (NBV), where point coordinates are box-relative rather than absolute.

Using homogeneous transformation, we define PI,;IBV € RNV>3, the normalized box view of point
cloud P relative to bounding box b = [x,y, z, w, (, h, 0], to be

2.0 0 0| [cos® sinf 0 0L 0 0 —zx
PVl o % 0 0| [-sinf® cosf® 0 O |0 1 0 —y| |P @
1] 10 0 2 0 0 0 1 0[]0 01 —2|]1
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Figure 2: Example Car objects converted into normalized box view (NBV). Foreground/background
points are marked in black/gray, respectively for better visualization. Foreground LiDAR points

distributing tightly within a [—1, 1]3 NBYV cube is a domain-consistent sign for good localization.

As shown in Figure 2, Equation 2 transforms the bounding box b into a [—1, 1}3 cube, eliminating
the size prior. The same transform also transforms P into box-relative, scale-invariant PIJBV.

In practice, we only consider points within a certain depth range of the bounding box for efficiency.

We refer to this range as context limit. In the sections below, we overload PI,;IBV as the point cloud
within the context limit for ease of reference.

3.3 Bounding Box Refinement via Diffusion

Inspired by recent works on diffusion-based shape generation [52, 63, 25, 61] and knowledge
distillation from pretrained diffusion models [30], we show that size-agnostic shape knowledge
learned by a point cloud diffusion model can help to improve object localization across domains. The
underlining assumption is that despite size difference, objects of the same category (e.g. car, cyclist,
pedestrian) share similar shapes.

Figure 2 illustrates our hypothesis that the good localization of a bounding box b is closely correlated
to its corresponding PI;IB V forming a “standard” point distribution, a.k.a. shape. Thus, improving the
shape of PI,\,IBV will also lead to better localization of b. Since our ultimate goal is to optimize the
bounding box b — b, we propose to use a point diffusion model to learn to “denoise” PI,;IBV — PIgBV.

Specifically, we begin by discussing the training of the diffusion model to learn the probabilistic
flow for each point to a good box in Section 3.3.1. Then, we go into how our method refines the
bounding box by computing the improvement step relative to the learned probabilistic flow in Section
3.3.2. Finally, we go into how we leverage the shape guidance to embed heuristics into our training
procedure in Section 3.3.3. To enhance clarity, we additionally provide an algorithmic description of
DiffuBox’s training and inference workflow in Appendix S1.

3.3.1 Diffusion Training

The learning objective of a diffusion model can be viewed as a variant of the score function [43]
Vzlogp (x; o), where o indicates the noise level and p (x; 0) = pyar, the true data distribution that
is hard to directly sample from. As the score function points data to a higher likelihood, samples can
instead be drawn from p (@; omax ) — which is usually modeled as an i.i.d. Gaussian distribution —
and denoised into pqat, by solving a probabilistic flow ODE [11]/SDE [45].

Let Fp denote a diffusion model with parameter 8. Considering the full design space [13], in general
its training loss can be written as:

Eoyn (o) Cout (‘7)2 | Fo (cin (0) (Y 4+ M) 5 Cnoise (7)) — L ) (y — Cskip () (y +mn)) H% , 3)

Cout (U

where 0 ~ Puain, Y ~ Pdaa» and n ~ N (O, oI ) A(o) denotes the effective training weight,
Cnoise () denotes noise level preconditioning. ¢iy (o), Cout (), and cqp (o) are input/output scaling
factors.

Modelling p (@; omax) as N (0, I') allows for easy sampling. However, an i.i.d. Gaussian noise
doesn’t suit the shift of point cloud in NBV caused by object mislocalization. As shown in Figure S8,
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anoisy NBV point cloud is formed from a 3D distortion on the standard shape, rather than adding
Gaussian noise. The distortion includes rotation (caused by incorrect raw angle), rescaling (caused
by incorrect size), and translation (caused by incorrect box center).

Because of this, we made a few adaptations to the diffusion process. We set the effective training
weight A(o) = 1, all input/output scaling factors ci, (0) = cou () = cuip (07) = 1, as the noise level
o is unknown during inference. We apply Gaussian noise on the bounding box, rather than on the
point cloud, to simulate mislocalized bounding boxes. With these adapatations, our new training loss
becomes:

IEa,(P,b*).,n P‘(U)HFQ (PII;I’?XnQCnoise(U)) - (PI;’?V - PI{ZIPXn) ||§] 4)
where 0 ~ Puain, P, b* ~ Dyain and n ~ N (O, o?diag (E)) diag (%) is the variance of box noise,
which is roughly estimated from direct domain adaptation performance.

3.3.2 Bounding Box Updates

Since Fy is trained to approximate the score function V, log p (x; ), the regular denoising process
can be implemented by solving a probablistic flow ODE:

de = —6(t)o(t)Vglogp (z;o(t))dt, 5)
where o (t) denotes a noise schedule in which o(T") = opax, 0(0) = 0, and the dot stands for a time

derivative. Thus, &g ~ pyaa can be generated by evolving 1 ~ p (x;0max) = N (0; oI ) from
timet="Ttot=0.

o NBVlO’
The NBV point cloud diffusion model Fy (PI;BV; cnoise(a)) ~ %@:‘”)

ing box, rather than the point cloud, we take a further step following the chain rule (PI;IBV is
differentiable according to Equation 2 of the main text):

Vlogp(b;o,P) Vlogp (PI;BV; U) vPyEY
Vb B VPYBY Vb

, to denoise the bound-

VPR

~ Fy (Pll\;IBv§ Cnoise(o)) Vb

(6

Let by ~ p (b; omax) be the imperfect bounding box predicted by an adapted object detector, and let
by ~ p (b; 0) denote the corresponding box after refinement. Similarly, bounding box refinement can
be achieved by evloving by to by following:

Vlogp (b;o, P)

db = —5(t)o(t) o

dt, @)

3.3.3 Shape Guidance

The probabilistic flow ODE allows adding objectives other than the score function to bounding box
refinement without any retraining. For instance, [48] assumes the average object size (w, h,[) in
the target domain is available. Such information can be used to further improve domain adaptation
performance by simply rewriting Equation 7 as:

logp (b; o, P) n Viise (b,w,B,D

db=—c(t)o(t dit
s(O(t) [T ¢ o , ®)
where o denotes shape weight, and
Cuie (b0, 1, 1) = o — w0l + || = RII” + 1)1 = 1" ©)

4 Experiments

4.1 Experimental Setup

Datasets. We primarily consider three datasets: The KITTI dataset [6], the Lyft Level 5 Perception
dataset [16], and the Ithaca365 dataset [5]. For KITTI, we follow the official splits. For Lyft, we
follow various existing works [58, 59, 24] and use the splits separated by geographical locations,
consisting of 11,873 point clouds for training and 4,901 for testing. For Ithaca365, we utilize the
annotated point clouds with 4,445 for training and 1,644 for testing. Additionally, we include
experiments with the nuScenes dataset in the supplementary to evaluate DiffuBox’s performance on
larger-scale and more diverse data.
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Table 1: mAP@IoU 0.7 for KITTI — Lyft (cars). Higher is Better. DiffuBox leads to improvement
in almost all cases, with especially significant gain for the Direct and OT detections.

Method | BEVT 3D1

| 0-30m  30-50m  50-80m  0-80m | 0-30m  30-50m  50-80m  0-80m
Direct 68.03 38.62 9.99 39.06 | 25.76 7.84 1.04 12.07
Direct+DiffuBox 88.95 73.27 23.84 59.70 | 62.94 35.44 6.67 35.56
oT 75.07 61.84 20.44 51.95 18.67 10.57 1.82 11.89
OT+DiffuBox 92.67 74.46 23.95 60.98 | 50.99 33.06 6.87 31.21
SN 92.88 69.97 25.68 61.67 70.40 32.96 6.18 36.64
SN+DiffuBox 94.77 72.09 25.47 62.70 | 69.62 40.39 7.17 38.72
Rote-DA 89.64 70.10 27.96 60.63 50.65 24.92 7.43 28.63
Rote-DA+DiffuBox | 95.10 75.10 23.35 62.14 | 71.00 48.89 6.48 41.06
ST3D 72.86 64.23 34.96 55.58 3522 26.33 6.06 22.47
ST3D+DiffuBox 92.08 75.03 35.35 66.08 | 61.58 45.44 10.16 39.81

Baselines. We consider five domain adaptation baselines: (1) directly applying an out-of-domain de-
tector without adaptation (Direct); (2) Output Transformation (OT) [48]; (3) Statistical Normalization
(SN) [48]; (4) Rote-DA [59]; (5) ST3D [53]. OT and SN perform resizing based on the average sizes
from the target domain. OT directly resizes the predicted bounding boxes on the target domain, while
SN trains the detector with resized objects and boxes from the source domain. Rote-DA and ST3D
perform self-training. Rote-DA leverages an additional context in the form of persistency-prior [!]
and enforces consistency across domains. ST3D leverages better data augmentation and a memory
bank for high-quality detections. As DiffuBox is complementary to these methods, we compare the
detection performance of these methods before and after refining with DiffuBox.

Evaluation Metrics. We evaluate the detection performance in Bird’s Eye View (BEV) and 3D.
At depth ranges of 0-30m, 30-50m and 50-80m, we report the mean Average Precision (mAP) with
Intersection over Union (IoU) thresholds set at 0.7 for cars, and 0.5 for pedestrians and cyclists. We
also consider the nuScenes true positive metrics [2]: translation error, scale error and rotation error.
These measure the error in center offset, size difference, and orientation offset, respectively, of all
true positive detections.

Implementation Details. We use the implementation and configurations from OpenPCDet [44]
for detectors, and [14]’s implementation for diffusion models. We set the context limit to 4x the
bounding box size. We use shape weight 0.1 for cars and pedestrians, and 0.01 for cyclists as cyclists
have more shape variation. More details can be found in the supplementary.

4.2 Experimental Results

We present the results for KITTI — Lyft cars in Table 1 (mAP@IoU 0.7) and Table S8 (nuScenes
TP metrics), and the results for KITTI — Ithaca365 cars in Table 2 (mAP@]IoU 0.7) and Table S9
(nuScenes TP metrics). We additionally include KITTI — nuScenes results in Table S10 in the
supplementary. We use PointRCNN [39] detectors; evaluations with other detectors can be found
in the section below. DiffuBox consistently attains significant performance gain across different
domain adaptation methods and datasets. The improvement of DiffuBox is especially significant for
near-range and middle-range detections. Notably, for KITTI — Lyft cars, DiffuBox applied upon
the Direct outputs is able to attain comparable performance with domain adaptation methods that
require training such as ST3D. We hypothesize that this is because there are more LiDAR points for
near-range and middle-range objects, which allows DiffuBox to better correct the detections.

DiffuBox with Other Detectors. To further demonstrate the robustness and versatility of DiffuBox,
we present DiffuBox’s performance for refining predictions from other detectors. We consider
PointPillar [20], SECOND [51], PV-RCNN [38], CenterPoint [56] and DSVT [47] trained on KITTI.
We report the mAP@IoU 0.7 for KITTI — Lyft cars in Table 3. Results show that DiffuBox
consistently improves the predictions from different detectors.
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Table 2: mAP@IoU 0.7 for KITTI — Ithaca365 (cars). DiffuBox leads to significant improvement
upon different adaptation methods.

Method | BEVT 3Dt
| 0-30m  30-50m  50-80m  0-80m | 0-30m  30-50m  50-80m  0-80m

Direct 52.59 21.19 3.20 25.08 25.09 6.25 0.17 10.53
Direct+DiffuBox 61.89 32.09 6.05 32.27 | 42.23 17.79 1.47 20.51
oT 59.34 29.18 5.26 30.11 32.05 12.00 1.16 14.71
OT+DiffuBox 60.76 32.56 6.07 31.89 | 40.43 18.33 1.61 19.80
SN 60.48 31.04 4.04 29.80 32.17 13.03 0.85 15.02
SN+DiffuBox 60.79 34.49 3.79 30.81 37.21 18.90 1.33 18.31
Rote-DA 71.14 44.76 14.00 42.38 | 43.07 2242 2.46 22.38
Rote-DA+DiffuBox | 71.52 45.44 14.56 42.28 46.77 25.72 4.17 25.02

Table 3: mAP@IoU 0.7 for KITTI — Lyft (cars) with other detectors. DiffuBox consistently
improves the detections from different detectors.

Method | BEVT 301

| 0-30m  30-50m  50-80m  0-80m | 0-30m  30-50m  50-80m  0-80m
PointPillar (Direct) 65.77 39.02 11.28 36.80 16.58 5.06 0.56 6.87
PointPillar (Direct)+DiffuBox 84.76 65.57 17.46 53.67 | 65.41 32.77 4.55 33.82
SECOND (Direct) 65.61 38.83 13.92 38.06 24.39 8.32 0.86 10.68
SECOND (Direct)+DiffuBox 89.70 66.98 19.11 57.04 | 61.90 32.24 4.39 33.19
PV-RCNN (Direct) 73.56 46.39 13.63 43.72 34.20 14.03 1.53 16.17
PV-RCNN (Direct)+DiffuBox 92.40 68.35 20.68 59.30 | 63.82 35.78 5.03 3543
PV-RCNN (OT) 80.48 54.40 17.54 51.03 19.87 8.15 0.75 10.74
PV-RCNN (OT)+DiffuBox 93.65 69.06 21.35 60.16 | 53.68 31.31 4.00 30.63
PV-RCNN (SN) 94.16 68.58 22.22 62.16 | 72.72 27.86 3.43 33.47
PV-RCNN (SN)+DiffuBox 93.99 69.24 21.13 61.23 67.83 35.08 4.50 34.93
CenterPoint (Direct) 74.91 36.64 2.47 36.23 28.63 4.05 0.15 10.29
CenterPoint (Direct)+DiffuBox | 90.25 58.65 6.95 51.38 | 71.02 34.91 1.48 34.40
CenterPoint (OT) 82.81 51.02 6.26 46.10 | 25.34 12.35 0.52 13.34
CenterPoint (OT)+DiffuBox 91.79 59.24 7.45 51.88 | 63.01 32.53 1.24 30.95
DSVT (Direct) 68.93 47.49 11.32 41.77 33.72 11.74 1.42 15.67
DSVT (Direct)+DiffuBox 89.01 63.41 17.50 55.27 | 65.22 36.31 5.02 35.61
DSVT (OT) 71.85 42.93 13.18 43.05 15.66 4.47 0.31 8.06
DSVT (OT)+DiffuBox 90.21 63.50 17.91 55.61 56.84 31.19 4.63 31.12

DiffuBox on Other Object Classes. We present DiffuBox’s performance on other object classes,
specifically pedestrians and cyclists. We use the same configurations as cars, except cyclist shape
weight 0.01 as mentioned in the implementation details. We report the KITTI — Lyft performance
in Table 4, and the KITTI — Ithaca365 performance in Table S11. For Ithaca365, we only evaluate
for pedestrians as Ithaca365 has very few cyclists. Results show that DiffuBox consistently attains
significant improvement across object classes and domains, and can improve upon other domain
adaptation methods. This shows the robustness and versatility of DiffuBox.

4.3 Qualitative Results

Figure 3 visualizes four scenes from the Lyft and Ithaca365 datasets. We compare the ground
truth bounding boxes (green), the detections directly obtained from a PointRCNN trained on KITTI
(yellow), and the refined detections using DiffuBox (blue). The out-of-domain PointRCNN produces
reasonable results, but occasionally it produces false positives or boxes with incorrect shapes or
alignment. DiffuBox effectively moves the incorrect boxes towards having better location, shape and
alignment. Also observe that for the already accurate boxes, DiffuBox makes little change to them.

4.4 DiffuBox Extension: Detector Retraining
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Table 4: mAP@IoU 0.5 for KITTI — Lyft (pedestrians/cyclists). DiffuBox attains consistent
improvement across object classes and is able to improve upon other domain adaptation methods.

Class ‘ Method BEVT 301
\ 0-30m  30-50m  50-80m O-SOm\ 0-30m  30-50m  50-80m  0-80m

|
\
‘ Direct ‘ 31.89 25.75 0.51 20.74 | 21.29 16.59 0.18 14.17

Direct+DiffuBox 43.64 26.97 0.61 25.10 | 34.30 22.54 0.33 20.46

oT 35.63 2547 0.64 21.69 | 27.76 19.02 0.35 16.77

Pedestrian | OT+DiffuBox 42.63 25.28 0.55 24.02 | 37.34 22.16 0.42 20.94
43.75 36.87 0.67 28.18 34.12 26.08 0.45 21.00

SN+D1ffuB 0xX 50.98 35.88 1.08 2945 | 38.55 30.24 0.60 23.50

Rote-DA 49.14 46.86 1.23 33.60 | 37.68 39.25 1.01 26.75
Rote-DA+DiffuBox | 54.14 50.30 1.22 36.04 | 42.76 43.25 1.04 29.93

Direct 48.50 8.91 0.13 26.96 | 38.13 5.19 0.02 21.11
Direct+DiffuBox 61.28 10.60 0.06 3490 | 49.76 6.87 0.02 27.35

55.37 9.99 0.14 30.90 | 20.09 4.11 0.02 10.96

Cyclist OT+D1ffuBox 65.93 10.26 0.06 36.86 | 32.93 6.11 0.02 18.81
46.75 11.42 0.05 2630 | 36.87 6.23 0.03 20.18

SN +DiffuBox 59.48 15.82 0.10 34.62 | 48.92 10.31 0.02 27.38

‘ Rote-DA 77.19 34.61 0.09 48.66 ‘ 70.35 30.77 0.05 44.29

Rote-DA+DiffuBox | 83.80 31.36 0.05 5149 | 75.79 27.98 0.04 45.77

w/ DifﬁxBox

W‘lﬁ 0 wm

No Adaptatlon

KITTI —> Lyft LS KITTI —> Ithaca365

Figure 3: Illustration of 3D object detection on Lyft/Ithaca365 before and after DiffuBox’s
refinement. We visualize detections from an out-of-domain PointRCNN on four scenes from each
dataset. We color the ground truth boxes in green, the detector outputs in yellow, and DiffuBox’s
refinements in blue. The out-of-domain detector sometimes produces false positives or boxes with
incorrect shape or alignment. DiffuBox effectively improves the wrong or inaccurate boxes, while
making little change to the accurate boxes.

Before Refinement

One extension of DiffuBox for domain adap- 4 After Refinement

tation is to retrain detectors [57, 58] with Dif-
fuBox’s refined boxes. We can take a detector
trained on the source domain, obtain its predic-
tions on the target domain, refine the predictions
with DiffuBox, and then retrain a detector using
the refined boxes as labels.

w

N

Percentage

-

We provide the KITTI — Lyft results in Table 5. 9.0 0.2 04 0.6 0.8 1.0
We compare the performance of (1) directly ap- Intersection over Union (loU)

plying the KITTI detector, (2) retraining for one  Figure 4: Comparison of bounding box qual-
round with the KITTI detector’s predictions as ity before and after refinement with DiffuBox.
labels, and (3) retraining for one round with the We report the distribution of Intersection over
KITTI detector’s predictions after DiffuBox’s  Union (IoU) with ground-truth labels from the Lyft
refinement as labels. Retraining is performed dataset. The unrefined predictions are from an un-
based on the KITTI detector’s predictions on  adapted Point-RCNN model trained on KITTI. We
the Lyft training split, and the evaluation is con- show that DiffuBox leads to significant improve-
ducted over Lyft’s testing split. Retraining using ment in bounding box localization.
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the KITTI detector’s predictions directly only provides limited improvement over directly applying
the KITTI detector, while retraining with DiffuBox’s refinement leads to significant improvement.

Table 5: Retraining Performance (mAP@IoU 0.7) for KITTI — Lyft. Retraining with DiffuBox’s
refined detections attains significant performance improvement.

Class | Method ‘ BEVY 3Dt
| | 0-30m  30-50m  50-80m  0-80m | 0-30m  30-50m  50-80m  0-80m
Direct 68.03 38.62 9.99 39.06 | 25.76 7.84 1.04 12.07
Car Retraining w/ Direct 70.98 45.53 15.12 43.49 | 3045 10.54 1.69 14.55
Retraining w/ Direct+DiffuBox | 91.79 77.52 35.33 64.71 67.80 36.17 10.56 37.55
Direct 31.89 25.75 0.51 20.74 | 21.29 16.59 0.18 14.17
Pedestrian | Retraining w/ Direct 34.23 34.65 0.95 24.37 27.58 30.33 0.37 20.22
Retraining w/ Direct+DiffuBox | 44.17 39.39 0.84 29.22 | 35.60 34.67 0.36 24.71
Direct 48.50 8.91 0.13 26.96 | 38.13 5.19 0.02 21.11
Cyclist Retraining w/ Direct 44.06 6.05 0.21 24.29 33.55 5.73 0.14 18.73
Retraining w/ Direct+DiffuBox | 57.57 6.54 0.23 31.36 | 45.79 5.19 0.11 24.39

4.5 Ablation Studies and Analysis

Context Limit. We conduct ablation study on the context limit, and consider ranges of 2x, 4x and
6x the box size. We evaluate under the setting of no adaptation (Direct) for KITTI — Lyft cars,
and compare the mAP@IoU 0.7 in Table 6. All three context limits lead to significant performance
improvement. Larger limit attains more gain, and the gain saturates at around the 4x limit.

Denoising Steps. We perform ablation on the number of denoising steps used, and present the
results in Figure 5. In general, a majority of the performance is already reached using 8 diffusion
steps, and it saturates around using 14 steps.

BEV

404
30 A

BEV mAP @ IoU 0.7

P P
3D mAP @ IoU 0.7
w e
S o

20 A

101

— T T h — T
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

# diffusion steps # diffusion steps
— 0-30m —— 50-80m
30-50m —— 0-80m

Figure 5: mAP vs. Number of Diffusion Steps. We report the BEV (left) and 3D (right) mAP @
IoU 0.7 for the setting of KITTI — Lyft Cars and PointRCNN detector.

Shape Weight. We perform ablation on shape guidance, and consider shape weight 0, 0.01, 0.1
and 0.5. We evaluate under the setting of no adaptation (Direct) for KITTI — Lyft cars and report
the mAP@IoU 0.7 in Table 7. DiffuBox improves the detector’s output even without shape weight.
Using shape weights leads to additional gain, which saturates at around shape weight 0.1.

IoU Performance Analysis. We visualize the comparison of IoU of the bounding boxes with
the ground truth bounding boxes both before and after using DiffuBox in Figure 4. The IoU of
predictions after DiffuBox refinement (in blue) improves significantly over those before refinement
(in yellow). This suggests that a majority of our refinement is in improving the bounding boxes’
shape and alignment to fit into the new domain, thus resulting in higher IoU values.
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Table 6: Ablation on Context Limit. DiffuBox is robust against the choice of context limit. Larger
limit could lead to better performance, with the gain saturated at around 4x limit.

Method | BEVT 3D
| 0-30m  30-50m  50-80m  0-80m | 0-30m 30-50m  50-80m  0-80m
Direct 6803 3862 999 3906 | 2576 784 104 1207

Direct+DiffuBox 2x | 83.16 68.91 17.65 55.53 54.63 27.63 3.62 29.51
Direct+DiffuBox 4x | 88.95 73.27 23.84 59.70 | 62.94 35.44 6.67 35.56
Direct+DiffuBox 6x | 91.68 72.56 24.60 60.59 61.92 30.91 5.39 33.61

Table 7: Ablation on Shape Weight. DiffuBox improves the detector’s output significantly even
without using shape weight, and using shape weight attains additional gain.

Method ‘ BEVT 3Dt
\ 0-30m  30-50m  50-80m  0-80m \ 0-30m  30-50m  50-80m  0-80m
Direct 68.03 38.62 9.99 39.06 25.76 7.84 1.04 12.07

No SW 72.62 50.70 14.32 45.27 34.63 13.47 2.17 17.54
SW0.01 | 74.81 57.48 17.18 48.89 47.11 17.74 2.99 23.10
SW 0.1 88.95 73.27 23.84 59.70 | 62.94 35.44 6.67 35.56
SW 0.5 91.36 73.09 24.48 60.23 50.70 32.73 7.21 30.54

Recall Analysis. We perform analysis on DiffuBox’s effect on detection recall in Figure 6. As
DiffuBox improves IoU for mislocalized detections, it reduces false negatives that arise from match
IoU being lower than the threshold. The improvement is observed for objects across different sizes.

80 - 60
Before Refinement Before Refinement
After Refinement 50 After Refinement
60 X
= -~ 40
T 40 330
[J) ©
« 920
20 «
10
%,0 0.2 0.4 0.6 0.8 1.0 90.0 12,5 15.0 17.5 20.0 22.5 25.0 27.5 30.0
Intersection over Union (loU) Volume / m3
(a) Recall vs. IToU (b) Recall vs. Object volume

Figure 6: Recall improvement with DiffuBox. We report recall on the car class (KITTI — Lyft,
PointRCNN) before and after refinement with DiffuBox.

5 Discussion and Future Work

In this work, we propose DiffuBox, a diffusion-based approach that refines bounding boxes for
better domain adaptation. While DiffuBox effectively improves the existing bounding boxes, one
limitation is that DiffuBox currently does not consider false negatives that are due to completely
missed detections. This could potentially be addressed through further distilling the detectors by
DiffuBox’s refined boxes, or by incorporating exploration strategies to capture possibly missed
objects. Alternatively, a view that we did not discuss in this work, but is of potential interest to the
field, is the use of DiffuBox for automatic label refinement. This can be useful for correcting slightly
mis-aligned boxes, or labels across sensors that may have slightly unsynchronized sensors. We leave
this discussion for further work, and will provide code and model checkpoints for this use case. With
our work, we do not foresee any negative societal impacts and hope the field continues to develop
such label refinement methods for 3D object detection.
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Supplementary Material:
DiffuBox: Refining 3D Object Detection with Point
Diffusion

S1 Algorithmic Description of DiffuBox

Below we provide an algorithmic description of the training and inference workflow of DiffuBox.

Algorithm 1 DiffuBox Training Algorithm 2 DiffuBox Inference

Require: Train set Dyyjn, noise distribu- Require: Set of initial bounding boxes {b}scene, point
tioN Pyrain cloud P, Fy approximating V, log p(x, o)
Ensure: Diffusion model Fj to E{PPTOXi' Ensure: Set of refined bounding boxes { IA)}Scene
mate Vg log p(, o) of bounding box 1 for each bounding box b in {b}scene do
OVer points &, noise o for denoising stepst =1,--- ,T do
1: repeat ' Obtain o (t) from denoising schedule
Sample point cloud P, true bound- Compute PI;IBV from Eq. 2

ing box b* where P, b™ ~ Digin Compute db with o(¢) and Fy from Eq. 8
3: Sample noise level 0 ~ Piin

NBY b« b+db
4: Compute Py~ " from Eq. 2 end for
5: Update Iy with diffusion objec- beb
tive Eq. 4 9: end for
6: until convergence 10: {B}Scene — NMS({B}scene)

S2 Implementation Details

Experimental Setup. For detectors, we use the implementation and configurations from Open-
PCDet [44]. For diffusion models, we use [14]’s implementation and follow their noise schedule
Omaz = 80. During inference, we denoise each box for 14 steps, starting from a noise level between
[10, 80] linear in the detector confidence; higher confidence boxes begin from smaller noise. For each
bounding box, we consider the points that fall within the range of four times its size. Additionally,
inspired by OT and SN, we slightly regularize the bounding box shape with the average size of the
target domain, with shape weight 0.1 for cars and pedestrians, and 0.01 for cyclists. We use NVIDIA
A6000 for all of our experiments.

Training Details. In the diffusion process, we follow [13] and use noise level distribution In o ~
N (71.2, 1.22) , ODE schedule o (t) = ¢, and 21 order Heun solver. The denoiser transformer model
contains 12 self-attention layers with hidden size 1024; each layer has 2048 intermediate dimensions
and 8 heads. The diffusion model is trained with batch size 128 and learning rate 0.0001 for 100k
steps. A visualization of our Diffusion model architecture can be found in Figure S7.

S3 Additional Experiment Results

S3.1 nuScenes True Positive Metrics
We report the nuScenes TP metrics for KITTI — Lyft cars in Table S8, and those for KITTI —

Ithaca365 in Table S9. All results are based on PointRCNN detectors. DiffuBox effectively reduces
all three types of errors, with especially significant improvement for translation and scale errors.

S3.2 Additional Experimental Results

We report the performance on KITTI — nuScenes cars in Table S10, and KITTI — Ithaca365
pedestrians in Table S11. Both sets of experiments are based on PointRCNN detectors. For nuScenes,
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Figure S7: Architecture overview of DiffuBox’s denoiser model. The model is composed of 2 MLP
layers and L transformer encoder layers, which maps 3D points to a higher dimensional space for
effective self-attention.

Table S8: nuScenes TP metrics for KITTI — Lyft (cars). Lower is better. DiffuBox reduces all
three types of errors, with especially significant improvement for translation and scale errors.

Method ‘ Translation Error} Scale Error] Orientation Error)

| 0-30m  30-50m  50-80m  0-80m | 0-30m  30-50m  50-80m  0-80m | 0-30m  30-50m  50-80m  0-80m
Direct ‘ 0.346 0473 0.506 0.430 0.267 0.299 0.309 0.289 0.347 0.510 0.624 0.472
Direct+DiffuBox 0.221 0.289 0.424 0.293 0.162 0.171 0.198 0.173 0.329 0.473 0.607 0.447
oT 0.273 0.376 0.466 0.356 0.217 0.207 0.219 0.214 0.338 0.496 0.623 0.463

0.174 0.173 0.202 0.180 ‘ 0.328 0.474 0.598 0.444
0.160 0.178 0.204 0.178 ‘ 0.320 0.540 0.678 0.493

OT+DiffuBox ‘ 0.201 0.266 0.399 0.271

SN 0.332 0.436 0.440 0.398
SN+DiffuBox 0.201 0.251 0.410 0.274 | 0.164 0.171 0.207 0.178 | 0.309 0.505 0.631 0.463
Rote-DA 0.286 0.352 0.408 0.338 | 0.203 0.213 0.190 0204 | 0.253 0.448 0.621 0.408

Rote-DA+DiffuBox | 0.206 0.260 0.423 0.275
ST3D ‘ 0.386 0.489 0.451 0.440

0.161 0.170 0.201 0.173

0.240 0.225 0.239 0.234
0.162 0.171 0.199 0.175

0.244 0.437 0.609 0.398

0.352 0.562 0.693 0.517
0.326 0.508 0.681 0.485

ST3D+DiffuBox 0.216 0.262 0.350 0.267

Table S9: nuScenes TP metrics for KITTI — Ithaca365 (cars). Lower is better.

Method ‘ Translation Error} Scale Error] Orientation Error)
‘ 0-30m  30-50m  50-80m O—SOm‘ 0-30m  30-50m  50-80m 0-80m\ 0-30m  30-50m  50-80m  0-80m

Direct 0.403 0.523 0.722 0.510 0.200 0.206 0.207 0.204 0.492 0.827 1.001 0.705
Direct+DiffuBox 0.312 0.456 0.775 0.458 0.125 0.131 0.172 0.137 0.493 0.831 1.002 0.708

oT 0.381 0.506 0.720 0.494 | 0.159 0.150 0.139 0.152 | 0.492 0.827 1.004 0.707
OT+DiffuBox 0.320 0.458 0.753 0.456 | 0.124 0.133 0.173 0.138 | 0.494 0.829 0.997 0.705

Rote-DA+DiffuBox | 0.315 0.384 0.517 0.383 | 0.121 0.116 0.135 0.123 | 0.451 0.715 0.984 0.656

SN 0.484 0.544 0.816 0.587 | 0.153 0.141 0.150 0.149 | 0.590 0.869 1.091 0.800
SN+DiffuBox 0.351 0.492 0.862 0.520 | 0.128 0.137 0.179 0.144 | 0.574 0.862 1.072 0.783
Rote-DA 0.492 0.484 0.461 0.482 | 0.140 0.144 0.167 0.147 ‘ 0.476 0.731 1.023 0.683

we evaluate for up to 50m based on the point cloud range. DiffuBox attains significant improvement
upon the detections in both settings.

Table S10: mAP@IoU 0.7 for KITTI — nuScenes (cars). DiffuBox consistently attains significant

improvement.
Method | BEV 1 3D 1
| 0-30m  30-50m  0-50m | 0-30m  30-50m  0-50m
Direct 44.78 0.70 15.86 14.82 0.00 4.66

Direct+DiffuBox | 58.07 1.06 20.70 | 22.77 0.00 7.40

In addition, we report the full KITTI — Lyft performance on all three traffic participant classes
with the CenterPoint [56] detector in Table S12 and DSVT [47] in Table S13. DiffuBox achieves
consistent improvement across object detectors, classes, and domain adaptation methods.
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Table S11: mAP@IoU 0.5 for KITTI — Ithaca365 (pedestrians). DiffuBox consistently attains
significant improvement.

Method ‘ BEV T DT

‘ 0-30m  30-50m  50-80m  0-80m ‘ 0-30m  30-50m  50-80m  0-80m
Direct 41.70 16.87 1.63 23.07 31.38 10.06 0.60 16.09
Direct+DiffuBox 50.53 20.26 0.49 26.62 43.36 14.74 0.10 21.74
oT 42.96 18.66 1.75 23.69 33.00 11.64 0.63 17.15
OT+DiffuBox 50.52 21.27 0.38 26.95 44.67 15.45 0.05 22.48
SN 48.95 16.97 2.46 26.36 38.47 9.17 0.97 17.89
SN-+DiffuBox 57.32 17.27 0.51 28.20 47.63 10.44 0.22 21.62
Rote-DA 43.36 1.68 0.00 14.18 30.21 0.13 0.00 8.40
Rote-DA+DiffuBox | 56.91 21.31 1.18 29.75 50.94 14.63 0.31 24.18

Table S12: mAP for KITTI — Lyft with CenterPoint [56]. DiffuBox attains consistent improve-
ment across object classes and domain adaptation methods.

Class ‘ Method ‘ BEV T DT
\ \ 0-30m  30-50m 50-80m 0-80m \ 0-30m  30-50m 50-80m 0-80m
Direct 74.91 36.64 247 36.23 | 28.63 4.05 0.15 10.29
Direct+DiffuBox | 90.25 58.65 6.95 51.38 | 71.02 34.91 1.48 34.40
Car@IoU 0.7
oT 82.81 51.02 6.26 46.10 | 25.34 12.35 0.52 13.34
OT+DiffuBox 91.79 59.24 7.45 51.88 | 63.01 32.53 1.24 30.95
‘ Direct 0.85 1.22 0.02 0.49 ‘ 0.41 0.47 0.01 0.19
Pedestrian@IoU 0.5 Direct+DiffuBox | 5.58 2.06 0.03 1.78 3.99 1.75 0.02 1.20
oT 1.88 2.02 0.05 0.87 0.61 1.22 0.01 0.37
OT+DiffuBox 5.78 2.32 0.03 1.78 4.04 1.90 0.02 1.16
‘ Direct 23.34 0.84 0.01 8.19 ‘ 16.53 0.34 0.00 542
Cyclist@IoU 0.5 Direct+DiffuBox | 42.22 1.49 0.02 15.22 | 31.74 0.58 0.01 11.28
27.40 0.95 0.01 9.73 7.32 0.05 0.01 1.98
OT+D1ttuBox 42.22 1.54 0.02 15.23 | 31.35 0.67 0.01 11.20

Table S13: mAP for KITTI — Lyft with DSVT [47]. DiffuBox attains consistent improvement
across object classes and domain adaptation methods.

Class ‘ Method ‘ BEV 1 DT
\ | 0-30m 30-50m 50-80m 0-80m | 0-30m  30-50m 50-80m  0-80m
Direct 68.93 47.49 11.32 41.77 | 33.72 11.74 1.42 15.67
Direct+DiffuBox | 89.01 63.41 17.50 55.27 | 65.22 36.31 5.02 35.61

Car@IoU 0.7

oT 71.85 42.93 13.18 43.05 | 15.66 4.47 0.31 8.06
OT+DiffuBox 90.21 63.50 17.91 55.61 | 56.84 31.19 4.63 31.12
‘ Direct 16.42 6.48 0.47 8.09 ‘ 11.49 441 0.10 5.32
Pedestrian@IoU 0.5 Direct+DiffuBox | 27.89 8.13 1.05 12.42 | 23.55 6.49 0.53 10.28
oT 20.89 7.47 1.06 10.65 | 14.833 5.46 0.33 6.84
OT+DiffuBox 27.68 7.84 1.25 12.18 | 25.67 6.66 0.68 10.64
‘Dlrect 38.46 2.04 0.00 19.82 ‘ 30.16 1.56 0.00 15.65
Cyclist@IoU 0.5 Direct+DiffuBox | 54.41 3.19 0.00 28.01 | 47.57 1.94 0.00 24.06
43.43 2.18 0.00 22.30 | 14.65 1.23 0.00 8.01
OT+D1ffuBox 55.26 3.04 0.00 28.75 | 38.12 1.89 0.00 19.52

S3.3 Additional Qualitative Results

We present additional visualizations of box refinement over denoising steps, in both original and
normalized views, in Figure S8. We show the box refinement process of the initial noisy prediction
across different denoising steps, up to 14 steps. In addition, we show the points from the normalized
box view (NBV) from the perspective of the refined boxes. Observe how the points of the car (colored
in black) gradually get corrected to be inside the bounding box.
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Figure S8: Box refinement through denoising steps. We visualize the correction of a noisy
prediction, shown in yellow, using DiffuBox, as well as the normalized box view. The detection
output is refined iteratively though the denoising steps, resulting in the final, corrected output of our
method.

No Adaptation w/ DiffuBox SN SN w/ DiffuBox

KITTI —> Lyft L5

KITTI —> Ithaca365

Figure S9: Additional Qualitative Results of DiffuBox. We include additional visualizations of 3D
object detection on Lyft/Ithaca365 before and after DiffuBox’s refinement. We color the ground truth
boxes in green, the detector outputs in yellow, and the boxes refined with DiffuBox in blue.

We present additional visualizations of detections before and after using DiffuBox on another set
of scene in Figure S9, and on different classes of traffic participants in Figure S10. Observe that
DiffuBox’s refinement is able to better align the boxes, and the corrected boxes can reduce false
positives as they get corrected into the same set of points.

S3.4 Improvement Expectations and Upper Bounds

We validate our claims that improvements in localization is the major source of performance gain
in Table S14. In particular, we show that large gains in performance can be obtained — across
multiple domain adaptation algorithms — if localization is corrected to the ground truth position. This
suggests that there is significant room for improvement in object detection performance from better
localization, which DiffuBox aims to tackle.
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Figure S10: Additional Qualitative Results of DiffuBox for other classes. We include additional
visualizations of 3D object detection for different classes. We color the ground truth boxes in green,
the detector outputs in yellow, and the boxes refined with DiffuBox in blue.

Table S14: Domain adaptation performance and potential improvement from correcting local-
ization. We report the performance of multiple domain adaptation algorithms (including Directly
applying the model) on a Point-RCNN [39] detector adapted from KITTI [7] to Lyft [15] dataset. We
evaluate mean Average Precision (mAP) on the Car category at IoUsp = 0.7. Oracle Loc means
assigning ground-truth bounding boxes to any intersecting detections (i.e., infinitesimal IoU3p)

Method 0-30m  30-50m  50-80m  0-80m
Direct 25.76 7.84 1.04 12.07
Direct+Oracle Loc. 95.50 80.63 38.24 68.24
Rote-DA [60] 50.63 24.80 7.07 29.19
Rote-DA+QOracle Loc.  98.54 80.15 38.55 70.80
SN [48] 70.40 32.96 6.18 36.64
SN+Oracle Loc. 96.90 78.19 38.75 70.36

S3.5 Further Discussion

Interpretation of the effectiveness of the Statistical Normalization (SN) method. Recent domain
adaptation algorithms typically rely on Statistical Normalization (SN) [48] to tackle the domain bias
in object size. SN’s solution is to adapt the source dataset first, rescaling its objects (i.e. bounding
box dimensions & points in bounding boxes) to match size statistics in the target domain. Afterwards,
they finetune the object detector on the adapted dataset. In short, SN attempts to explicitly construct a
new size prior to replace the old one. Despite great effectiveness, SN is very sensitive to the accuracy
of size statistics in the target domain, and requires careful retraining for each new target domain. In
contrast, our work is a more general interpretation of size normalization, and instead rely on shape
invariance to adapt it across all models and domains.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper’s contributions and scope are accurately reflect in the the abstract
and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
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Answer: [Yes]
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* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.
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only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
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is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include theory assumptions or proofs.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the information needed to reproduce the main experimental results are
clearly explained.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All the training and test details are specified.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We did not test for statistical significance, as the large dataset size supports the
reliability of the performance gains.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The computer resources used are clearly explained.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Potential impacts are discussed in the introduction section.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Assets are properly credited and license and terms are properly respected.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Code for reproduction is well documented.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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