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Abstract

In this work we investigate the generalization performance of random feature ridge
regression (RFRR). Our main contribution is a general deterministic equivalent
for the test error of RFRR. Specifically, under a certain concentration property, we
show that the test error is well approximated by a closed-form expression that only
depends on the feature map eigenvalues. Notably, our approximation guarantee is
non-asymptotic, multiplicative, and independent of the feature map dimension—
allowing for infinite-dimensional features. We expect this deterministic equivalent
to hold broadly beyond our theoretical analysis, and we empirically validate its
predictions on various real and synthetic datasets. As an application, we derive
sharp excess error rates under standard power-law assumptions of the spectrum
and target decay. In particular, we provide a tight result for the smallest number of
features achieving optimal minimax error rate.

1 Introduction

At odds with classical statistical intuition, overparametrized neural networks are able to generalize
while perfectly interpolating the training data. This observation, which defies the canonical mathemat-
ical understanding of generalization based on complexity measures and uniform convergence, appears
surprising at first [Zhang et al., 2017]. However, recent progress in our mathematical understanding of
generalization has taught us that this benign overfitting property of overparametrized neural networks
is shared by a plethora of simpler learning tasks [Bartlett et al., 2021, Belkin, 2021]. Among them,
the investigation of the following class of random feature models has been at the forefront of this
progress:

- 1

JRrE = {f(w;a) =0 Z ajp(e,w;) © a=(aj)jep € Rp}- ()

N
j€lp]

Here x € X denotes the inputs and W = (w);c[y a set of weight vectors which are taken to

be random w; € W C R? ~iiq 1. Hence, as the name suggests the feature map ¢ : X x
W — R defines a random function. A few examples of random feature maps include the fully
connected neural network features p(z,w) = o((w,x)), 0 : R — R, and the convolutional

features with global average pooling ¢(x, w) = 1/a 2?21 o({w,g; - x)) where 0 : R — R and
38th Conference on Neural Information Processing Systems (NeurIPS 2024).
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go = (Toy1,...,2Td,21,...,2¢) is the £-shift operator with cyclic boundary conditions (both with
X =R9).

Random features [Balcan et al., 2006, Rahimi and Recht, 2007] were originally introduced as a
computationally efficient approximation for the limiting kernel:

K(:B, wl) = EwNMw [g@(:& w)gp(w/, w)] . (2)

Although this can reduce the computational cost of kernel methods, it introduces an approximation
error. Rahimi and Recht [2008] showed that in a supervised setting with n samples, p = O(n)
features are sufficient to achieve an excess risk O(n~"/?). Rudi and Rosasco [2017] improved this
result under standard power-law assumptions on the asymptotic kernel spectrum, showing that for
fast decays, less features are needed to achieve the minimax rate. In Section 4 we will revisit this
question, where we will derive a tight result for the minimum number of features.

More recently, the random feature model has gained in popularity as a proxy model for studying the
generalization properties of two-layer neural networks in the lazy regime of training [Jacot et al., 2018,
Chizat et al., 2019]. Indeed, for particular choices of feature maps such as p(x,w) = o((w, x)),
it can also be seen as a two-layer neural network with fixed first-layer weights. Exact asymptotic
results for the generalization error of eq. (1) were derived for different supervised learning tasks
under the proportional scaling regime n, p = ©(d) in [Mei and Montanari, 2022, Gerace et al., 2021,
Dhifallah and Lu, 2020, Hu and Lu, 2023, Goldt et al., 2022, Loureiro et al., 2022, Bosch et al.,
2023b,a, Schroder et al., 2023, 2024] and under more general polynomial scaling n,p = ©(d") in
[Simon et al., 2023b, Aguirre-Lépez et al., 2024, Hu et al., 2024]. As discussed above, these works
played a fundamental role in our current mathematical understanding of the relationship between
overparametrization and generalization, demystifying different phenomena such as double descent
Belkin et al. [2019] and benign overfitting Bartlett et al. [2020]. It also led to fundamental separation
results between lazy and trained networks [Ghorbani et al., 2019, 2020, Mei et al., 2022], recently
motivating the investigation of corrections to the random limit [Ba et al., 2022, Dandi et al., 2023,
Moniri et al., 2024, Cui et al., 2024].

With the exception of [Simon et al., 2023b], which is based on non-rigorous arguments, the results in
all the works cited above are derived in the asymptotic limit of large data dimension. However, the
relative scaling of the n, p, d is fundamentally artificial, and in practice it is hard to unambiguously
define the regime of interest. Our main goal in this manuscript is to provide a dimension-free
characterization of the generalization error allowing us to give tight answers to questions which
cannot be addressed asymptotically. More precisely, our main contributions are:

(i) Under a concentration assumption on the feature map eigenfunctions, we prove a non-asymptotic
deterministic approximation for the RFRR risk Riest = Ry, , which is independent of the feature
map dimension. More precisely, with high-probability over the input data and random weights:

‘Rtest - Rn,p| S O(p_1/2 + n_1/2> : RN,P' (3)

where the deterministic equivalent R,, ;, can be computed by solving a set of self-consistent equations
of the type = f(x), with f a contractive map. This result unifies the long list of asymptotic
formulas in the RFRR literature, and proves a conjecture by Simon et al. [2023b]. We numerically
validate the results on various real and synthetic datasets. The precise statement of the theorem and
the assumptions are discussed in Section 3.

(i) Leveraging our formula, we investigate the error scaling laws in a setting where the target function
and feature spectrum decay as a power-law, also known as source and capacity conditions. We
provide a full picture of the different scaling regimes and the cross-overs between them, summarized
in Figure 2. Our result is closely related to the neural scaling laws literature [Kaplan et al., 2020],
and provides the first rigorous, non-linear extension of [Bahri et al., 2024, Maloney et al., 2022].

(iii) We provide a sharp expression for the minimum number of features required to achieve the minimax
optimal decay rate of Caponnetto and De Vito [2007], closing the gap of previous lower-bounds in
the literature [Rudi and Rosasco, 2017].

Further related works — Deterministic equivalents have been derived for a wide range of learning
problems, such as ridge regression [Dobriban and Wager, 2018, Hastie et al., 2022, Cheng and
Montanari, 2022, Wei et al., 2022], kernel regression [Misiakiewicz and Saeed, 2024], shallow [Liao
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and Couillet, 2018, Mei and Montanari, 2022, Chouard, 2022, Bach, 2024, Atanasov et al., 2024] and
deep random feature regression [Fan and Wang, 2020, Schroder et al., 2023, 2024, Chouard, 2023]
and spiked random features [Wang et al., 2024]. Scaling laws under source and capacity conditions
were studied by several authors in the context of kernel ridge regression [Bordelon et al., 2020,
Spigler et al., 2020, Cui et al., 2022, Simon et al., 2023a, Li et al., 2023, Misiakiewicz and Mei, 2022,
Favero et al., 2021, Cagnetta et al., 2023, Dohmatob et al., 2024] and classification [Cui et al., 2023].

2 Setting

In this work, we focus on the generalization properties of the random feature class Frp defined in
eq. (1) in a supervised regression setting. More precisely, consider a data set D = {(x4, ¥:)ic[n }
composed of n independent and identically distributed samples from a joint distribution i, , on
X x R. Let f,(x) = E[y|x] denote the target function. We assume f, € La(p,), where pu, is the
marginal distribution over X'. Moreover, we assume the noise € := y — f,(x) has zero mean and
finite variance E[¢%] = 02 < oco. Note this is equivalent to:

yi = fo(®:) + &4, fv € La(pa). 4

Given the training data, we are interested in the properties of the minimiser:

ax(Z.y) = argmin { > (; — (s a)>2 a3} = (ZTZ+21,) 2Ty, 6

acRe 1€[n]

where we have defined the feature matrix Z;; = p~"/?p(z;; w,) and the label vectors y = (Yi)icin)-
In particular, we are interested in its capacity of generalising to unseen data, as quantified by the
excess population risk:

. 2

R(fo X, W, \) = Bgr, | (ful@) = fla;an)) . ©6)

It will be convenient to decompose the excess risk above in terms of the standard bias and variance:
R(fe; X, W, A) :i=Ee [R(fa; X, W,e,\)] = B(fs; X, W, \)+V(X,W,]\), @)

where:
B(fus X, W 2) i=Eavy, [(ﬂ(az) - Eelf(w éu)]ﬂ : ®)
V(X, W, \) = Equp, [Vars(f(m;cb\))] . ©)

Note that to simplify the exposition, we have explicitly taken an expectation over the training data
noise € = (51-)1-6[”]. Indeed, it can be shown that the excess risk eq. (6) concentrates on its expectation
over € under mild assumptions (see for example Misiakiewicz and Saeed [2024]).

3 Deterministic equivalents

The excess risk eq. (6) is a function of the covariates X and the weights W, and therefore it is a
random quantity. Our main result in what follows is a sharp characterization of the bias and variance
in terms of a deterministic equivalent depending only on the model parameters and spectral properties
of the features. Consider a square-integrable ¢ € Lo(X x W), and define the Fredholm integral
operator T : Lo(X) — V C La(W):

Thw) = [ pewh@p. e, Yhe L), (10)
X
where we define V = Im(T). This is a compact operator, and therefore can be diagonalized:
T=> &wdi, (1)
k=1
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where (€)r>1 C R are the eigenvalues and (1)), ),>1 and (¢ ),>1 are orthonormal bases of Lo (X)
and V respectively:

(Vrs V') Lo () = Okt Pk, Dr') Lyow) = Okker - (12)
Without loss of generality, we assume the eigenvalues are ordered in non-increasing absolute values
|€1] > |&2] > ..., and for simplicity of presentation we assume that all eigenvalues are non-zero,

i.e., ker(T) = {0}. Denote ¥ = diag(£%,£3,...) € R°°*> the diagonal matrix of the squared
eigenvalues. Similarly, since f, € Lo(u,), it admits the following decomposition in (1));>1:

fo= Zﬁ*7kwk (13)

k>1
Our formal results will assume the following concentration property over the eigenfunctions.

Assumption 3.1 (Concentration of the eigenfunctions). Denote the (infinite-dimensional) random
vectors' i .= (&pbr())k>1 and ¢ = (£ (w))k>1. There exists a constant C,, > 0 such that for
any deterministic p.s.d. matrix A € R°°**°_i.e. a linear operator acting on an infinite-dimensional
Hilbert space, with Tr(3 A) < oo, we have

P (|47 A4y —TH(TA)| > t- |B2A8? 5 ) < Coexp{~/C,}, (14)

P (‘¢TA¢ - Tr(EA)‘ >t ||21/2A21/2||F) < Cyexp{—t/C,}. (15)

While Assumption 3.1 is restrictive and will not be satisfied by many non-linear settings, it covers a
number of popular theoretical models studied in the literature: 1) independent sub-Gaussian entries,
2) verifying a log-Sobolev inequality or convex Lipschitz concentration (see Cheng and Montanari
[2022]). We expect that Assumption 3.1 can be relaxed using the same procedure as in Misiakiewicz
and Saeed [2024] to cover classical examples such as data and weights uniformly distributed on the
sphere or hypercube. Such a relaxation is involved and we leave it to future work. We will further
assume that:

Assumption 3.2. There exists m € N such that

A o0
Pimin S5 D & (16)
k=m+1
Furthermore, we will assume that for some C, > 0 that we have
1 -1
DEE ) o BB 8 -
Tr(Z%(2 + 1) 2) v2(B,, (X +12)728,)

Assumption 3.2 is technical, and we believe it can be removed at the cost of a more involved analysis.
For instance, eq. (16) is always satisfied for 5,% o k= if we take m = O(p?). Condition (17) was
also considered in Cheng and Montanari [2022], and is satisfied in many settings of interest, for
example under source and capacity conditions 35, =< &k~ and &2 < k™ considered in Section 4.

Main result — Our main result concerns a dimension-free characterization of the risk eq. (6) in
terms of deterministic equivalents. We start by defining them.
Definition 1 (Deterministic equivalents). Given integers n, p, covariance matrix X and regularization

parameter A > 0. Consider the parameter vo € Ry defined as the unique solution of the self-
consistent equation:

2
Hn_\/(l_n) a2 A (RS )Y, (18)
p p pv2 p

and v € Ry is given by:

2
p
v =2 1—”+\/<1—"> SRR (19)
2 p P pro

'Note that we can consider both 7 and ¢ random elements of the Hilbert space ¢ with distribution induced
by @ ~ gy and w ~ pr,, where E[pepT] = E[¢pp"] = X and Tr(X) < oo.
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We introduce the short-hand.:

2 2 2 -2
T, ) =L <1 B Vl) " <V1> mE St O, 20)
n w) T \n) P (P (E4m)2)
Tr(Z(Z 4+ 1p) 2
X i= — B ) ),2 : @1
p—Tr(E%(X 4+ 19)72)
Then, the deterministic equivalents for the bias, variance and test error are defined as:
2
v
B =— = -2 > —2 22
71717(/8*)A) ].—T(I/l,VQ) </6*7( +V2) ﬂ*>+X(V2)</8*a ( +V2) /8*> 3 ( )
T(I/l 1/2)
2 ’
Vo p(A) =07 = T(rv) (23)
Rn,p(/@*y /\) = Bn,p(/@w /\) + Vn,p()‘)- (24)

Our main result provides precise conditions for when the deterministic equivalents defined in defini-
tion 1 are a good approximation for the test error eq. (6), as a function of the dimensions n, p, feature
covariance X, and regularization A > 0. More precisely, the approximation rates will depend on
them through the following quantities:

2 .
o) = =28 gy 14 2 Y E o kv, o9
k
3
Pr(p) =1+ M%”Mz (), (26)
&on
pr(n.p) =1+ 1[n < p/n.] {M e -pﬁ(m} Mz(n), )

Below we denote C'y, ... 4, constants that only depend on the values of {ai}ie[k}. We use a; = ‘%’ to
denote the dependency on the constants in Assumptions 3.1 and 3.2.

Theorem 3.3 (Test error of RFRR). Under Assumptions 3.1, 3.2 and for any D, K > 0, there exist
constants 1, € (0,1/2) and Cy p x > 0 such that the following holds. For any n,p > C. p K,
regularization A > 0, and target function f, € Lo(uy), if

N pa(n,p)*/? - 10g*%(n) < K/, (28)
pa(n,p)* - py. ()° - log™ (p) < K/, (29)
then with probability at least 1 —n™" — p~P, we have

‘R(f*; X’ W7 )\) - Rn,p(,@*7 )‘)| S C*,D,K : g(n’p) . RTL’P(IB*a )‘)7 (30)
where R, ,(B,,\) has been defined in eq. (24) and:

_@ - 2 _ — 2
="+ D & Y=+ Y. & (31)
k=m+1 k=m+1

and the approximation rate is given by

~ 61..7/2 ~ 2 81..7/2
E(n,p) = 2 (:P) log 7 (n) L PAp)” - py, () log ™ (p). (32)

Vi NG

For typical settings, with regularly varying spectrum, p,(p) < log(p)®/k and p,(n,p) < log(n A
p)€ /x. In this case, the approximation rate scales as £(n, p) = O(n~'/? 4+ p~'/2), which matches
the optimal rates expected from local law fluctuations. A few remarks on this theorem are in order:

Theorem 3.3 provides fully non-asymptotic approximation bounds for the population risk and its
deterministic equivalent. They hold pointwise and for a large class of functions. In particular, they
do not require probabilistic assumptions over the target function coefficients 3,, as for instance in
[Dobriban and Wager, 2018, Richards et al., 2021, Wu and Xu, 2020].
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Figure 1: Excess risk eq. (6) of RFRR as a function of the number of features p for a fixed number of
samples n. Solid lines are obtained from the deterministic equivalent in Theorem 3.3, and points are
numerical simulations, with the different curves denoting different regularization strengths A > 0.
(Left) Training data (;, ¥;)ic[n)» n = 500, sampled from a teacher-student model y; = erf((3, x;))+
gi, 02 = 0.1, z; ~ija. N(0,14), with a spiked random feature map ¢(x,w) = tanh((w + uv, z))
where v € R? has a fixed overlap v = (v, 3) with the teacher vector, w ~ N(0,d '14), u ~
N(0,1). (Right) Training data (2;, ¥;)ic[n)» 7 = 300, sub-sampled from the FashionMNIST data
set [Xiao et al., 2017], with feature map given by o(x; w) = erf((w, z)) and p,, = N(0,d"11,).

(b) They are not explicitly dependent on the feature map dimension.

(c) They are multiplicative, and therefore relative to the scale of the risk. In particular, they hold even if
‘R =< n~7, which will be crucial to the discussion in section 4.

(d) Theorem 3.3 is considerably more general than previous results. First, it extends the dimension-free
results of Cheng and Montanari [2022] for well-specified ridge regression and Misiakiewicz and Saeed
[2024] for KRR (see p — oo discussion below) to the case of feature maps ¢ : X x W — R, which,
as discussed in Section 2, comprises several cases of interest in machine learning. Moreover, the
deterministic equivalent recovers as particular cases the asymptotic results derived under proportional
n,p = O(d) [Mei and Montanari, 2022, Loureiro et al., 2022, Schroder et al., 2023] and polynomial
n,p = ©(d") [Xiao et al., 2022, Hu et al., 2024, Aguirre-Ldpez et al., 2024] scaling.

(e) The bounds depend on A~ ! and )\;#. Following similar arguments as in Cheng and Montanari
[2022], Misiakiewicz and Saeed [2024], this assumption could be removed at the cost of a lengthier
analysis and worse rates n~¢ + p~¢ with C' < 1/2.

Figure 1 illustrates Theorem 3.3 in two different settings with real and synthetic data. On the
left, we show the population risk of learning a single-index target function with a spiked random
features model. This model was recently shown to be equivalent to the first-step of training in a
fully-connected two-layer network [Ba et al., 2022], and it was recently studied by several authors
[Moniri et al., 2024, Cui et al., 2024, Wang et al., 2024]. On the right, we apply our formulas directly
to a real data set. In both cases, the theoretical curves show excellent agreement with the numerical
simulations. In Appendix C we present additional plots, together with a discussion of how these plots
were generated.

Particular limits — We now discuss some particular limits of interest of the deterministic equiv-
alent eq. (24). First, note that at the interpolation threshold n = p, we have 1 — T (v, v9) ~ V.
Therefore, the risk R, , ~ A~/2 diverges as A — 0%, a well-known behaviour known as the
interpolation peak in the random feature literature [Hastie et al., 2022, Mei and Montanari, 2022,
Gerace et al., 2021] and observed in neural networks [Spigler et al., 2019, Nakkiran et al., 2021].

Another limit of interest is p — oo where, in the generic case, the features span an infinite-dimensional
RKHS. Typically, the resulting kernel will be universal, implying it can approximate any function in
Lo (u,). In this limit, the risk bottleneck is given by the finite amount of data n.
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Corollary 3.4 (Kernel limit). In the p — oo limit both v1 and vs converge to a single vk which is
the unique positive solution to the following self-consistent equation

A
n-—-= Tr(Z(Z +w) ). (33)
K
Moreover, the bias eq. (22) and variance eq. (23) terms simplify to:
v2(B,, (S + k)28, Tr(Z3(2 + k) 2
BK,n(/@*;)\) — K</13 ( . K) /87> , VK,n(A) :US ( (2 K) z )
— 2 Tr(E5(2 + k) 72) n—Te(Z(Z + vk)~2)
We denote the corresponding test error Rk 1 (B.,, A) = Bk n (8., A) + Vi n(A).

(34)

Note that eq. (23) exactly agrees with the dimension-free deterministic equivalents for kernel methods
in Cheng and Montanari [2022], Misiakiewicz and Saeed [2024]. Finally, the third limit of interest is
the n — oo where data is abundant. In this case, the empirical risk eq. (5) converge to the population
risk, and therefore the bottleneck in the risk is given by the capacity of the random feature class Frr
eq. (1) to approximate the target f,.

Corollary 3.5 (Approximation limit). In the n — oo limit, we have v; — 0 and ve — vp satisfying
the following simplified self-consistent equation:

p=Tr(B(E+va)"). (35)
Moreover, the bias eq. (22) and variance eq. (23) terms simplify to:
Bap(B.) = va(B.. (S +va)7'B.), Van = 0. (36)

We denote the risk in this case Ra ,(8.) = Ba p(8.), which as expected does not depend on \.

4 Scaling laws

Our exact characterization of the excess risk in Theorem 3.3 shows that the bottleneck in the model
performance stems either from its approximation capacity (as measured by the “width” p) and the
availability of data (as measured by the number of samples n). In other words, for a fixed data budget
n, increasing p might not improve the error besides a certain point, yielding a waste of computational
resources. This raises an important question: given a fixed data budged n, what is the optimal choice
of model size p,?

Context —  This is a fundamental question in the random feature literature, and was investigated
already in the pioneering works of Rahimi and Recht [2007, 2008], who showed that to achieve an
excess risk of O(n~'/?) requires at most p = O(n) features. This upper bound was considerably
refined by Rudi and Rosasco [2017] under classical power law scaling assumptions, also known as
source and capacity conditions in the kernel literature:

T/ < oo, I=77B. ]2 < oo (37)
where o € (1,00) and r € (0, 00), with the case r = 1/2 corresponding to f, belonging to the
RKHS of the asymptotic random feature kernel eq. (2). The optimal minmax rate O (n* Zar T ) for

ridge regression under source and capacity conditions were obtained by Caponnetto and De Vito
[2007]. Rudi and Rosasco [2017] showed that this optimal rate can be attained by the random feature

hypothesis eq. (1) with p > pg = O (n aljrgﬁr) features. However, this is only an upper bound, and
understanding how tight it is, as well as the full picture in the hard regime r € (0, /2), remains an

open question. In this section, we leverage our tight characterization of the excess risk in Theorem
3.3 to provide a sharp answer to this question.

Results — Without loss of generality, we can assume the covariance is a diagonal matrix ¥ =
diag(£3)x>1, and we consider the case where the exponents exactly saturate the source and capacity
conditions eq. (37):
&=k, Bup=k 7. (38)
Further, we assume a relative scaling of the number of features p and the regularization A with the
number of samples n:
p=nd, A=n"D, (39)

with g > 0and ¢ > 0.
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Figure 2: Excess error rate v in the regime n > 0. Y/es 0= (4 59 function of (¢, q), defined
in eq. (40) and eq. (39) for r > 1/2 (Left) and r € [0,1/2) (Right). The explicit crossover points
ly, qx, q are defined in eq. (43) as a function of the source r and capacity o exponents.

Theorem 4.1 (Excess risk rates). Under source and capacity conditions eq. (38) and scaling assump-
tions eq. (39), the deterministic equivalent eq. (24) rate is given by:

Rup(BaX) = O (7500 4 o2 (0) = 0 (n2(0)) 0)

where (¢, q) == v5(¢,q) Ayy (L, q) for non-zero noise variance o # 0, otherwise v(£,q) = v5(£, q).
The exponents ~yp and 7yy are respectively the decay rates of the bias and variance terms eqs. (22)
and (23), and are explicitly given by

VB = [Za(i/\q/\l) (r/\l)] A KQa <r/\;> —1) (i/\q/\1>+q}, 41)
W:l_(i/\qM)' (42)

Remark 4.1. Under the scaling in eqgs. (38) and (39), one can check that the approximation rates
E(n,p) in Theorem 3.3 are vanishing for ¢ < a+1/12ifq > 1, and for £ < q((a+1/16) V1/16(a — 1))
if ¢ < 1, which includes the optimal vertical line { = (.. Hence, for these regions of scaling,
Theorem 3.3 readily implies that the excess risk eq. (6) indeed has the decay rates described in
Theorem 4.1. As discussed in the previous section, we expect that these approximation guarantees
can be improved to include a larger region of decay rates, but we leave it to future work.

A detailed derivation of the result above from the deterministic equivalent characterization from
Theorem 3.3 is discussed in Appendix D. The expressions in eq. (41) are easier to visualise in a
diagram. Figure 2 shows the excess risk exponent (¢, ¢) as a function of the parameters ¢ and ¢, in
the case where o2 # 0 for r > 1/2 (left) and < 1/2 (right). Note that the key difference between the
diagrams is the presence of an additional region for > 1/2.2 Defining the following shorthand:

R — L— @ AL, et v
= =1- r = =

T 2a(r AL+ 1 o * ’ 1 a(2rAl)+1 G

we can identify two main regions in the (¢, ¢) plane, corresponding to a trade-off between the bias

~p and variance vy terms:

(43)

(a) Variance dominated region (v, < vg): if £ > /., ¢ > ¢ and p > A, the excess risk is dominated by

the variance term, provided the number of samples is large enough n > o B0 D) 3 [gide

this region it is possible to further distinguish between two regimes:

?Recall that these two cases correspond to the target function f, belonging (r > 1/2) or not (r < 1/2) to the
RKHS spanned by the asymptotic kernel

3The noise dominated regime where n < o /8“9~ “9) ang the corresponding cross-over was studied
by Cui et al. [2022]. A similar phenomenology hold here, but for simplicity we focus the discussion on the data

dominated regime.
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« slow decay regime ( and brown): for{ < cand g < 1 (p €K n), vy = 1 — (/o A q), hence
the decay depends on the interplay between regularization strength and number of random features
and it is slower as (¢/a A q) increases;

plateau regime (red): for > v and ¢ > 1 (p > n) the excess risk converges to a constant value and
does not decay as n increases.

L]

(b

~

Bias dominated region (v, > vg): if ¢ < {,, ¢ < ¢ and p < A, the excess risk is dominated by the
bias term, whose decay is faster as (¢/a A ¢) increases (cyan, emerald and teal).

Note that in the limit of large number of random features p — oo, we recover the same rates found
by Cui et al. [2022] for kernel ridge regression. Of particular interest is the rate for which the excess
risk decays the fastest with the number of samples n, and what is the minimum number of random
features p, required to achieve this rate.

Corollary 4.2 (Optimal rates). The optimal excess risk rate achieved by the random features hypoth-
esis eq. (1) under source and capacity conditions eq. (38) and scaling assumptions eq. (39):

2a(r A1)
« = 6q) = s 44
K He}zXV( 2 20(r A1)+ 1 et
and it is attained for:
= = —(6.—1)
{;\>;\*'—:‘I*—)\ forr 2 1f2, 45)
- *x T - *

N e forr <12 46)
1/ OF B 1/a orr 2
p>pe= (A1) p=p.= (A 1n)"

corresponding to the bold red line (—) in Fig. 2. In particular, the minimal number of random
features p,, = n9 required to achieve the optimal rate ~, is given by:

a(2r A1)

C 2a(rAl)+1 “7)

g =1
and corresponds to the bold red dot (e) in Fig. 2.

A few comments on Corollary 4.2 are in place. 1) The optimal excess error rate eq. (44) is consistent
with the minimax optimal rates for ridge regression from Caponnetto and De Vito [2007], as also
discussed by Rudi and Rosasco [2017]. 2) The minimal number of random features p, = n?* in
eq. (47) achieving the optimal rate eq. (44) in the r > 1/2 regime is strictly smaller than the lower
bound p > po of Rudi and Rosasco [2017]. More precisely, letting pg = n?, for r € [1/2,1):

20 —=r)(a—1)
— = —7"—"—=>0, for all 1. 48
qo —q Sar + 1 > orall a > (48)
Relationship to scaling laws — The empirical observation that the performance of large scale

neural networks decreases as a power law with respect to the number of samples, parameter and
computing time has sparked a renewed wave of interest in the theoretical investigation of power laws
[Kaplan et al., 2020]. Despite being a mature topic in the statistical learning literature, different
recent works have turned to the study of linear models under source and capacity conditions as a
playground to understand the emergence of different bottlenecks in the excess error rates [Bahri et al.,
2024, Maloney et al., 2022].

The model studied in these works is given by ridge regression on data y; = (3,,x;) with  ~
N (0, diag((4/x)®)) and B, ~ N(0,1/al;) with a linear projection model f(z,a) = (a, W),
where W is an i.i.d. Gaussian matrix. Note this model is a particular case of the one studied here,
corresponding to a linear feature map and random target function. Moreover, since the variance of
the target is constant, the source is entirely determined by the capacity « of the asymptotic kernel,
here controlled by the decay of the covariance of the input data.

The approximation limit from Corollary 3.5 and the kernel limit from Corollary 3.4 are known in
this literature as Variance and Resolution limited regimes, respectively [Bahri et al., 2024]. They
correspond precisely to the bottlenecks in the excess risk arising from the limited approximation
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Figure 3: Excess risk eq. (6) of RFRR as a function of the number of samples n under source and
capacity conditions eq. (37) and power-law assumptions A = n~ (=1 p = n9, with noise variance
o2 = 0.1. Solid lines are obtained from the deterministic equivalent Theorem 3.3. In the figure on
the left, points are finite size numerical experiments. Dashed and dotted lines are the analytical rates

from Theorem 4.1, stated in the legend. The colour scheme corresponds to the regions of Fig. 2.

capacity of the random feature model or the limited availability of training data. As this model is a
particular case of ours, the rates in the variance limited regime can also be obtained from Theorem 4.1,
and correspond to particular cases in Fig. 2, see Appendix E for a detailed discussion. Contemporary
to our work, Atanasov et al. [2024] has extended the analysis in this linear model to the case where
B3, also has a power-law decay, and provided a comprehensive discussion of the different scaling
regimes for this model. Their rates can be put in a one-to-one correspondence with the rates derived
in section 4. We refer the interested reader to Section V1.6 of Atanasov et al. [2024] for a detailed
discussion of this relationship. We stress, however, that beside being rigorous, our results hold for
features in infinite-dimensional Hilbert spaces and are not restricted to a particular asymptotic limit
in the dimensions.

Complementary to the sample and model complexity bottlenecks, Kaplan et al. [2020] also observed
the emergence of computational scaling laws in the risk as a function of flops used in training. A
recent line of work has investigated this question on the aforementioned linear random feature model
under different training algorithms, such as gradient flow [Bordelon et al., 2024] and SGD [Paquette
et al., 2024, Lin et al., 2024]. Due to the simplicity of this setting, the risk of ridge regression with
a particular choice of regularization A is closely related to the risk of different descent algorithms
for least-squares at a fixed running horizon [Ali et al., 2019, 2020, Sonthalia et al., 2024]. A similar
analogy allows us to compare our results to the ones obtained in [Paquette et al., 2024, Lin et al.,
2024]. In particular, our setting cover three of the phases identified by Paquette et al. [2024], and
correspond to the result in Theorem 4.1 with A = 1 (¢ = 1). Similarly, the rates of Lin et al. [2024]
are obtained by taking A to be the inverse of the learning rate. A detailed connection to this line
of work is discussed in Appendix E.

5 Conclusion

In this paper, we have investigated the generalization properties of random feature models, deriving
a non-asymptotic deterministic equivalent for the risk of random feature ridge regression—which
recovers (and unifies) previous asymptotic findings as special limits. Our results provide a rigorous
multiplicative approximation rate, enabling us to analyze error scaling laws under source and capacity
conditions, and offers a complete view of the different scaling regimes and their cross-overs. Our anal-
ysis relies on Assumption 3.1 which, while popular in theoretical investigations, excludes more realis-
tic random feature models, such as p(x, w) = o(x " w) with z, w Gaussian vectors and non-linear .
Although restrictive, this assumption allowed us to derive tight multiplicative approximation bounds
for a generic random feature model with infinite-dimensional features—which was essential for ob-
taining the rigorous excess risk rates that are the primary motivation of our work. We further note that
numerical simulations in Figure 1 and Appendix C suggest that the predictions of Theorem 3.3 remain
accurate much beyond Assumption 3.1. We consider lifting this technical condition—e.g., by follow-
ing the approach in Misiakiewicz and Saeed [2024]—to be an important direction for future research.
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Appendix
A Background on deterministic equivalents

We consider a feature vector f € R, ¢ € NU{co}, with covariance matrix ¥ = E[f f']. We denote
72 > 43 > ~3 > .- the eigenvalues of 3 in non-increasing order. In the case of infinite-dimensional
features ¢ = oo, we will further assume that Tr(3) < oo, i.e., we consider ¥ to be a trace-class
self-adjoint operator.

We assume that the feature f satisfies the following assumption.

Assumption A.1 (Feature concentration). There exist ¢, C, > 0 such that for any p.s.d. matrix
A € R with Tr(X A) < oo, we have

P (‘fTAf T A)| > ¢ ||21/2A21/2||F) < Coexp{—c.t}. (49)

Recall that we denote Cl, ... 4, constants that only depend on the values of {ai}ie[k]. We use a; = ‘*’
to denote the dependency on the constants c,, C, from Assumption A.1.

We will further define the following two quantities.

Definition 2 (Effective regularization). For an integer n, covariance X, and regularization A > 0,
we define the effective regularization A, associated to model (n, 3, \) to be the unique non-negative

solution to the equation
A

n—+ =Tr(Z(Z+ ). (50)
Throughout this appendix, we assume that A > 0. The existence and uniqueness follow from noticing
that the left-hand side is monotonically increasing in A, while the right-hand side is monotonically
decreasing. We consider the change of variable p,. := p.(\) = A/, such that u, is the unique
non-negative solution of

n

T+ T EwmE + N )
Both p, and A, are increasing functions with A.

P (S

Definition 3 (Intrinsic dimension). For a covariance matrix 3 € R9*Y with eigenvalues in nonin-
creasing order ¥3 > 3 > 3 > - - -, we define the intrinsic dimension 7 (k) at level k € N of ¥ to
be the intrinsic dimension of the covariance matrix X>j, = diag(w,%, 'y,% 415+ +), L-e., the covariance
matrix projected orthogonally to the top k — 1 eigenspaces, which is given by

O Te(Esk) X5k
’I‘z(k‘) = = 2 .
1Z>kllop Vi

The intrinsic dimension of ¥ captures the number of dimensions of 3>, that have significant
spectral content, i.e., ,yjz ~ ||Z>kllop (see [Tropp et al., 2015, Chapter 7] for further background).

We are given n i.i.d. features (f;);e[n), and we denote F = [f,..., f,]T € R"*9 the feature
matrix. The train and test errors are functionals of the feature matrix F'. In particular, they depend on
the following resolvent matrix

R=(F'F+I,)" "
In this section we consider functionals that depend on products of F', R and deterministic matrices.

For a general p.s.d. matrix A € R9%9, define the functionals

&, (F; A, )\) = Tr (AZ”Q(FTF + A)—lzl/Q) ,
T

T <FF<FTF+ w) ,
n

O3(F; A, )\) = Tr (AEI/Q(FTF FNIS(FTF + A)‘121/2> :

Dy (F; ) :

.
Dy (F; AN i=Tr (Azl/Q(FTF + A)*Q(FTF + A)121/2> .
n
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These functionals are well approximated by quantities proportional to
Ui\ A) =Tr (AZ(S + M) 7Y,
1
Uy(N,) = ~Tr (EE+x)7Y,

Tr(AZ?*(Z + ) 72?)
n—Tr(Z*(Z +\,)"2)

1
Us(A; A) = .

Without loss of generality, we can assume that Tr(AX) < oo for @4, as otherwise @1 (F; A, \) =
Wy (1145 A, \) = 0o almost surely, and Tr(AX?) < oo for @3 and P, as otherwise ;(F; A, \) =
Ui (pe; A, X) = 00, j = 3,4, almost surely.

Our relative approximation bound will depend on the covariance matrix X through

2
" n.-n)

pa(n) =1+ —

{2l iy sl v b

where 7, € (0,1/2) is a constant that will only depend on c,, C, and we used the convention that
'an*~nj =0if |9« - n] > gq.

The following theorem gathers the approximation guarantees for the different functionals stated
above, and is obtained by modifying [Misiakiewicz and Saeed, 2024, Theorem 4].

Theorem A.2 (Dimension-free deterministic equivalents). Assume the features (f;)ic(n) satisfy
Assumption A.l with some constants c,,C,,3 > 0. For any D, K > 0, there exist constants
n = 1y € (0,1/2) (only depending on c;,Cy, 3), Cp .k > 0 (only depending on K, D), and
Cy.p,x > 0 (only depending on c,.,Cy, 8, D, K), such that the following holds. For alln > Cp g
and A > 0, if it holds that

Apa(n) = [Bllop - n ™, pa(n)*?log®?(n) < K/n, (53)

then for any p.s.d. matrix A, we have with probability at least 1 — n~" that

A 5/210g®(n) A\

\<I>1(F;A,A)—7\111(A*;A>|scx,D,K”(”) \/gg (”)Tml(A*;A), (54)

5/2 3/2
[#a(F3) = ¥a(0)| < Cop i 200, (59)

)2 6log/? A2

(s 4,3 = ("0) Wi AN < Cop 2T IE (1) 4,0,
(56)

61..3/2
|B4(F; A, 2) — Tg(\,; A)| < Cm7D7K’W\1/3(A*; A). (57)

Proof of Theorem A.2. The only difference between this theorem and [Misiakiewicz and Saeed, 2024,
Theorem 4] comes from the definition of py(n). This new definition is obtained by slightly modifying

the proof bounding the operator norm of =2R%"Y? from [Cheng and Montanari, 2022, Lemma 7.2]
and [Misiakiewicz and Saeed, 2024, Lemma 1]. In particular, we will simply modify step 2 in the proof
of [Misiakiewicz and Saeed, 2024, Lemma 1]. Consider F'\ = [f, ,,....f ,]T € R7*(a—k-)

where f ; correspond to the projection orthogonal to the top k. := |n«n| — 1 eigenspaces with
covariance matrix

Ty =E[f, 1] = diag(hi v a0 70)-

Then, denoting S = Zie[n] S; with S, := f+7if;r’+, we have with probability at least 1 — n~?, for
any i € [n],

I
18illop < Te(S4) + Cop - log(n) 72 TH(2) < TH(S,) (1 ¥ cw"g(g;))) L.
s (K«
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Denoting S = 2icn] S; with S; := Silys,|lop<L,» SO that S = S with probability at least

D we obtain

||S||0p < nLn’VI%* = Un, HE[S]HOP < ””E[Si]HOP = n’YI%,;

Therefore, applying the matrix Bernstein’s inequality with intrinsic dimension [Tropp et al., 2015,

Theorem 7.3.1] to S gives that with probability at least 1 — n~=",

ISllop < 172, + Cb (Vom + L) \log(rs (k.)n)
< n’yi* + CpLy, log(rs(k«)n)

<mij, {1 + Tsz*) (1 + C*,Dlog(”))> log(rg(k*)n)} .

TE(k*

1—n—

Note that by the condition of our theorem, log(n) < K+/n, and therefore

) ogtrs(i )

_ k.
[Bln < e iz, {14 =8 (14

n
U >] (k*)
ke)V
< Cyp,K NE. {1 + re(k.) vn log(rs(ky) V n)} .
n
Following the rest of the argument in [Misiakiewicz and Saeed, 2024, Lemma 1] we obtain p)(n) in
Eq. (52). O

B Proof of the deterministic equivalent for RFRR

In this appendix, we prove the approximation guarantees stated in Theorem 3.3 between the test error
of RFRR and its deterministic equivalent. We start in Section B.1 by introducing background and
notations that we will use throughout the proof. Section B.2 introduces key results on the covariance
matrix and the fixed points. We then leverage these results to prove deterministic equivalents for
different functionals of Z = (o ({x;, w;)))icn),jep) € R™*P conditional on (w), ¢y in Section
B.3, and functionals of F' = ({xdr(w;)) jefp), k=1 € RP* in Section B.4. Given these deterministic
equivalents, we prove our approximation guarantees for the variance term in Section B.5, and for the
bias term in B.6. Finally, we deffer the proof of some technical results to Section B.7.

B.1 Preliminaries

Recall that throughout the paper, we will keep track of the parameters of the problem (n, p, 3, \, 02).
For the other constants C,, K, D, we will denote Cy, 4,.....a, constants that only depend on the values
of {a;};c(x). We use a; = ‘¥’ to denote the dependency on the constant C appearing in Assumption
3.1 and Assumption 3.2.

Throughout this appendix, we will directly work in the ‘feature space’
9i = (Yr(i))r>1, and Fi = (&or(w;)))e>1,

with distribution induced by x; ~ y, and w; ~ p,,. We will denote the covariate feature and weight
feature matrices by

G:=lgy,...,g9,]" € R"*>, F:=I[f,....f,] € RP*>
We denote the random feature weight vector
1 1
z; = —[o((w1,x;)),...,0((wy, x;))] = —Fg,; € RP,
\/ﬁ[ (w1, z:)) ((wp, zi))] 7

and the associated feature matrix

1
Z=lz1,...,2,] = %GFT € R™*P,

Note that f has covariance matrix

> =E[ff'] = diag(¢},£5.435.. . ).
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We will further introduce the covariance matrix of z conditional on the weight feature matrix F (i.e.,
conditional on (w;);e[p))

_ 1
Sy —E, [zzT‘F} — ZFFT c RP*P. (58)
p

Note that under Assumption 3.1, the features z and f satisfy the following assumption.
Assumption B.1 (Concentration of the features z and f). There exists a constant C, > 0 such
that for any weight feature matrix F € RP**° and deterministic p.s.d. matrix A € RP*P with
Tr(XpA) < oo, we have

/2, ~1/2

P.r <’zTAz - Ti(EpA)| 2t [|Sp Ay | ) < Coexp{~1/C,}, (59)

and for any deterministic p.s.d. matrix B € R>*>° with Tr(X¥B) < o0,

P; (’fTBf . Tr(EB)‘ >t ||21/2321/2||F) < C.oexp{—t/C,}. (60)

We will assume in the rest of this appendix that Assumption B.1 holds. Using the notations introduced
above, we restate our setting below. Recall that we consider learning a target function h.(g) := g' 3,
from i.i.d. samples (i, g;)ic[n) With

= g;rﬁ* + &4,
where ¢; are independent noise with E[g;] = 0 and E[¢?] = o2. Denote y = (y1, . . ., y») the vector
containing the labels. We fit this data using a random feature model with i.i.d. random weight features
(f3)ien )
f(g) = —g"FTa, a € RP. (61)
(9) 7
We fit the parameter a using random feature ridge regression (RFRR)
ay =argmin{|ly — Za|3 + a3} =(Z"Z +\)"'ZTy. (62)
acRpP

The test error is then given by

. _ T Lot )
Riest (hs; G, F,\) :=E, {Eg l(g 3. \/I)g F a)\> ]} 63)
=B(B,; G, F,\) +V(G,F,\),

where the bias and variance terms are given explicitly by
B(B.:G.F.\ =B, —p ?F(Z7Z+ ) Z"GB. |3, (64)
V(G F)\) =02 - Te(SpZ"Z(Z"Z + ))72). (65)

Note that both the bias and variance terms are random quantities that depend on the random matrices
G, F. The goal of this appendix is to prove non-asymptotic and multiplicative approximation
guarantees between these two terms and deterministic quantities that only depend on the parameters
of the model (n, p, X, B,, A, 02), i.e., we will show that with high probability

IB(B.: G, F.A) = Bup(B. M)l = O (712 4 p71/2) - By (B ),
V(G F, ) = Vi y(N)] = 0 (72 4 571/2) Vi (),
where B,, ,(8,,\) and V,, ,,(\) are defined in Eqs (22) and (23), and the approximation rates 6()

are explicit in terms of the model parameters.

The proof of these approximation guarantees will proceed in two steps. We first show that the bias
and variance terms conditional on F' are well approximated by functionals that only depend on F,
ie.,

B(B.:G.F.)) - ﬁ*,FA\ O (n1/2) - B(B.:F.N),

’V(G F,)\) \ O (n71/2) - V(F, ). (©0
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We then show that B(3,; F, \) and V(F', \) are well approximated by B, ,(3,, A) and V,, ,(\) with
BB F. ) = Buy(B.N)| = O (p772) - Bup(B. M),

}9(F7 )‘) - Vn,p(/\)‘ = 6 (p_l/Q) 'Vn,p()‘)'

For each of these two steps, we will apply general results showing deterministic equivalents for
functionals of (possibly infinite-dimensional) random matrices proved in Misiakiewicz and Saeed
[2024] (see Appendix A and in particular Theorem A.2 for some background). Note that when writing
the proof, we will directly show Eq. (66) assuming that F' is in some good event F' € Az, where
Pp(Ar)>1-— p‘D so that we can immediately write functionals with regularization parameter that
does not depend on S F, and therefore the rate will be directly 9] ( 12 4 pt/ 2) However, we

can reorganize the proof to indeed get the separate contributions (66) and (67) to the approximation
error rate.

(67)

The rest of Appendix B is devoted to implementing this proof strategy. We start in the next three
sections by introducing key technical results which we will use in the analysis of the bias and variance
terms.

B.2 Fixed points, feature covariance matrix, and tail rank

Recall that our deterministic equivalents will depend on the fixed points (v1,v5) € R2>0 stated in
Definition 1. Furthermore, our approximation guarantees will depend on the covariance matrix 3
through p,.(p) and g, (n, p) which we restate below for convenience

rs(lns - k]) VE

Ms(k) =1+ 7 log (rs (1« - k]) VE), (68)
p~<)—1+p§“*”JM(> (69)

~ ”ffn*.nj n

pr(n,p) =1+ 1n <p/n.- T+5-pm(p) Ms:(n), (70)

where 7, € (0,1/4) is a constant that only depends on C,. appearing in Assumption B.1, and rs (k)
is the intrinsic dimension of X at level k (see Definition 3)

P_ &2
re(k) = 7352’“ L.

Observe that p,;(n, p) is well defined for n — oo while p stays constant with p,(co,p) = 1, and
for p — oo while n stays constant with p,(n, 00) = p,(n) (under the conditions in our setting that
pr(p) < K./p for some constant K).

In this section, we introduce and prove properties on the fixed point (v, v5) € ]R2>O and the weight
feature matrix F' which we will use to prove deterministic equivalents.

Feature covariance matrix. The features z; € RP conditional on F' are i.i.d. random vectors with
covariance X = FF'T /p. We first show that with high probability over F', this feature covariance
matrix has eigenvalues and intrinsic dimensions bounded by the ones of 3.

Denote (é%, é%, e f}%) the p eigenvalues of > F in nonincreasing order. Applying the definition of

the intrinsic dimension at level k to 3 r,wehaveforanyk =1,...,p,
P £2
g 5
re, (k) = J723 (71)
&k

Applying Theorem A.2 directly to functionals of Z conditional on F', the approximation guarantees
depend on

() =1+ n- éfm-nj {1 n Tf;F(LU*n' n|)Vn log (TEF(M* n]) \/n)} , (72)

A
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[n«-n]
if |7« - n] > p. The next lemma shows that with high probability over F', we have py(n) < pa(n,p
for all m € N.

Lemma B.2 (Feature covariance matrix). Assume the feature vectors { f j }ielp) satisfy Assumption
B.1. Then for any D, K > 0, there exist constants 0, € (0,1/4) and C p x > 0 such that the
following holds. For any p > C, p i, the event

which simply corresponds to py defined in Eq. (52) applied to s F where we recall that f 2 =0
)

~ =~ 1 - ~
Ar = {F € RP*> . ”EFHOP > 5, p)\(TL) < O*,D,K ~p>\(n,p), VneN e R} (73)

holds with probability at least 1 — p~P.

We defer the proof of this lemma to Section B.7.1.

High-degree part of the feature matrix F. Recall that (v1,12) € RZ are the solutions to the
fixed point equations stated in Definition 1. In order to get approximation guarantees when pr; — 0
as n — oo, we will analyze separately the top eigenspaces of F' from the rest. For an integer m € N,
we split the feature vector f; = [f ;, f ;] where f, ; € R™ corresponds to the top m coordinates

with covariance T
3 = E[fo,jfo,j] = diag(&7, €3, -, &0);

and f, ; € R> corresponds to the high degree features orthogonal to the top m eigenspaces. We
denote their covariance

2y Elf T = i, G

We split the weight feature matrix intro F' = [F, F'; ], where

Fo=[fo1,--->Fopl €R™ Fo=[f,q1,....f,)  eRP*™®,

We will use that for m chosen such that p - {11 < Tr(X,), we have with high probability

|FyFL = Tr(21) Lllop S V- & Tr(Z4) < Tr(Sy),
and therefore
FF" + k=~ FoF} +~(x),
where we defined the function
Y(k) =k +Tr(Xy).

To simplify the final statement of our results, we assume that we can choose m such that p?¢2, 1 <
~v(pA/n). Note that 1 > A/n from the fixed point equations and v(pA/n) < y(pv1) (e.g., see
Equation (76)). For convenience, we will further denote

T4 = (), = (pA/n). (74)
Lemma B.3 (Concentration of high-degree part of F). Assume that (f . ;);c|p) satisfy Assumption

B.1 and m € N is chosen such that p*&2% _; < v(pA/n). Then for any D > 0, there exists a constant

C«,p > 0 such that with probability at least 1 — p~ P,

log? log®
g (p),yA <, pl (p)
VP VP

This lemma follows directly from [Misiakiewicz and Saeed, 2024, Proposition 9].

HF+FI- =~ Tr(24) Lpllop < Cip

Effective regularization and fixed points. Conditional on F', the bias and variance are functionals
of the random matrix Z which has n i.i.d. rows with regularization parameter A\ and covariance s F.
The deterministic approximations to these functionals depend on an “effective regularization” 7
associated to (n, > F, \) (see Definition 2 in Appendix A for background) which is given as the
unique non-negative solution to the equation

A

n— = T(Sp(Sr + 7).
1
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Note that the right-hand side can be rewritten as
T (Er(Sr+51) ") = To(FFT(FFT +pin) ™), (75)

which is itself of functional of the random matrix F' which has p i.i.d. rows with regularization
parameter pi; and covariance 3. Note that /; is a random variable depending itself on F'. However
we will show that it concentrates on a deterministic value ;. We therefore introduce a second
effective regularization 5 associated to (p, 32, pr1) given as the unique non-negatice solution of the
equation

The functional (75) is then well approximated by
Te(FF(FFT +pin) ™) = (1 + 0pp(1)) - Tr(B(T +12) 7).

This motivates to define (v1,14) € R2>0 as the unique non-negative solutions to the coupled fixed
point equations

A
n——=Tr(2(S+w)"),
o (76)
p— 71 = TI' (E(E =+ VQ)_l) .
V2
Writing v4 as a function of v» indeed produces the equations stated in Definition 1.

To show that 7; concentrates on vq, we define the following fixed points (7, 72) € R2>O to be the
unique positive solutions to the random equations

n— = =Te(Ep(Er+2) ),

1 (77)
P (B2 4 ) )

1)

The following proposition shows that (77, 3 is well approximated by (11, v2) with high probability.

Proposition B.4 (Concentration of the fixed points). Assume that (f;);c[p) satisfy Assumption B.1.
Then for any D, K > 0, there exist constants 1, € (0,1/4) and C p x > 0 such that the following
holds. Let p,(p) and p.(n, p) be defined as per Egs. (26) and (25), and v and v as per Eq. (74).
Forany p > C p .k and X > 0, if it holds that

> p K, PA(1,p) - payy ()* 2 log* (p) < K/, (78)

D

then with probability at least 1 — p~*, we have

Uy — VU U1 — UV
max{| 2 2‘7‘ 1 1|} SC*,D,K'EV(p)a

Vo 141

where we defined
pA(,p) - pyy (p)** 1og” (p)
VP

The proof of this proposition can be found in Section B.7.2.

E(p) =

To study functionals of Z conditional on F', we will assume that F' belonds to the good event
Ar = Az N {F eRP*® : |y —1y| < Cupr-&E®M) -1}, (79)

where A, F is defined in Lemma B.2. In particular, as long as p > C, p x and condition (78) hold,
then P(A7) > 1 — 2p~? by Lemma B.2 and Proposition B.4.
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Truncated fixed point. As mentioned above, we will separate the analysis of the low-degree part
of the feature matrix F'g and the high-degree part F'. . For the high-degree part, we will simply use
the concentration stated in Lemma B.3. For the low degree part, we will study functional of F'y
with regularization v = prq + Tr(34). We therefore introduce an effective regularization v o
associated to the model (p, g, v+ ), i.e., the unique positive solution to the equation

i _
p— io = Tr(Zo(Zo + v2,0) 7). (80)
Intuitively, v o will be closed to v as s00n as Ayax(X+) <K v as
1% Tr(X2
-2~ (Zo(Bo +12)7") + M,
Vo V2

and uniqueness of the positive solution v . This is formalized in the following lemma.
Lemma B.5 (Truncated fixed point). Let m be chosen such that p2 ?n 11 <Y, then

- 1
oo = val 1 81)
9] p
Furthermore, there exists an absolute constant C' > 0 such that
_ Tr(X _
Tr(0(Zo + v20) 1) + % ~Tr(2(Z+w) )
2,0

< %’I‘r(E(E—i—Vz)_l). (82)

Proof of Lemma B.5. The first bound (81) follows directly from [Misiakiewicz and Saeed, 2024,
Lemma 6]. For the second inequality, we decompose this difference into

Tr(zo(zo + VQ’())_I) + w — TI"(E(E + VQ)_l)

V2.0

N Emir + |20 — 12
V2.0

IN

V2,0 — 2| Tr(Z0(o + v2,0) (B +1v2) ") Tr (2 (Zy +12)7 ")

IN

2 J—
 FRTES PASPII
2.0 2,0

IN

§ r vy) L
pT (2(E+ 2) )7

where we used that £2 1 /2,0 < 74 /(p?v2,0) < 1/p by the assumption on m and identity (80). [

B.3 Deterministic equivalents for functionals of Z conditional on F

As mentioned in Section B.1, we will first Ehow that the test error concentrates over Z conditional on
F’ on some quantity that only depends on 3 . The bias and variance terms can be written in terms of
the following three functionals of the feature matrix Z: for a general p.s.d. matrix A € RP*P and
positive scalar x > 0, define

z'z
Oy(Z; k) :="Tr ( - (ZTZ—|-K:)1> ,
S/2 T 1 (T 13172
D3(Z; A, k) = Tr (AEF (Z7Z+ k) 'SR (Z7Z + k) LS, ) (83)
~ VANA ~
04(Z; A, r) = (AE;/z(ZTZ—i- k)12 2277+ @-12}/2) :
n

where we recall that Z has i.i.d. rows with covariance Sy = FF ' /p. We show that these functional
are well approximated by functionals of F' that can be written in terms of the following functionals:

~ F'F
Oy (F; k) := Tr( (FTF—FK))l) ,
p

g (F; A, k) (84)
n—®g(F;1,k)
B6(F; A, k) = Tr (A(FFT)Q(FFT + n)*Q) :

- 1
O5(F; A k) = .
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The following proposition gather the approximation guarantees for ®o, ®3, d4 listed in Eq. (83).

Proposition B.6 (Deterministic equivalents for ®(Z) conditional on F'). Under Assumption B.1 and
assuming that F € Az defined in Eq. (79), for any D, K > 0, there exist constants 0, € (0,1/4),
Cp.x > 0, and C, p g > 0 such that the followings holds. Let p,,(p) and p,(n,p) be defined as
per Egs. (26) and (25). For any n > Cp_ g and regularization parameter A > 0, if it holds that

A>n K oa(n,p)*?log®?(n) < Kv/n,
pa(n,p)? - py. (0)*? log’ (p) < K/,

then for any p.s.d. matrix A € RP*P (independent of Z|F ), with probability at least 1 —n~P on Z
conditional on F', we have

(85)

[©2(2:3) = L&2(Fipnn)| < Cupic - E(n,p) - 28 (Fipin), (86)

nv\2 ~ nvp\ 2 ~
“%(Z;A, A) — (Tl) O5(F; A, prh)| < Cyup.i - E1(n,p) - (T1> O5(F; A pry), (87)
“1)4(Z;A,)\) - ‘Es(F;Ayph)‘ <Cyp,r-E1(n,p)- O5(F; A, pr1), (88)

where the approximation rate is given by

pa(n, p)®log®?(n) N pa(n,p)? - py, (p)*? log® (p)

Vi Nz

Proposition B.6 is a consequence of [Misiakiewicz and Saeed, 2024, Theorem 4] (see Appendix A
and Theorem A.2 for background) and Proposition B.4. We defer its proof to Section B.7.3. Note that
the term O(p~'/2) in the approximation rate & (n, p) defined in Eq. (89) comes from comparing pr;
with piy and is equal to py(n, p) - £, (n, p) where £, (n, p) is defined in Proposition B.4. If instead,
we compared to functionals with regularization pv;, then the approximation rate in Proposition B.6
would scale O(n~'/?) as expected.

&1 (n,p) == (89)

In the analysis of the bias term, we will further need to show deterministic equivalents in the case
where A is itself a random matrix uncorrelated (but not independent) to Z|F. The following
proposition gather these approximation guarantees and is a consequence of [Misiakiewicz and Saeed,
2024, Lemma 10] and Proposition B.4.

Proposition B.7 (Deterministic equivalents for ®(Z), uncorrelated numerator). Assume the same
setting as Proposition B.6 and the same conditions (85). Consider a deterministic vector v € RP
and a random vector w = (u;);c[) with i.i.d. entries and Elu;] = 0, E[u?] = 1, and E[z;u;|F] = 0.
Then with probability at least 1 — n~" on Z conditional on F, we have

‘(u, Z(ZTZ + N 'Sp(Z7Z + N ZTu) — nds(F; I,pl/l)‘ <Cipx-Elnp),  (90)
’(u, Z(Z7Z+ N 'Sp(Z7Z+ )\ )| < Cupk - Exn,p) - %\/55(1?;%1]%), 1)

a2 L .
where we denoted v := X~ v and the approximation rate is given by

pa(n,p)®log™?(n) N Pa(n, )2 - py, (p)°? log® (p)

vn VP

We defer the proof of Proposition B.7 to Section B.7.3.

Ex(n,p) == (92)

B.4 Deterministic equivalents for functionals of F

After replacing the bias and variance terms by their deterministic equivalents over the randomness
in Z|F, we obtain functionals in terms of ®o(F';pry) and &5(F'; A, pry) listed in Eq. (84). As
mentioned in Section B.2, we will analyze the low-degree and high degree part of the feature matrix

separately. Using Lemma B.3, we can replace the high-degree part F' FI by a deterministic matrix,
which results in a regularization parameter v (pv1) = pry + Tr(X.).
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The functionals of F'y can be written in terms of the following quantities: for any deterministic matrix
B € R™*™ define

&, (Fo; B,r) =T (Bzé/Q(FgFO + v(n))_lzé/Q) ,

)
Bo(Fo; k) = Tr (F oFo pr R, +7(H))1> ,
p

= 1/2, T 1 T 1501/2 ©3)
B3(Fo; B, k) = Tr (BoS*(F] Fo +2(r) " So(FI Fo + () 24/

~ FIF
®4(Fo; B, k) = (Bzé/Q(FOTFO + 7(&))_10T0(F0TF0 + 7(/{))_121/2> .

We show that these functionals can be well approximated by the deterministic functions that can be
written in terms of

Uy (v;B) =Tr (BXo(Zo +v) 1),

() = %Tr (S0(S0+ 1)),

94)
1 Tr(BZ(Z -2
Us(v;B) = —- i Og otv) ) .
pop—Te(E5(Z0 +v)7?)
Recall that for k = pry, we denote v4 := (pr1) and vy o the effective regularization associ-

ated to model (p, 3¢, ). The following proposition gather the approximation guarantees for
Dy, Dy, B3, Dy listed in Eq. (93).
Proposition B.8 (Deterministic equivalents for F'y). Under Assumption B.1, for any D, K > 0, there

exist constants n,. € (0,1/4), Cp x > 0, and C. p i > 0 such that the followings holds. Let p,,(p)
be defined as per Eq. (26). For any p > Cp i and X > 0, if it holds that

v =p K, pre (p)*/*10g™*(p) < K/, (95)
then for any deterministic p.s.d. matrix B € R™*™ with probability at least 1 — p~ 7, we have
~ 1% 1%
‘@1(170; B,pv) — ﬂ‘1/1(1/2,0;3) <CipK-" Es(p) - ﬂ\111(V2,0;B)7 (96)
T+ T+
‘52(170;}91/1) — Wy(ra)| < Cup .k - E3(p) - Ya(v20), Cn)

2 2

~ 1Z 1%

<I>3<F(];B,pu1)—(pj’°) U3(va0; B) <c*,D,K-53(p)-(pj’°) U3(va0; B), (98)
+ +

|®4(Fo; B,pv1) = Wa(va.0: B)| < Cupic - E5(p) - Wa(vzo: B), 99)
where the approximation rate is given by

_ P (0)°log’(n)

E : 100
3(p) 7p (100)

This proposition is obtained by directly applying Theorem A.2 with no modifications.

Again, in the analysis of the bias term, because we separated the analysis of the low-degree and high-
degree parts F'y and F', we will further need deterministic equivalents when B is itself a random
matrix uncorrelated but not independent to F'. We gather the associated deterministic equivalents in
the following proposition.

Proposition B.9 (Deterministic equivalents for F'y, uncorrelated numerator). Assume the same
setting as Proposition B.8 and the same conditions (95). Consider a deterministic vector v € R™
and a random vector w = (u;) jc[p) with i.i.d. entries and Elu;] = 0, E[uj] = 1, and E[f, ;u;] = 0.
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Then with probability at least 1 — p~ 2, we have

1 1 1 1
~(u, (FoF{ +71) u) — < Cipx -&i(p) —,
P 0 (pro,0)? 1 — %TY(E(%(ZO +120)72) i
(101)
1 v
’p<u, (FoF] +74) 2Fov)| < Cup i - E4(p)” 2V Wsl20:90"), (102)
+
where we denoted v := 3, Y24 and the approximation rate is given by
7/2
prs (p)®log"*(p)
&a(p) == . (103)
(p) 7

This proposition is a direct consequence of [Misiakiewicz and Saeed, 2024, Lemma 10].

Throughout the proofs, with a slight abuse of notations, we will denote functionals P, (Fo;B,k),i €
[4], the functionals listed in Eq. (93) applied to the truncated feature matrix F'y, with covariance X,

regularization (r), and deterministic matrix B € R™*™, and ®,(F; B, k), i € [4], the functionals
applied to the full feature matrix F' € RP*>°, where X is replaced by X, the regularization parameter
is K, and the deterministic matrix B € R*°*°°. Similarly, we will us the notation ¥; (12 o; B), i € [3]
for the truncated deterministic functionals (94), and the notation ¥;(v5; B), 4 € [3] to denote the full
functionals with 3 replaced by ¥ and B € R>**°,

B.5 Approximation guarantee for the variance term

Recall the expressions for the variance term
V(G F,\) =02 Tv(S2pZ'Z(Z"Z +)N)7?),

and its associated deterministic equivalent

_ o Y(n,1)
Vn,p()\) = Usm, (104)
2 2 2 —2
_Pl(i_n v\ Tr(E(E A+ re)7)
T(vi,v) = " Kl Vz) + (1/2> P T2t )2) | (105)

We prove in this section an approximation guarantee between V(G, F, \) and V,, ,,(A). For conve-
nience, we state a separate theorem for this term.

Theorem B.10 (Deterministic equivalent for the variance term). Assume the features (2;);c[n) and
(f j) jelp) satisfy Assumption B.1, and the covariance 3. and target coefficients (3, satisfy Assumption
3.2. Then, for any D, K > 0, there exist constants . € (0,1/2) and Cy.p.x > 0 such that the
following holds. Let p,, and p,, be defined as per Eqs. (26) and (25). For any n,p > C, p k and
A > 0, if it holds that

AznR o =p K, pa(n,p)*/? - log*?(n) < Kv/n,
PP o () g D) S KVE
then with probability at least 1 — n=" — p~P, we have
V(G, F, ) =V p(AN)] < Cipk - Ev(n,p) - Vap(A),
where the approximation rate is given by
£y (n.p) i PAOuP)" 1087 () | Pr(1:) -y, (p)7 lo (p) aon

NG VP
Proof of Theorem B.10. First, note that V(G, F', \) can be written in terms of the functional ®,4

defined in Eq. (83):
V(G,F,\) =02 -ndy(Z;1,\).
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Recall that A is the event defined in Eq. (79). Under the assumptions of Theorem B.10, we can
apply Lemma B.2 and Proposition B.4 to obtain

P(Ar)>1-p P,

Hence, applying Proposition B.6 for F' € A and via union bound, we obtain that with probability at
least1 —p=P —n=P,

n®4(Z;L ) — n®s(F;Lpn)| < Cup,c - E1(pn) - n®s(F5 1, prn), (108)
where &1 (n, p) is defined in Eq. (89) and we recall the expressions

~ dg(F: 1
nq)5<F7 Iapyl) = 6"(’ ’ 7p1/1> 3
n — ®6(F; 1, pry)

O6(F;Lpvy) = Te((FFT)X(FFT +py)72).

Let us decompose ®g(F; I, pry) into
O6(F;1,p1) = To(FFT(FFT +pu))™Y) — pyi Te(FFT(FFT 4 pry)72).

From Lemma B.11 stated below, we have with probability at least 1 — p—P

1
ITEFTEFT 4 ) ™) - (o)

< Cip.i - E3(p) - Va(1o),

1 _ _
‘pTr(FFT(FFT +pv1) %) — Uy(r; B 1)‘ < Cup,i Pre (D)E3(p) - W3 (ve; 71,

where E3(p) is the approximation rate defined in Eq. (100). Note that
nTr(S(Z +1r)72)
1— 1Tr(Z%(2 +1p)2)

p{l_w_m Z;;T@%mw%}

pUs(1e) —pzyllllg(l/z; 271) =Tr(Z(Z +v) Y —

v - ISR ) )
LY (n) B e )
_p{O 2) () e
=nY(v1,v9).

Combining the above displays, we deduce that
"56(F;17PV1) —nY (v, V2)’ < Cip pyy (D)E3(D) - [pP2(12) + PPr1 U5 (10 B71)]

< Cup.k - pre (D)E3(P) - (MY (1, 12) + 2" 11 W3 (1g; 7))
Using Eq. (120) in Lemma B.14 stated in Section B.7, we conclude that with probability at least

1—p=P,
“%(FJ,IJM) —nY (v, Vz)’ < Cip.i pyy (p)E3(p) - nY(v1,12). (109)
Finally, by simple algebra, we have
~ . T(thg)
n®s(F: L pu) T—T(v1,m)
P |P6(F; T, pr1) — nX (vy, )]
< and5(F;1 1
>~ {TL 5( ’ ,le) + } ’I’L—T(l/l,l/g)
~ T(Vhl/g) T(Vl,l/Q)
< O5(F; 1 — - C, . —_—.
>~ { n 5( ) apl/l) l—T(lll,VQ) 1—T(V1,l/2) C,D,K P7+(P)53(p)1_fr(yl,y2)
(110)
Note that by Eq. (119) in Lemma B.14, we have
T(l/l, 1/2) 1 ~
— = < (1-T7 <C,- ,D)-
Ty < (0 X0 <O ()
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Hence rearranging the terms in Eq. (110) and using from conditions (106) and that p > C\ p i, we
obtain with probability at least 1 — p~ that
Y(v1,v2) Y(v1,v2)
1—T(V1,1/2) I—T(Vl,VQ).
Using an union bound and combining bounds Eqgs. (108) and (111), we obtain with probability at
least 1 —n=P — p’D, that
V(G, F,A) = Vi p(A)]

nds(F;1,pvy) —

< Ci.p,x - pA(n,p)p~, (P)E3(D) (111)

T(Vl, I/Q)
1—="(v1,v)
< Copsc - {E1(p ) + 5a (0, D), (0)E3(p)} - [72 - 05 (F3Lpn) + Vi p (V)]

<CipDK- {51 (p,n) + px(n,p) Py, (P)&%(P)} “Vap(A),

where we used Eq. (111) and conditions (106) in the last line. Replacing the rates £; by their
expressions conclude the proof of this theorem. [

< ’V(G,F,/\) —0? ~n(AI;5(F;I,p1/1)‘ + 02 n<f>5(F;I,pV1) —

Lemma B.11. Under the setting of Theorem B.10 and assuming the same conditions (106), we have
with probability at least 1 — p~P,

1
'pTr(FFT(FFT +p1) Y = Ua(n)| < Cupic - E3(p) - Ta(ra), (112)

1 _ _
];Tr(FFT(FFme)*Q) — U3 2 1)‘ < Cyp,i - pre (P)E3(p) - T3(v; 1),  (113)

where E5(p) is the approximation rate defined in Eq. (100).

The proof of this lemma can be found in Section B.7.4.

B.6 Approximation guarantee for the bias term

Recall the expression for the bias term

B(B,;G,F\) =|B.—p ’F(Z27Z+ )" Z"GB.|3,
and its associated deterministic equivalent
Tr(3(X +v2)%)

M2) = T (S 1))
1/2
Brp(B.,A) = m [</6*v (B +1)7%8,) + x(12) (B, (T + V2)72ﬁ*>} :

We prove in this section an approximation guarantee between B(3,; G, F, \) and B,, ,,(8.., A). For
convenience, we state a separate theorem for this term.

Theorem B.12 (Deterministic equivalent for the bias term). Assume the features (zi)ie[n] and
(f;)jep satisfy Assumption B.1, and that there exists m € N such that p*€2 < ~ym(nX/p). Then, for
any D, K > 0, there exist constants .. € (0,1/2) and C p i > 0 such that the following holds. Let
pr and p,; be defined as per Egs. (26) and (25), and recall that vy := ~ym(nA/p) and 4 = vm(pr1).
Forany n,p > C, p ik and X\ > 0, if it holds that

A>n7K o zph, pa(n,p)*/? -1og®*(n) < K/n, 114)
pA(n,p)? - pry (p)° - log™ (p) < K /p,

then with probability at least 1 — n~™" — p~P, we have

‘8(16*7 G7Fa A) - Bn,p(ﬁ*v )\)| S O*7D7K : EB(n7p) : B'fhp(lg*a A)a
where the approximation rate is given by

~ 6 o 7/2 ~ 2 8 1o07/2
£5(n, p) = 2P 1087 () | 2a(mp) py, (D)7 loE ™ (P (115)
Vi VP
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Before starting the proof, let us introduce some notations. First, define Pz the projection onto the
span of F', and P | p the projection orthogonal to the span of F, i.e.,

Pr:=(F'F)'F'F, P, rp=1I-Pp.
We can decompose the feature g with respect to the orthogonal sum of these two subspaces
g=Prg+PiLFrg= \/ﬁ(FTF)TFTz + P, Frg.
We define r := P, pgand R = [ry,...,7,]T € R"*>. Similarly, we can decompose the target

function
h*(g) = <B*7g> = <ﬂF?Z> + </8L7F7r>a
where we introduced

Br = VPF(F'F)'B,, BLr=PLrB.
Note that in particular E[z(r, 3, )] = 0 by orthogonality.

Proof of Theorem B.12. Step 0: Decomposing the bias term.

Note that using the notations introduced above, we can decompose the bias term into
B(B.;G.F.\) =8, —p *F(Z"Z + N Z"GB. |3

— % ‘ FT (gF —(ZTZ+ N ZT (28 + Rﬁl’p)) Hz +18.rl3

=T -2, + T3+ ||/8J_,F||§'

where we denoted
Ty =N (Bp, (ZTZ +N)'Sp(Z7Z + )" Bp),
Ty =\NBp,(Z'Z+ N 'Ep(Z"Z+)\)'Z"RB, 1),
Ty:= (B, R'Z(Z'Z+ ) 'Sp(272 + N Z"RB, ).

We proceed similarly to the proof for the variance term, by first considering the deterministic
equivalent over Z conditional on F', and then over F'. We omit some repetitive details for the sake of
brevity.

Step 1: Deterministic equivalent over Z conditional on F'.

) L - ~—1/2 Ta-1/2
First note that, denoting A, = X BpBpXpr ,wehave
Ty = A\2®4(Z; A, \).

Furthermore, T3 and T5 correspond respectively to the terms (90) and (91) in Proposition B.7 with
v =PBpandu = RB, p where

Elziui] = Elzi(ri, B1 )] =0, Eluf] = 8. rl3-
Thus, under the assumptions of Theorem B.12, we can apply Propositions B.8 and B.7 to obtain (via
union bound) that with probability at least 1 — n=" — p=P,

‘Tl - (nV1)265(F;A*>pV1)’ S C’*,D,I( . gl(pa n) : (TLI/l)2(AI;5(F; A*,pl/l),

o] < Cuprc - E2(p ) -\ 181 g3 - ()25 (F: A i),
‘T3 —18L rll3 'n‘f’s(F;Lle)‘ < Cupx - E(pn)- 1B, pl-
Hence we deduce that
‘B(ﬂ*;G7F7)\) — (n1)?®5(F; Ay, pry) — 181 Fl3 - n®s5(F;Lpry) — 181 Fl3

< Cupc - {E1(n.p) + Ealn,p)} - [ (1) 2 F5(F A i) + 18, 3]
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Let us simplify these terms. Recall that
@4 (F; I, pr1)

dg(F; A, ~
6(F; A, pr1) n®s(F; 1, prp) a .

nd F;A*,pz/ = = )
s 1 n— ®g(F;1,pr1) n— ®6(F; 1, pry)

For the term involving A*, we can rewrite it as
~—1
=1vi(Bp, Sp (F'F)*(F'F +p1)*Bp)
= (p1)*(B., (FTF)(FTF)(F'F +pn) *(F'F)(F'F)'B,)
= ()8, (F'F +pr1)7?8,) — |BL rl3-

Hence the terms involving ||3, || cancel out and we obtain

Vi®G(F; A, pr1)

(8., (F'F +p1n)~8,)
- %‘56(17;1,2?1/1) .

(n)2®5(F; Av,pr)+|B 1 pl3-n®s(F; L pn)+ |18, pll3 = (p1)?

Combining the above displays, we deduce that with probability at least 1 —n=2 — p=P,

(B, (F'F +pvi)23,)
1 — L&6(F;1,pry)

(B, (F'F +pv1)23,)
1— L1&(F;Lpr)

B(B,;G,F.\) — (pr1)?

(116)

< Cyupx - {&(n,p) +E(n,p)}- (pn)?

Step 2: Deterministic equivalents over F'.

Following the same steps as Eq. (110) in the proof of Theorem B.10, we have with probability at
least 1 — p~ P,

’(1 — 0 6 (F;Lp)) ™ — (1 — T (i, Vz))fl‘ < Cu,p,x DA, P)pry, (P)E3(p)-(1=T (v, 1)) .

Furthermore, from Lemma B.13 stated below, with probability at least 1 — p~,

)28 (FTF 4 p1) 8.) = Bup(Ba V| < Copic - o (0°3() - Bup (B V).

where ’I?:n’p(ﬁ*, A) is defined in Eq. (118). Combining these two bounds and recalling conditions
(114), we obtain

()2 B ETE +pr1) 2B,) Bup(B.: )
' 1-— %ég(F;I,pl/l) 1—"(vy,v2)

. én,p(ﬁ*v )\)
1— T(I/l, VQ) ’

Noting that B, ,(8,, ) = §n7p(ﬁ*, A)/(1 — Y (v, 1)), we can combine this bound with Eq. (116)

to obtain via union bound that with probability at least 1 — n=" — p=P,

|B(/6*a G7 Fa A) - Bn,p(ﬁ*v )‘)|
< Cu.p.x {€1(n,p) + E2(n, ) + Pa(n, P) Py (D)E3(P) + Py (0)*E4(D) } - Brp (B, A).
Replacing the rates £; by their expressions conclude the proof of this theorem. O

< Cs.p,x {PA(n, )Py, (P)E3(P) + Py (p)?Ealp) }

Lemma B.13. Under the setting of Theorem B.12 and assuming the same conditions (114), we have
with probability at least 1 — p~P,

|28 (FTF 4+ p1)28.) = B (B, V)| < Ceopic - oo ()2€4(0) - BB N), (117)

where E3(p) and E4(p) are the approximation rates defined in Egs. (100) and (103), and we denoted
gn,p(ﬂ*, )‘> = V% |:<ﬂ*a (2 + VQ)_2/6*> + X(V2><ﬂ*7 2(2 + VQ)_Qﬂ*>:| . (1 18)

The proof of Lemma B.13 can be found in Section B.7.5.
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B.7 Technical results

In this section, we prove the technical results that were deferred from the previous sections. We start
with a lemma that gathers useful bounds on the deterministic functionals.

Lemma B.14. There exists a constant C,. > 0 such that

(I_T(V17V2))_1 SC*ﬁ)\(nap)7 (1]9)
where we recall that Y (v1, v2) is defined as per Eq. (105). Furthermore, under Assumption 3.2, we
have

Tr(X(X —2

12 r(=( 5 +v2)7) < C.-nY(11,v2), (120)
p—Tr (X (X +1e)72)
3 (X —2 ~
pV1 <ﬂ*’ ( + V2) ﬂ*> S C* : Bn,p(ﬁ*7)\), (121)

p—Tr(Z*(Z 4 1p)2)
where §n7p(ﬁ*, A) is defined as per Eq. (118) in Lemma B.13.

Proof of Lemma B.14. Step 1: Equation (119).
Note that we have 1
T(vy,19) < ETr(E(E +)™hH <
In particular, if n > p/7., then we can simply write
1
L=,
For n < p/n., note that using the first identity in Eq. (76), we have

(1="T(v1, )" < =C,.

-1
1
(1—="T(v1,10) "t < (1 - —Tr(2(Z+ VQ)_1)> <
n
Combining the previous two displays, we obtain Eq. (119).
Step 2: Equation (120).
We rewrite the left-hand side as
. Tr(Z(X 4 v2)7?%) < 1
1p T+ 1n)"2) T p—Te(B(E+12)7h)
=Tr(B(T4vp)h) — Te(Z3(Z + 1n)72)
1
< (1 — c) Tr(2(Z + )™ h),

*

To(2(Z + 12)7?)

where we uses the second of the identities (76) in the second line, and Assumption 3.2 in the third

line. Hence,
Tr(2(Z + 1)~ 2) }

, Tr(Z(Z + 1p)72)
L Te(Z2(E + 12)2) p—Tr(Z* (B +12)72)

<(C.—1)- {Tr(Z}(Z + )Y — i
=(Ci = 1) - nY(v1,1m).

Step 3: Equation (121).

Similarly, we get again using Eq (76) and Assumption 3.2 that

n B &”fv <o {{B.. (B4 10) 7 B.) — (B, TS+ 1) 2B.))

< (1 - Cl) (B, (5 4 1a) 1 B.),

and therefore

(8., Z(E+10)%B,)
p— ’IY(EQ(E +19)72)

b

<(C.-1) {”2<ﬂ*, (Z+v2)7'B.) -
= En,p(ﬂ*v )‘)7

which concludes the proof of this lemma. O

(B B(B+v)8.) }
Ly~ Te(Z2(Z + 12)2)
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B.7.1 Feature covariance matrix

Proof of Lemma B.2. Recall that we consider Sp= p 'FFT with F = [fi,---, fp]T € RpPxee
and the f, are i.i.d. random vectors satisfying Assumption B.1. For any integers k3 > k1 > 1, we

split the weight feature matrix into F = [F'y, F5, F3], where F1 = [f ,..., f, ,]T € RP*¥* with
f1,; the first k; coordinates of the feature vector f;, Fo = [fyq,. .., fzvp}T € Rrx(k2=k1) with
fo ; the next ko — ky coordinates of f;, and F'3 = [f371, ceey fgvp]T € RP**° contains the rest of

the coordinates. In other words, we split the feature vector into f; = [f; ;, f2 ;, f3 ;]. Denote

=E[f1;f1;] = diag(&], ..., &) e R0,
= E[fQ,jf;r,j] = diag(@%ﬁ-u e 75132) € R(bikl)x(kzikl)’
X3 =E[fs, £3,] = diag(&h, 11,60y 4o - --) € RZX™.
We decompose the feature covariance matrix into
FF' F\F] Fy,F) FsF)
= + + :
p p p p

(122)

Step 1: Bounding the eigenvalues of F'; and F,.

Introduce the whitened matrices

Fl Fl [fl 17""?1,1}]1—? F2 F2 [?2 17"'7?2,p]T7

so that the feature vectors fl, ; and f 2, ; have covariance I, and Iy, g, respectively. We have

T 1
|FiF1/p—Tillop = sup > (, Fr)?

k p
vERFL Jlvlla=1 1 & o)

Denote Z; := (v, f, ;)* — 1. Then we have from Equation (60) applied to B = INEETLS Sl
for any integer ¢ > 1,
C*q'

cl

E[|Z;]) < C. / fleetds =
0

Hence we can apply Bernstein’s inequality for centered sub-exponential random variable and obtain

1
P ‘]; 3 Zj‘ >2/2 | < 2exp{—c.p min(s%,¢)} . (123)
J€lp]

Following the proof of [Vershynin, 2010, Theorem 5 39] we deduce that there exist constants
Cy, Cy,p > 0 such that with probability at least 1 —

/k log(
||F Fl/P Ik1||op < C ! +C*D g

In particular, there exists 7, € (0,1/4) and C, p > 0 such that for p > C, p and via union bound,
we have with probability at least 1 — p~ L (reparametrizing D), that for any k; < |7, - p],

7T7
||F1 Fl/p_ Ik1H0p < 1/2

From Eq. (122), we deduce that the k;-th eigenvalue of s F for k; < |n. - p] is lower bounded by

— =T

. F,FT F.F 2

& >Amm< lp 1) >§£1-Amm< lp 1) 2%7 (124)
A\ F\F| <§£2:§
max p _21 2
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Similarly for F'5, we have with probability at least 1 — p~2 that for any k1 < kz < |7. - p|,

7T7
[FoF2/p— Ty llop < 1/2,

FyF! 3
/\max< 2p 2) < S (125)

Step 2: Bounding the eigenvalues of F'.

and therefore

Equation (124) provides a lower bound on the eigenvalues é,% of & rFuptok < |n.-p]. Let’s upper
bound the p eigenvalues of 3 . From now on, set ks = p, — 1 where p, := |7, - p|.

For the contribution of ||F' ||, we use the matrix Bernstein’s inequality as in [Misiakiewicz and
Saeed, 2024, Lemma 1] (see proof of Theorem A.2 in Appendix A) and obtain that for p > Cg, with
probability at least 1 — p~ 7,

1 rs(p«) Vp
LIFSF o < Cprc € {1 + 20DV g 1) vm} .

By the min-max theorem, we have with probability at least 1 — p~ forall k; < p, — 1,

T T
FoF] | FyFj
P

- 3 rs(p«) VD
$H1SAmw< )r52$ﬁfoDﬂfi{l+zf;kgvz@»vp@,

where we used Eq. (125). For k > p,, we simply use that

s 1 3 rs(p«) VD
& < HIFaFTlop < 562+ Copac- €. {1+ 28 P 10g () v ).

D

We deduce from the above two displays that with probability at least 1 — p~*', we have forany & < p

G <Cokp-{G+E&.  Ms(p)}, (126)
where we recall that we defined

rs(ln. - k]) VE

log (rs([ns - k]) V k).

Step 3: Bounding rg (k) for k& < p.

Recall that the intrinsic dimension rg (k) atlevel k < p is given by

Y-k
re (k) = ——%—.
F 2
&k
First note that for p > k > |n. - p|, we simply use that and the eigenvalues are nonincreasing to get

& L—n
—%;i§@+1—MSCu—mm§C—;lh
k’ *

For k < p, — 1, we use that from Eq. (124) with probability at least 1 — p*D ,

:zg_k 52_ 9 (3 [np)—1 P .
R 1T o
k k j=Fk g=Inx-p]
Let’s bound the second term on the right-hand side. Notice that

P
A, P 1

Z gf. = Ir%;n Tr(Ep(T - VVT)) < 7Tr(F3Fg),

j=In«pl+1 i
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where the minimization is over V' & RP*(L7=P)=1) with VTV = I},..p)—1 and the second inequality
is obtained by taking V" orthogonal to the matrix [F'y, F'5]. We can rewrite

1 1
ETT(F3F§) —Tr(Xs3) = v D l1F 5505 — ().

JE[p]

Introduce Z; := | f3,l|5 — Tr(X3). By Assumption B.1 with B = diag(0,T) (identity on the
subspace 33 and 0 otherwise), we have

oo |
E[Z;]7] < quHEgH%/ tile=tdt < C, ~Tr(23)q%.
0 x

We therefore we can apply Bernstein’s inequality (123) again and we get

1
Pl|- Z Zi| >t Tr(X3) | <2exp(—cs min(pt?, pt)).
J€lp]

Hence, for any p > C., p with probability at least 1 — p’D s

1
“Tr(F3Fj) < 2Tr(Zs3).
p
Combining the above display with the previous inequalities yields with probability at least 1 — p~%
that for any k& < 7. - p|,
P £2 00 ¢2
re, (k) = S22 4 o CZF; 53
&k Sk

We deduce that there exist a constant C, > 0 such that with probability at least 1 — p~, we have for
any . := [0, -n) <p

rs,.(ne) Vi < O rs(ng) Vn, (127)
where 75 (n) is the effective rank associated to X.
Step 4: Concluding the proof.

For any n. = |n. - n| > p, we have px(n) = pa(n,p) = 1. Hence, we only need to consider the
case n, < p. Using Egs. (126) and (127), we get

né2 re (ny)Vn
R fi

pa(n) =1+ /\"*

log (rgF(n*) v n)}

2 .
<1+Cipk- {nfn* + nop . ME(p)}ME(TL)

A P A
'I’Ln*
<1t Copae {550+ 2 s | M),

which concludes the proof. O

B.7.2 Concentration of the fixed points

Proof of Proposition B.4. Recall that (71, 72) € R2 ) are the unique solution to the random fixed
point equations (77). From the first equation, we have the following bounds on 1 :

>
@ < pin < PIEFlop +p/\.
n n

From Lemma B.2, we have with probability at least 1 — p~? that HZA)FHOP < Cy p,x < p. Hence,

by the uniform concentration over k € [pA/n, (p*> + pA)/n] in Lemma B.15 stated below and an
union bound, we deduce that with probability at least 1 — p~,

‘Tr(FFT(FFT i)Y — Te(2(S + ﬂg)‘l)] < Chx.p™r (p)i//;log?’(p) Tr(S(Z + i) 7Y)

=& Tr(B(B +im)7h).
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Therefore, we can rewrite the fixed equations (77) as
A

- L =SS+ 7)) - (1+8(F)),
- pg; =T (S(E+2)7Y).

where with probability at least 1 — p~2, we have |0(F)| < £(p). Therefore, by condition (78) and

p>CipK .
= - « DK _ 1
* : ) S — S )
C.&(p) - pr(n, p) Tos(p) = 2
D

and we can directly use Lemma B.17 stated below to obtain with probability at least 1 — p™*,

|71 — 1] | — v

< . s
o 70* 52(]?) p)\(nvp)a Vo

< Ci - &(p) - pa(n, p).

This concludes the proof of this proposition. O

For any k > 0, denote v5(k) € R+ the unique positive solution to

P =Tr(2(Z + (k) ). (128)

We will further define analogously to Eq. (80) the truncated fixed point

v(k)

Vg,o(/ﬁ)

=Tr(Zo(Zo + v2,0(x)) "), (129)
where we recall that we denoted y(k) = k + Tr(X). It will be convenient to recall the notations
~ 1
By (F; k) = ];Tr(FFT(FFT +r)7Y),
~ 1
Oy (Fo;v(k)) = ];TT(FOFOT(FoFg +7(k)7Y),
and the deterministic equivalents
1 ~1
\IJQ(Z/Q(I{)) = ETI‘(E(E + 1/2(:‘{)) ),
1
\:[12(1/2’0(/{)) = 5TI‘<20(20 + I/Qyo(lﬁl))il).

The next lemma show that ®,(F, x) concentrates on ¥ (1 (x)) uniformly on an interval of x.

Lemma B.15. Under the setting of Proposition B.4 and for any D, K > 0, there exist constants
N« € (0,1/4) and C, p ik > 0 such that the following holds. For any p > Cy p x and A > 0, if it

holds that _ )
™ =7(pA/n) = p K, pax () ? log™? (p) < K \/p, (130)
then with probability at least 1 — p~, we have for any k € [pA/n,p(p* + \)/n),
~ 5/2 1 3
P~ (k)P og (p
Ba(Fs ) = Wa(a(w)| < Cup i L2008 ®) g ), (13
VP
Proof of Lemma B.15. Throughout the proof we assume that we are working on the event
log® (p
IFFT =10 o < Cop oo/,

which happens with probability at least 1 — p~” by Lemma B.3 via union bound. Note that
v(k) > ~v(pA/n) for all the k € [pA/n,p(p? + A)/n]. Furthermore, we assume that p > C, p
chosen large enough so that ||F+F1 —v(0)I,|lop < 1/2-v(pA/n) so that

1
FFT 45 = 5’}/(,‘{).
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The proof will proceed via a standard union bound argument over « in the interval [pA/n, p(p?>+\) /7).
Let us first prove Eq. (131) for a fixed . We first simplify the functional by rewriting it as

y(Fir)=1— gTr((FFT +r)71)
—1- gTr((FOFg +y(r) Y + gA,

where we denoted
IA| = ’Tr((FFT + k)71 = Tr(FoF§ + 7("6))71)‘

Te((FFT +8) " (FLF] = 7(OL)(FoF] +7(x) ™)

log(p)
N/

Using again the above identity, we rewrite

}jﬁ((FOFOT () =

S C*,D

‘Tr((FOFOT n y(m))*l)‘ .

1 1 =
W - Wq)Q(FO;'V(’f))'

We can now apply Eq. (55) in Theorem A.2: under the assumption of Proposition B.4 and recalling

the conditions (130), we have with probability at least 1 — p*D ,
_ 5/2] 3/2
Py ()P og p
Ba(Foi1 () — Walwa ()] < €. 22 )y
VP
Combining the above displays, we obtain that with probability at least 1 — p~
~ Tr(X
B () — W) — )
Pr2.0
/{/ ~
< | Ba(Foin (k) — Walvao(s)| + vIA
) (Fo;v(k)) ( AY
/21.,3/2 3
P(s)(P)*/* log™ = (p) log”(p) |k T o
<CipK Yo (r2,0(k)) + Ci,p —Tr((FoFy +~v(k ,
7 2(v2,0(k)) 7 p((oo (k)~")

where we used in the first inequality identity (129) to get

<1 - ”) (1 - %Tr(EO(Eo + 1/270)1)> _ Iy

7(’{) P20
Further note that using condition (130), we can simplify the right-hand side
_ K
‘“Tr((FoFg +7(K)) 1)’ <30 1= Wa(r20(k))[ + Csp.i - K- Wa(rz0(r))
Tr(X
<CspK {‘I’Q(Vz,o(fi)) + (Jr)} :
bra0

We can now use Eq. (82) in Lemma B.5 applied to 15 (k) and v o (k) to concluded that with probability
at least 1 — p*D,

= = = P (2)°* 10g* (p)

By(F: k) — Wa(va(r))| < E(p) - Walva(v)),  E(p) := Crpic v .32
We now consider a p~F-grid P,, of the interval & € [pA/n, p(p* + \)/n], which contains at most
pP’*3 points. We can use a union bound over x € P,, and reparametrizing D’ = D + P + 3, so

that with probability at least 1 — p~, Equation (132) holds for any x € P,.. Then for any point
k1 € [pA/n, p(Kp* + \)/n], denote ko € P, its closest point. Then by Lemma B.16 stated below,
we have

‘%2(1‘—‘; Iil) — \IIQ(VQ(KZl))‘
< [@a(Fs 1) = Ba(Fi r0)| + [ Ba(Fi o) — Walva(no) | + [Wa(va(o)) = Wa(va(rm))]
< PCK|"51 - 1‘60|‘T’2(F5 Ko) + g(P) - Wa(va(Ko)) JrPCK|/‘51 — kol W2 (r2(K1))
< (P +EW) (17T +EW)) - Walva(m):
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where we used that |1 — ro| < p~F. Taking P = CK + 1 concludes the proof. O

Lemma B.16. Under the setting of Proposition B.4 and for any D, K > 0, there exist constants
N« € (0,1/4), C > 0and Cy p > 0 such that the following holds. For any p > 1 and X > 0, it holds
that

A _
A(pA/n) = B2+ Tx(2) 2 p K, (133)
then for any kg, k1 > pA/n, we have

’ o (ra(k1))
Uy (va(ko))

Furthermore, if p > C.. p, then we have with probability 1 — p~P that for any k1, k2 > p\/n,

1‘ < p“Kk1 = Kol- (134)

&)Q(F;Hl)

= -1
@Q(F;Ho)

< pFlk1 — Kol. (135)

Proof of Lemma B.16. Using the identity (128), we can decompose the first difference into

'\Pz(vz(m» . 1‘ _ [t ~ |
W (v2(ko)) pWa(va(ko))
1 - va(ko)
= va(ko) - pWa(ra(ko)) {|Kl ol + va(k1) 1’}

From condition (133) and the proof of [Misiakiewicz and Saeed, 2024, Lemma 11], we have

]‘ 34+2K
v leo) Pty =P
va(Ko)
VQ(Hl)

— 1‘ < PP Ky — Kol

Combining the above inequalities, we deduce that there exists a constant C' > 0 such that

W (v2 (k1)) CK
=2l < — Kol.
"1’2(V2(Ho)) <2l = ol
For the second inequality (135), we rewrite the difference as

52(F;/€1)
Oy (F; ko)

_ Te(FFY(FF" +r1) Y (FF' + ko))
Te(FFT(FFT + ko)1)
< ”(FFT + "{1)_1H0p|’fl - "€O|~

-1

|/<61 — Ko

Hence, recalling Lemma B.3 and condition (133), for any p > C, p, we get with probability at least
1 —p~P and for all k1, ko > pA/n,

&)2(1;' K1)
Oo(F; ko)

< ——— w1 — Kol < nf Ky — Kol
v(k1)

which concludes the proof of this lemma. [

We consider (5, v5) € R>( the unique positive solutions of the perturbed equations:

n— Vi =T (BB +15)71) (1+e), (136)
1

—p,f =Tr (B(Z+v5)7"). (137)
2
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Lemma B.17. Let n, € (0,1/4) be chosen as in Proposition B.4. Then there exists C.., C, > 0 such
that for any € € R with

1
‘5‘ C* pk(n7p) S ia
then 0 0
VE— v _ V5 — V. ~
ot < CLBa(np) - el | S Ol anp) - fel:
iz V3

Proof of Lemma B.17. For convenience, we introduce the notations

3 0 £ 0
V{ — U Vs — V.
1 1 72 2

61 = , bg 1= .

£ £
S Vg

We first consider the second equation (137) and subtract the identities for (5, 5) and (19, 29) to
obtain

v ouE
p(4 ) (B ) (B )Y

vy vi

7 LE - 5} o TH(E(E + ) (B +05) 7)) = 0.
2 2

Hence, we obtain the first identity

0y = &3 — (vi/vy) . (138)
(W/v9) + ZTe(B(E +vg) 1B +v5)7)

We now turn to the first equation (136): we obtain similarly

A (1/1? — Vll> =Tr (B(E+v5)")(1+e) -Tr (B(Z+9)7)

A
= 50 =0 S TH(B(D + ) HE4+v5) (1 +e) +eTr (B(Z+9)7h).
1

Hence, rearranging the term and recalling the first identity (136), we get the second identity

A (14 B EE 1) (B4 v5) ) - wf))

61 1
g W /v3) + ZTr(B(E +v) " (B +05)71)

=eTr (B(E+9)7"). (139)

From this identity, we directly have
vy 0y—1
|01] < Je| - TTr(E(E +v3) ).
Note that for n > p/n., we simply have by Eq. (136) that

0 0y—1
Vi 0y—1 Tr(E(EA+r)) p M)
Te(S(S = < <
A H(BE+r2)7) n—T(EXEZ+v))"Y) " n—-p  1-mn’

where we use that Tr(Z(Z + 8)~1) < p by Eq. (137). For n < p/n., let’s denote u§ = \/vY.
Rewriting Eq. (136), we get that

n
TR S ) )

o
Hence

0
1% _ _ _
TlTr(E(E + VS) 1) = TI‘(E< [n«-n] (Iu(1)2<|_7]*'TLJ + /utl)yg) 1) + TI‘(EE [1«-n] (:u(l)Ezl_n»an + ,u,[l)yg) 1)

Ne - M n Tr(>.m))

0 0,0
1) HiVs

< AT+ (B + pavg) ™} +

<

TT(EZLU*%J)
)\ )
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where we use in the last inequality that ) /v§ < 1 and the definition of the effective rank. Rearranging
the terms we obtain

0
121 oy—1 1 Tr(zz\_ﬁ*n])
— < .
LTS8 + 1) )_1_77*{1+ .

Combining the above bounds we deduce that

Tr(X n ~
i < Colel- {1 Loy, 2 < 0 e

By assumption C, - px(n,p) - |¢| < 1/2 and therefore v{ < 21/). We conclude the first inequality

£ 0
V-
0
S

Vs -
< 5101 < C - pa(n.p) - fel.
1

Recalling Eq. (138), we have directly

0 £ 0 e 0
S V5 — UV vy — vV
|52|<‘51|12 202 S 101,
V. v
vivs 2 1
which concludes the proof. O

B.7.3 Proof of deterministic equivalents for functionals on Z

Proof of Proposition B.6. Recall that py(n) is defined in Eq. (72) and that for F € Az, we have
pr(n) < Cy p xpa(n,p) for all n € N. Under the assumptions of Proposition B.6, we can apply

Theorem A.2 to Z conditional on F to obtain that with probability at least 1 — n =,
P N pa(n,p)*/*10g**(n) p N
Dy(Z; ) — =Dy (F; <C. - =0y (Fpin),
0225 %) = 2 (Fipin)| < Cpc v By (F:pin)
~ 2 ~ 6 5/2 ~ 2
nrvy ~ ~ P (nvp) IOg (n) nvy £ ~
O3(Z; AN — | — | O5(F; A <. =] P5(F; A, ,
3( y £, ) ( A\ > 5( 3 7pV1) = DK \/E ) 5( le)
~ . n,p)%lo 3/2 ~ .
042 4.0) - Ba(F: A )| < Copc P2 G g, ),
where 7; is the solution of the fixed point equation (77). We conclude the proof using Lemma B.18
stated below and that by condition (85), we have C. p i - pa(n, )& (p) < Cy.p, kK. O

Proof of Proposition B.7. Again, under the assumptions of the proposition and for F' € Ax, we can
apply [Misiakiewicz and Saeed, 2024, Lemma 10] to get

px(n,p)°®log™?(n)
\/ﬁ )

’(u, Z(Z7Z + NS p(Z7Z + N ZTu) — ndy(F; I,pﬁl)‘ <Cipx

pa(n,p)®log"?(n)

‘(u, Z(Z7Z + N 'Sp(Z27Z + A)—lsz’ <Cipx &5 (F; 507, pin).

N By
We conclude by combining these inequalities with Lemma B.18. O
Lemma B.18. For F' ¢ Ar, we have
‘E’z(F;p%) - &)2(17;291/1)‘ < Cip.x - E(p) - Ba(F;p1y), (140)
[®s(F: A,pin) = B5(F5 A,puy)| < Copic - ir(mp)E,(p) - B5(Fi Ap). (14D)

and

~ 2
(B2) Esrsamm) - (%) @i dm)

(142)

nry

< Copsc ) (") Fo(F: A )
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Proof of Lemma B.18. For convenience, we denote  := v, K’ := Dy, and T := > r. For Eq. (140),
we simply use that

p®o(F;piny) — p&)Q(F;le)' = |Tr (DT +&)7") = Tr (DT + k)7
=k — KT (D@ + )T +r))

< |k" — K]

<Cyip.x - E(p) - p®o(F;pr).

Tr (DT + k)71

Similarly, by simple algebra, we have
(B (F5 A, pin) - Bs(F3 A,p)|
= |Tr(AT*(T + £/) %) — Tr(AT*(T + k) 7?)|
< 2|k — m/\Tr(AI‘B(I‘ +K) AT+ k) 72) + K - (H,/)2|TI"(AI‘3(I‘ +£) 2T +k)7?)

! /
< M {2 + W} Tr(AT*(T + k) ?)

- K K’

< Cup,x - Eu(p) - Oo(F; A, prr).
(143)
Furthermore, note that by the identity (77),

Bo(F:Lpin) (n — $o(FiLpin) )

Furthermore, we have from the previous computation and simple algebra that

—1 ~ - ~ B —1 Dl~ 5
< Oy (F;pin) (n - <I>2(F;pV1)) = T%(F;pm)

Uy~ N 12 _ -
qu)Q(F;le) <(1+Cipré (D) - %TY(E(E +v2)™h) < Cup.x - pa(n,p),

where we used the same argument as in the proof of Lemma B.17 in the last inequality as well as

condition (85). The proof of Eqgs. (142) and (141) from simple algebra from the above displays and
(143). O

B.7.4 Proof of Lemma B.11
Proof of Lemma B.11. For convenience, we introduce the notations
Gr = (FF" +pu)™, Go = (FoFg +74)7", Ro:=(FoFo+7y)",  (144)

where we recall that we denoted ;. = y(pv1) = pr1+Tr(X). Recall that for the first approximation
guarantee, we denote

By (F; pry) = %Tr(FFTGF), Dy (Fo; pry) = %Tr(FoFgGO),
and the deterministic equivalents
Vo) = %Tr(E(E o)), Ua(ieg) = %H(EO(EO L img) ).
For the second approximation guarantee, recall that we denote
Dy(F; 27 pry) = %Tr(FFTG%), 4 (F; 35t pry) = %Tr(FOFgGg),

and their associated deterministic equivalents

1 Tr(2(X + 1) 2 _ 1 Tr(Zo(Zo + va9) 2

(> 2)") ‘1’3(V2,0§201) = ( 0(2 ; 2 20) ,)2 :
pp—Tr(E5(35 + v2,0)72)

it A g
Us(ve; 277) = b P Te(ZA(E 4 1g)2)
We separate the analysis of the low-degree part F'y from the high-degree part F'. To remove the
dependency on the high-degree part F', we recall that by Lemma B.3, we have with probability at
least 1 —p—P
log (p)

VP

||A||0p < C*,D Y+ (145)
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where we denoted A := F F, — Tr(X,) - I, and we recall that v4 = v(pr1) = pr; + Tr(24).
In particular, taking p > C. p, we have ||A||op < %v+ and therefore

2
IGFllop < 2[Gollop < o (146)
+

Step 1: Bound on | D5 (F; pry) — Uy (1)
First note that we have the identity

Oy (F;p1) =1 — 1 Te(Gr) = 1 — 1 Tr(Go) + 110,
where we denoted © = Tr(Gy) — Tr(GF). By Egs. (145) and (146), we have

1 3
6] = [TH(GrAGy)| < C.p—2 (p) - Tr(Go). (147)
Using again the above identity, we have
1 1 1 ~
—Tr(Go) = — — —P2(Fosp11). (148)
p T+ U+

Under the assumption of the lemma, we can apply Proposition B.8 and obtain with probability at
least 1 — p— P that

Do (Fo;pr1) — Uo(v9,0)| < Cup,i - E3(p) - Wa(ra)), (149)

where E3(p) is defined in Eq. (100). Furthermore note that using identity (80), we have

Tr(X2 v Tr(X2
Te(24) + pilqb(ylo) = Wy (1m0) + g7
Y+ Y+ P20
and that by Eq. (82) in Lemma B.5,
Tr(X C
‘\IIQ(VQ’O) + M — \I/Q(I/Q) S *\I/Q(Z/Q). (150)
P20 p

Thus combining Egs. (147), (149) and (150), we obtain
Tr(24)

[Ba(Fs pr) — Wa(wa)| < 1110] + 220 |&3(Fos pwn) — Walva0)| + ‘%(um) -
T+ pv2,0

- ‘I’2(V2)‘

3
<Cip,K {logf/;p) + &3(p) + ;} [V1TY(G0) + %\112@2,0) + \Ifz(Vz)} ,

with probability at least 1 — p~* via union bound. Using condition (106), we can simplify the
right-hand side using identity (148) and bounds (149) and (150) to get

—D

pV
k1 Tr(Go) < o 1 = Ua(va0)| + Cup ik K Wa(v20)
+

Tr(3%
<Cip.K {‘I/2(V2,0) + (+)} < Cyp.k - Ua(va).
br2,0
This concludes the proof of the first part of this lemma.
Step 2: Bound on |04 (F; X7 pry) — Us(vo; 7).

We proceed similarly as in the first part and omit some repetitive details. First note that we can rewrite

~ _ 1
Oy(F; 2 pry) = ];Tr(GF) — 1 Tr(G%)

1
— ETr(Go) — 1 Tr(GY) +©

_ Tr(24)
gt

~ l/ ~ _
(1 - q’z(Fo;le)) + ];71‘1)4(5'0; =5t o) + 6,
+
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where 1
O] = > |Tr(G’F) — Tr(Go) + pri Tr(G2) —pl/lTr(G%‘)|

log*(p) [1 (>
SUsD—— -Tr G() +V1T‘I‘ G2:|
L) [Se + )
Again, by Proposition B.8, we get that with probability at least 1 — p~% that
‘52(170;1)1/1) - ‘1’2(1/2,0)’ < Cip,x - E3(p) - Va(rao),
(152)

‘@(FO; =5t 1) — Us(va; 261)‘ < Cupi - E3(p) - Us(r20: Ty ).
Furthermore, note that by Lemma B.19 stated below, we have
Tr(X v _ _

(2 +) (1= Wa(r20)) + 22 W5 (02,0355 1) — Us (v £7Y)
T+ T+

Comblmng Egs. (151), (152) and (153), we deduce via union bound that with probability at least
1—

\¢>4<F; S pr) = Us(v; 27

< c’”;“’”ws(uz;z—l). (153)

Tr(2,)?
T+
Let us simplify the right hand side. First, from the proof of Lemma B.19, we have

Tr(2,)?
gt
Combining the above two displays with £3(p) < K from conditions (106) yields

1 v _ _
<Cip,k E(p) L)TY(GO) +nTr(G}) + Vo (v2,0) + p71 Uy (va,0; 0 ") + Ts(v; T
+

pv - —
Wy (va0) + . LWy (1n0; 350 < Cpry (p) - Us(v; B7H).
+

1 _
STr(Go) = Tr(G)) < Ceprc e () Yol 7).
Finally, note that using Eq. (152) and again £3(p) < K that
1% _
ulTr(GO) < 2%(134(1‘—‘ EO 1/2 ,pV1> < C*’D’K\IJS(VQ;E 1),

which concludes the proof of this lemma. O
Lemma B.19. Assuming that p?¢2, < v, we have
Tr(X j 2% _ _ Py, (D _
22” (1= Ws(r20)) + T:‘I’s(l/z,o; B ') — Ua(v; 7| < pr()‘l’s(l/% =7.
+

Proof of Lemma B.19. For convenience, we introduce
1 1
T(vay0) := ETr(Eg(EO + 1/270)72), Y (o) := 2;Tr(Ez(E +15)72).
Using that
1 _ 1
;DTP(EO(EO +0)7) = T {¥a(r20) = T(r20)},

s

we obtain by simple algebra and using identity (80) that

Tr(Zy)
Tr(2,) v N e e )
1 —Uy(rve,0)) + —¥s3(r2,0; 25" ) = ’
’Yi ( ( ) Y+ ( o) V2,0 p(1 —T(r20))
Following the proof of [Misiakiewicz and Saeed, 2024, Lemma 7], we get that
T (20) — T(1)| < 101"5"1 < 5
-1 -1 _ pVZ 0
(1=T(r20))" < (1= Wa(120))” = P~ Cpy, (p)-
+

Recalling Eq. (82) in Lemma B.5, we can conclude the proof using simple algebraic manipulations
similarly to [Misiakiewicz and Saeed, 2024, Lemma 7]. O
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B.7.5 Proof of Lemma B.13

Proof of Lemma B.13. We will follow similar steps as in the proof of Lemma B.11. For the sake of
brevity, we omit some repetitive details. Recall that we introduced the notations (144). We decompose
the coefficient vector 3, = [B,, 3, ] with 3, € R™ the first m coordinates of 3, (aligned with the
top m eigenspaces), while 3, € R corresponds to the rest of the coordinates. Further introduce the
matrices

A =318, 8I571, Ay =378, 3517,
and recall the expressions of the functionals
&)1(F; A*,pl/l) = TT(A*21/2R21/2), 51(1‘7‘0; Ao,pljl) = TI(A023/2R025/2),
as well as

~ 1
®4(F; A.,pr1) = ~Tr(ASY?*RFTFREY?),
p

~ 1
B4(Fo; Ag, pr1) = Z;Tr(Aozé/ *RoF]FoRo%y).

We further recall the expressions of the deterministic equivalents

\111(1/2; A*) = TI‘(A*E(E + 1/2)71), \111(1/270; AO) = TI‘(A()E()(EO + 1/270)71)7
and ) )
1 Tr(AX(X+1v9)”
P3(va; Ay) = — - ( 2( 2) _2) ;
p p—Tr(B(Z+1r)2)
1 Tr(ApZ2(Zo + vap) 2
V3(v2,0; Ag) = — - (Ao 02( 0+ v20) 72) :
P p—Tr(E5(Zo + 12,0)72)

We first rewrite our functionals into
(p1)*(B.. R*B.) = (1)(B.. RB.) — (p1)(B.. RF'FR)
= (p1) [B1(Fs A prr) = pBa(F: Aypin)]
and study each term separately.
Step 1: Bounding term &)1(F; A, pr).

Let us start by removing the dependency on the high-degree part F' in the denominator. Note that
we can rewrite the matrix R in block matrix form

—1 ~ ~
FlFy+p FIF, ) Ry Roy
pv1 )R = (pv 0 = | -7 =~ ,
)R = () P &
so that _ e _ .
(pr1)®1(F; Ay, pr1) = Bg RooBy + 280 Ro+ B, +B R 3.

Let us study each of these terms separately. Denote é+ =F.F I + pvy. By simple algebra, we
have

_ _ —1 _
B RooBo = By (F0TG+F0 + 1) By =1+ P1(Fo; Ag, pr1) + Ogo,
where

~ -1
00l = |85 RoBy — BF (FIG4Fo+1) By

<C|Ry* PTG R BT RB,

log®(p)
D

Furthermore, from Proposition B.8, we have with probability at least 1 — p~ that

<C.p v+ @1 (Fo; Ao, pr1).

v @, (Fo; Ag,pr1) — V201 (12,0 Ao)’ < Cyp.x -E3(p) - 12,0V1(12,0; Ao).
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Hence, combining the previous two displays and using that £3(p) < K by conditions (114), we have

log®(p)
/P

ﬁgﬁoo,@o - Vz,o‘I’l(Vz,o; Ao)’ < C*,D,K : { + 53(19)} V2,0‘I’1(V2,0; Ao)o (154)

Similarly, denoting éo = (Fo Fg + pyl)*l, we can rewrite the third term as

~ ~ —1
BIR.. B, =BT (FIGF, +1) B, =815~ 6.,

where with probability at least 1 — p~ P,

-1
~1/2 ((~1/2 ~1/2 ~1/2
O1r = IFlGo/ (Go/ F+F1Go/ + 1) Go/ F.8,
~71 _
<|(F4+FL+ Gy ) Hop - |1 F+8, 113 (155)

c 1/2 C
< plI=Y784 13 < 1B 15,
T+ p
where we used the same concentration argument as in Step 3 of the proof of Lemma B.2.
Finally, we rewrite
~ ~ -1
BlRo: B, = —B] (FIG. Fo+1) FL(FLFL+pn) 'FiB,.

Hence, using Eqgs. (154) and (155) as well as conditions (114), we obtain

~ 1
1BoRo+B.| < Cip - 7 {2,091 (v20; Ao) + 184115} - (156)

Finally, note that by Lemma B.20 stated below, we have
_ C
12,0(B0, (B0 + v2,0) ' Bo) + 1BLII5 — 21 (v2; AL)| < EV2‘I’1(V2;A*)~ (157)

Combining Eqs. (154), (155), (156), and (157), we deduce that with probability at least 1 — p~ P,

3
<CipkK- {log(m + 53(17)} oWy (15 As). (158)

()B4 (F5 Avypin) — 1203 (025 AL N

Step 2: Bounding term 54(F; A, pr).
We rewrite this term as

(8..RF'FRB.) = (B..F G{FB,) + 6,
where

0l = (8. F"(G} - GY)FB.)

log?(d
< c*,D,Kgp()w*,FTG%Fm

(159)

_ ’<,@*, F'Gy (—2AGr + AG%A) GoFB,)

Let us decompose

(B..FTGyFB,) = (By, F{GiFoBy) +2(B, . FLGyFoB) + (B, . FLGoF . 3,).

For the first term, we have directly from Proposition B.8 that

(Bo, FYGEFB,) — pUs(va.0; Ag)| < Cup ke - E3(p) - p¥3(va0; Ao). (160)

For the two other terms, notice that they correspond to the terms (101) and (102) in Proposition B.9
withv = By andu = F_ 3, where

Elfo,(f4..B8:)] =0, E[u?] = |=Y%8, 3
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Hence, by Proposition B.9, we have with probability at least 1 — p~ that

1 1=Y?8. 113
(B, FIGF B.) — —
40 + VQQ’O p— Tr(E(Q)(Eo +19,0)72)

1/2
PI=YB4 13
2 9

< Cip.k -Es(p)
T+

2
1%
(B4 FTG3FoBy)| < Cupc - E4(p) - I12Y/ Qmuz% W3 (v2,0; Ao)-
+
(161)
Furthermore, by Lemma B.20 stated below
(B, Z0(Zo + v2,0) 2Bg) + (B, 2+ﬁ+>/”§,o
p = Tr(E5(Z0 + v2,0)72)

< Cp'y;@ -pUs(va; Ay).

— p¥s(va; Ay)

(162)
Combining Egs. (154), (155), (156), and (157), we deduce that with probability at least 1 — p~P,

‘pth(F; A, pr) — pUs(va; A)| < Cup. - pyy (9)2Ea(p) - pPs(1a; AL). (163)

where we used that

1/2 2 1/2 2/.9
prao | PIIEY7BL5 12178 115/v5,0
’ pW¥3(v2,0; Ag) < Cpy, (p) : +pW3(v2,0; Ao) ¢,
Y4 \/ g ( ) ™ p— Te(Z5(Zo + v2,0)72) ( )

1/2
PIEBE ) e IEVBLIB/v
o T T p = Te(B (B + v20)72)

Step 3: Combining the terms.
From Egs. (158) and (163), we have with probability at least 1 — p~ 2 that
|(p11)?(B.. R?B.) — 121 (123 AL) + (pr1)p¥s(v2; As)
< Cupk Py ()2E4(p) - (21 (125 AL) + (pr1)pVs (10 AL)] .
First, it is straightforward to verify that indeed
vaWi(va; As) — (pr1)pWa(va; Au) = Brp(Bes V-
Then by Eq. (121) in Lemma B.14, we conclude that with probability at least 1 — p~2,
’(py1)2<ﬁ*’ R2/8*> - §n7p(13*7 >\) S C*,D,K : P’H (p>254(p) : én,p(/g*a )‘)7

which concludes the proof of this lemma. [

Lemma B.20. Assuming that p*¢% < v, we have
_ C
|2,0(805 (Bo + v2,0) "' Bo) + 1BL1I5 — v2P1(v2; AL)| < EV2‘I’1(V2;A*)’

(Bo, Zo(Bo + v2,0)2Bo) + (B, T18,)/v3,
p— Tr(Z5(Zo + v2,0)72)

< C’p'”;m -pUs(va; Ay).

—p¥s(va; Ay)

Proof of Lemma B.20. This lemma follows from the same arguments as in the proofs of Lemma B.5
and Lemma B.19. O

C Details of the numerical illustration

In this section we provide further examples of comparison between the excess risk computed using
the deterministic equivalent in Theorem 3.3 and numerical simulations, together with details about
their realization. Results from numerical experiments are obtained averaging over 20-50 seeds. The
data dimension is d = 100, with the exception of experiments involving real data (see Appendix C.4)
and the ones realized considering the Gaussian design described in Appendix C.2.
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Figure 4: Relative difference between the excess risk (eq. (6)) of random features ridge regression
from numerical simulation and its deterministic equivalent (Theorem 3.3), with regularization strength
A = 0.1, and noise variance o2 = 0.1. The relative error is O((nAp)~1/2), in agreement with eq. (32).
The simulations are made following the procedure described in appendix C.2, with £, = k2 and
Bik = k~149; (left) p = 3000 fixed (right) n = 3000 fixed.

C.1 Self-consistent equations

To solve Equations 18 and 19 numerically, the following approach has been employed. From equation

19,
n\ > A v n
(1-) 442 =22 14—, (164)
p Y22 9] p

Substituting this expression in equation 18, we obtain

141 2 1
2(1-2) = Smv(z(z 165
v3) = ;TR )™ (165)
220, — o+ PTr(S(E 4 ) 7)), (166)

p

Therefore, the parameters v, and v» have been computed by iterating

t 2 by
pi+1 _ V2 1”+\/(1”) +a (167)

2 p p Vs

t

AL %Tr(E(E b)Y, (168)

until a chosen tolerance ¢ was reached.

C.2 Gaussian design

Figures 3, 4 and 9 have been realized considering Gaussian design for the vectors in ’feature space’
defined in Appendix B.1. In particular, fixed 3 and 3,,, we have drawn

{9:}icn) ~iia N0, 1), {f;}jep ~iia N(0,3),

and consequently {y; = ﬁj 9. }icin)- Then the random feature estimator can be computed according
to egs. (61) and (62). In the figures produced with this setting, the elements of 3, and diag(3X)
follow power-laws truncated at the component 10%.

C.3 Empirical diagonalization
Whenever the data probability distribution i, or the weights distribution ,, are unknown (e.g. in

all cases involving real data), we estimated the matrix X and the vector 3, following the procedure
described in this section and summarized in Algorithm 1. Consider a data set of N covariates
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{xi}icv) drawn from p, and N noiseless labels {y; = f.(x;)}icn], and a set of P weights

{'wj }je[p]. In Figures 1, 5, 6, 7, 8, for which this procedure was used, we take both N, P = 104
(with the exception of Fig. 7 (right), where P = 8000) and approximate 1, and p,, respectively with

the empirical distributions i, = .~ ; N~16(x — ;) and ji,, = Zle P~1§(w — wj). Then eq.
(2) becomes
P

K(JJ,JJ/) = ]E’wwuw [(p(wa ’LU)(P(ZB/,’UJ)] = ZP_lsp(w?wj)(p(xl7wj)a (169)
j=1

and since eq. (11) implies E; K (z, ')y (z) = 2401, ('), defining the Gram matrix K™ € RV*V

- ~k
with elements K;; = K (x;, ;)N ™! and the vectors 1p = (Y (x1),...,Yr(zn)) ", we can write
the following eigenvalue problems, for k € [N]:

Ky, = &by, (170)
We then constructed the matrix 3 = diag(é%, . ,512\,) and used it as an approximation of 3. One

should note that in this situation Ey ¢y (2)1x (€) = dgxs corresponds to 1/’1«";1«/ = N
Similarly, eq. (13) implies 8. = Eg [f« () ()], which can be approximated by

Br=N"ly",. (171)

Algorithm 1 Empirical diagonalization

Require: {x;}icn] ~iid ta> 1¥i = fo(®i) biciny {wjtieip) ~iid. Hu
Ensure: ¥, 8,, R, (8., )
fori,i’ € {1,...,N} do
Ky = (NP)™U 001, ol@s, wy) (@, w;)
en(} fog o
{(&ks Y )reiny } ¢ eig(K) > Yy = N
fork € {1,...,N} do
B < Nﬁly—rl/’k
end for ~
3 « diag(&1,-.-,¢éN)

ﬂ* — (ﬂlw"aBN)T
Iterate eqs. (167-168) up to tolerance €
Compute the deterministic equivalent for the excess risk (22-24)

C.4 Real data

We performed numerical simulations sampling the training data from the MNIST data set Lecun et al.
[1998] and the FashionMNIST data set Xiao et al. [2017], standardizing both covariates and labels,
reshaping the images into vectors with d = 748. Results are shown in Figures 1 (right) and 7 (left).

C.5 Trained network

In Figure 7 (right), we apply the procedure described in Appendix C.3 to the trained weights of a two
layer neural network with hidden layer of size p

1 p
f(mv an') = ﬁ j;aj@«mawj))'

At initialization, the weights are randomly drawn; then, after sampling a training dataset X, € R™*,

Yy, € R™, the weights of the first layer are trained using gradient descent, iterating fort =1,...,7T
the following
W =W+ X[ (e~ f(XisWea)Ta) o (XW))|. am)
tr

where 7 is the learning rate, ® is the Hadamard product, f and ¢ are applied component-wise; finally,
the weights of the second layer are minimized using ridge regression, as in eq. (5).
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Figure 5: Excess risk eq. (6) of random features ridge regression. Solid lines are obtained from the
deterministic equivalent in Theorem 3.3, and points are numerical simulations, with the different

curves denoting different regularization strengths A > 0. Training data (x;,¥;)ic[n), sSampled
from a teacher-student model y; = tanh((B,z;)) + &;, 02 = 0.1, with random feature map

o(z, w) = ReLU({w, x)). Both covariates {x;} and weights {w; } are uniformly sampled from the

d-dimensional spheres respectively with radius v/d and 1. (Left) Excess risk as a function of n, with
p = 600 fixed. (Right) Excess risk as a function of p, with n = 500 fixed.
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Figure 6: Excess risk eq. (6) of random features ridge regression. Solid lines are obtained from the
deterministic equivalent in Theorem 3.3, and points are numerical simulations, with the different
curves denoting different regularization strengths A > 0. Training data (x;, ¥;)ic[n], sampled from a
teacher-student model y; = tanh((3, x;)) + &;, 02 = 0.1, z; ~ija. N (0, I4), with a spiked random
feature map o(x, w) = erf((w + uv, x)) where w ~ N(0,d"11;), v € R ~ N(0,d"*1,), and
u ~ N(0,1). (Left) Excess risk as a function of n, with p = 500 fixed. (Right) Excess risk as a
function of p, with n = 300 fixed.
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Figure 7: (Left) Excess risk eq. (6) of random features ridge regression. Solid lines are obtained
from the deterministic equivalent in Theorem 3.3, and points are numerical simulations, with the
different curves denoting different regularization strengths A > 0. Training data (2, ¥;)ic[n]»
n = 300, sub-sampled from the MNIST data set Lecun et al. [1998], with feature map given by
o(x,w) = erf((w,x)) and p,, = N(0,d"11,). (Right) Excess risk eq. (6) of random features
ridge regression. Solid lines are obtained from the deterministic equivalent in Theorem 3.3, and points
are numerical simulations, with the different curves denoting different number of total iterations
of gradient descent on the weight of the first layer with learning rate = 10~2, before training
the second layer with regularization strength A = 10~* (details in Appendix C.5). Zero iterations
corresponds to random feature regression (RF). Training data (x;, ¥;)ic[n], sampled from a teacher-
student model y; = (3, x;), with random feature map ¢(x,w) = ReLU({w, x)) and p = 8000
fixed. Both covariates {x;} and initialization weights {w;} are uniformly sampled from the d-

dimensional spheres respectively with radius v/d and 1.
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Figure 8: Excess risk eq. (6) of random features ridge regression. Solid lines are obtained from the
deterministic equivalent in Theorem 3.3, and points are numerical simulations, with the different
curves denoting different regularization strengths A > 0. Training data (2;, ¥;)ic[n], Sampled from

a teacher-student model y; = tanh({3,z;)) + &;, 02 = 0.1, with random feature map given by
/a3 ReLU((w, g, - @))

the convolutional features with global average pooling ¢(x, w)
where g; - @ = (Z¢41,...,%q,21,...,2¢) is the £-shift operator with cyclic boundary conditions.
Both covariates {x;} and weights {w,} are uniformly sampled from the d-dimensional spheres
respectively with radius v/d and 1. (Left) Excess risk as a function of n, with p = 500 fixed. (Right)
Excess risk as a function of p, with n = 500 fixed. The discrepancy between theoretical results and
numerical experiments is &~ R//nAp, compatible with the approximation rate in eq. (32).
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D Derivation of the rates

In this appendix we present a sketch of the derivation of the decay rates for the excess error given in
Section 4. We choose

p=nd, A=n"UD  withq,l>0

and we assume
142ar

m=k"% PBuw=k 2 , witha>1 r>0,

which follows the source and capacity conditions stated in (37). In order to simplify the derivation of
the rates, we introduce the following notation:

k—s—éa

T[;Y(V)::Zm, s€0,1,0<5 <.
k=1

For s + a(6 — ) < 1 and in the limit v — 0, this term can be written as a Riemann sum as follows

el (kyl/a)—s—éa

Ty, (v) = v 1Hot/e 173
() =v ]; ()= 17 a73)
[e'e) —s—da
B I e (] (L) B2
ul/"‘ (xia + 1)7
Otherwise, if s + a(d — ) > 1, we can write:
[v"]
Z kfsfdoz i kfsféa
(N0 B L B ke
—a ¥ —a ¥
k=1 (k= +v) k=] e |+1 (k=2 +v)
o0 —s—da
"2 o) + u—<v—6>—“*a‘>/a/ T o).
1+ (zia + 1)7
Hence, for v — 0,
T3, (v) = O (yl/a[*lﬂ(ﬁﬂ)m) . (175)

Rewriting (18-19) as follows, we study the dependence of the positive parameters v; and v, with n:
Vo = %Tlol(l/g) + 141
vi = 2T () + 3

. In the limit n — oo, we can distinguish the following regimes

Tlol(VQ) <n,p
vy =n"1A (1 +0 (TPI(Vg)n_l))
vo=n"'A(1+0 (T (n2)(nAp

14

va=o(1) {ugl/a <<n1/\j = (< allAg)
_ V| RV RN
) 1)) 1 2

TP (r2) < p vy 1" < na
vy > Ant (@) Jvi>nt g>1, 0>«

0 _ -1 - —1/a = —a
TV () =n—(nv1) " A vy, ' =0 (n+o(n)) V] R Vs X
vo =11(1+0 (T{(v2)p™)) vy =v1 (14 0(1))

1/

T (re) < n Vy I <n g< (1Ata)
v LV g v KL vy R
v =n A (140 (TY (r2)n™t)) vy =n"41+0(1)) e

vy xn~

TP (v2) =p — vavy ' 1/2_1/“ =n?—o(1)

In (a) we have used the fact that, for v, constant or diverging with n, 77} () is respctively O(1) or
infinitesimal, while we have that Tlo1 (v2) is diverging in both cases. Hence, v must be infinitesimal,
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allowing us to use (173).
In conclusion, as n — oo,

Vl%{O_(en ), foqu>1and£>oz, (176)
n~—*, otherwise
vy ~ O (nfamqwa)) : (177)
in particular
v 170(1/2_1/"%"1), forg > 1 A¥/a (178)
V2 O (n=%r21) = o(1) otherwise

D.1 Variance term

Considering the results (176-178), we can write eq. (20) as

2 2 0
p " " Ty (v2)
T S - R - At 17
o) =1, [( Vz) i (V2> p = Tgy(12) (47
_ {nlo(y;%) =0 (n~=0A%D)) | forg> 1A Ya

180
n—(l—q)(1+o(1)) otherwise (50

One could notice, using the integral approximation of the Riemann sum 7T (v2) given in (173), that
1 —7"(v1,v2) = O(1) for any choice of ¢ and g. Hence, the variance term given by (23) decays with
n with rate

!
wt,q) =1— </\q/\1)-
(07

D.2 Bias term

Using again (176-178), we can compute the rate of x (1) defined in eq. (21), as n — oco:

7y (v2) - —1-1/a _ ~1/a
X(VQ):izan(l/ )(1+n qO(V ))
p— T5y(12)) : :
=n"90 (ugl_l/a)
Using the integral approximation given in (173), one could verify that p — T%,(v2) = O(p) for any

choice of £ and q.
The deterministic equivalent for the bias term, given in eq. (22), can be written as

2

V.
Bn,p(/g*a A) = Willlg) (T21¢»,2(V2) + X(V2)T217-+1,2(V2)) (181)
-0 (1/22) 0 (Vg(rfl/\O) + n_qy27171/a+(2r71)A0) (182)
-0 (Z/22(r/\1) I n_qyz_l/a+2(m1/2)) (183)

where we have used (175) to compute the scalings of the terms 7"*§ and the fact that 1 — Y (v, v5) =
O(1).

From eq. (183), and using the result (177), it is straightforward to see that the decay rate of the bias
term is given by

8 = {2&(2/\(1/\1) (r/\l)} A {<2a<r/\;> 1) <£/\q/\1) +q} (184)

Examples of the results of Theorem 4.1 and Corollary 4.2 are shown in Fig. 3 and 9.
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10714 @=3.0,r=0.4,g=q+ = 0.294
N —— 1=1.=088
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least squares
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Figure 9: Excess risk eq. (6) of random features ridge regression as a function of the number of
samples n under source and capacity conditions eq. (37) and power-law assumptions A = n~(¢=1),
p = n4, with noise variance af = 1, obtained from the deterministic equivalent Theorem 3.3. Dashed
and dotted lines are the analytical rates from Theorem 4.1, stated in the legend. The colour scheme is
the following: variance dominated region: orange and brown for the slow decay regime; cyan for the
bias dominated region; shades of green for the optimal decay (red lines in Fig. 2 (right). In particular
we show: (left) the crossover between the and teal regions in Fig. 2 at fixed regularization
and r < 1/2; (right) the optimal decay rate along the horizontal red line line in Fig. 2 at ¢ = ¢, and
r < 1/2, for any A < \,, included the non regularized case.

D.3 Details of Remark 4.1

In order to extend the results of Theorem 4.1 and Corollary 4.2 to the excess risk defined in (6), in
this section we compute the intervals for ¢ and ¢ such that the assumptions of Theorem 3.3 hold and
the approximation rates £(n, p) are vanishing, under source and capacity conditions.

Given n, p = nf, A1) and Vo as in (177) assumption 3.2 is verified for m = nitfand C, =
O(vy '). In fact

e’} fo%e) 11—

k=m+1 m+1

and the inequality in (16) holds if

(m+ 1)t

n??(m +1)"> < nd .
a—

= m>n"a—-1)-1. (186)

The inequalities in (17) can be written as

TO (1/2)
C, > =0(1), 187
a TQOQ(V2) ( ) (157
Ty, 1 (v2) —((OV(2r—1))A1)
> —Zhot T .
= V2T21r,2(y2) © (VQ ) (158)
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Then, introducing 7, € (0, 1/2), we can compute the following quantities of interest (introduced in
egs. (25) to (27)):

ra(ln. k) = 2E20k) _ o k) = ok) (189)
12> 5. % lop

Ms(k) =1+ Mlog(m(m k) VE)=1+0(ogk),  (190)

K
p-E2 q(1-a)

pulp) = 14 2 i) =140 (25 g, (101)

~ ngfm-nj n
pr(n,p)=1+1n <p/n.]- T+5-pn(p) Ms:(n) (192)

nopl/(1—a) l1-a
T2 1 4 1g > 1]0 (” logn> . (193)
K

Similarly, considering v; scaling as in eq. (176), we have that eq. (31)

_PALNT 2L (nit 4 et
n=" > g=0(n+n ). (194)
k=m+1
Te=prt+ Y =0 (ﬂ[q > 1Jn?= ) 4 1[g < 1nt~" + n(q“)“_“)) (195)
k=m+1
14 4
=0 (]l[q > 1jpa= ") 41 {(2 —a)<g< 1} n?t 4+ 1 {q <—(2- a)} n(‘”e)(la)) .
! o
(196)
The last step is a consequence of
14 l
q(f/\a)>(q+€)(1a):>q>(1a)+</\1>, (197)
O N — (67
<0
4
q—€>(q+£)(1—a):>q>a(2—o¢) (198)
Fixing K > 0 and considering the , we consider condition (28):
A>n T = I<1+K, (199)
~ (< q(1+K) ¢ < WU+K—a)
>p K — VR SN , 200
I =P {q> (2;a)£ {q< (2;a)£ ( )
~ 1
p,\(n,p)5/2 . log3/2(n) < Kyn <= (>1[¢g>1] (a + 5) , (201)

and, similarly, condition (29) is satisfied if, for ¢ > 1
l—a 2 (lha)—qa 8 4 a/2
(1 +0 (n log n)) (O (1 +n 1% log n)) qlogn < Kn (202)

:>2(€—0¢)\/0<g:>€<%+a, (203)

while, for ¢ < 1, if
1>g>L2-a) Jla<a—a)
(1 + 0 (nefqo‘))sqlogzln < Kn%? (1 + 0 (naa—l)))gqlogfn < Kn'/?

(204)
>£ _ <£2_
{1>q_a((12 a) WL O‘(q ) (205)
(< aq+ 1% l< T6(a=T)
1 1 )
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This work | Bahri et al. [2024] | Maloney et al. [2022] | Atanasov et al. [2024]
Input dimension d d M D
Number of features D P N N
Number of samples n D T P
Capacity o 1+a 1+a @
Source T 1/2(1 — 1/(a+1)) 1/2(1 — 1/(@a+1) r
Target decay (in L2) | ar +1/2 2(1 + &) 121+ @) ar +1/2

Table 1: Dictionary of notation between the source and capacity conditions defined in eq. (38) and
the scalings in different neural scaling laws works. Note that since Bahri et al. [2024], Maloney et al.
[2022] also employ the greek letter “a’”’, we denote theirs by & to avoid confusion.

where the last step is a consequence of

2f‘aga+%g16(a17_1), foraza::%zl.%%& (207)
%>a+%6>ﬁ, for a < @. (208)
Finally, the approximation rate defined in remark 4.1 is
En,p) = (n* + 1[g 2 1]0 (n*72) ) 4 (209)
(n*q/Z +1[g > 10 (n2<f*a>*q/2)) (1 +0 (”8:(;&))) : 210)
+

where the second term vanishes under the conditions in (203) and (206), and the first term vanishes
by further assuming, for ¢ > 1

1
Y4 —. 211
<C¥+12 (211)

E Comparison with neural scaling laws

In this appendix we discuss the relationship between our results and the recent literature of the theory
of neural scaling laws with linear models. We adopt a notation close to ours, with dictionary to their
notation given in Table 1 and Table 2.

Babhri et al. [2024] and Maloney et al. [2022] have considered a model where with Gaussian input
data and linear target function:

f*(m’t) = <ﬁ*7wi>7 i~ N(()?A)? te [n] (212)

The covariance matrix A = diag(Ax)re[q) is taken to be diagonal, with eigenvalues following a
power-law scaling:

Mo ~ (Z) 7 k € [d] 213)

with @ > 1 and the target weights are assumed to be random Gaussian vectors 3, ~ N (0,1/daly).
In particular, note that TrA ~ d for d — co. Given the training data, they consider least-squares
regression in the class of linear random features predictor:

f(x;0) = (a, Wa) (214)

where W € RP*4 is a Gaussian random matrix elements in N'(0, 1/al;).

“Under this last condition, if K > o« — 1 + 1/16, both inequalities (199) and (200) are satisfied.
>In [Maloney et al., 2022], 3, has variance @w/a, the spectrum has a scale A— and the random projection W
has variance °«/d. Here we take o, = A_ = 0, = 1 since it is irrelevant to the discussion.
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This work | Bordelon et al. [2024] | Lin et al. [2024] | Paquette et al. [2024]
Input dimension d D d v
Number of features D N M d
Number of samples n P N r
Capacity o b a 2a
Source r (a=1)/2p (0—1)/24 (26+28-1)/4a
Target decay (in L2) | ar +1/2 a/a b/2 a+p

Table 2: Dictionary of notation between the source and capacity conditions defined in eq. (38) and the
scalings in different neural scaling laws works. Note that since Paquette et al. [2024] also employs
the greek letter “a”’, we denote theirs by & to avoid confusion.

This setting is a particular case of the one introduced in Section 2. In particular, it satisfies particular
source and capacity conditions eq. (38). To see this, note that the feature population covariance is
identical to the input data covariance:

EWazz W] =1/A (215)
Therefore, we can identify 3 = 1/d¢A which has Tr3 < oo for o > 1 in the limit d — oo. Therefore,

the features satisfy a capacity condition with scaling a. Moreover, the asymptotic kernel is simply
the linear kernel:

/
K(@.2') = Eyl(w,2)(w,2')] = 2 216)
Since the target variance is constant, this is equivalent to a source condition with:
1 1
r=- (1 — ) 217)
2 «

Since a € (1, 00), we are always in the hard regime r € (0, 1/2) where the target does not belong to
the RKHS H = R<. Indeed, since 3, ~ N(0,1/al ), we have:

d
2 2 -1
fll3 =D B sk ~ d° (218)
k=1
which indeed diverges as d — oco. Moreover, note that least-squares regression correspond to the

case { = oo.

From the discussion above, the bias term scalings from Bahri et al. [2024] (resolution limited regime)
and Maloney et al. [2022] (underparametrized regime n > p, i.e. ¢ < 1, and overparametrized
regime n < p, i.e. ¢ > 1), correspond to a vertical cross-section on the large ¢ region of Fig. 2
(Right). Indeed, we recover exactly the rate of the label term in eqgs. (167)-(168) of Maloney et al.
[2022]:

B X W) = 0 (n™>7%) = 0 (p=7), AT

B(fo, X, W,e,)) =0 (n27) =0 (n—(a—D) : n < p. (220)
Similarly, it is possible to recover the rates for the noise term (first two results in eq. (86) of Maloney
et al. [2022]) as the vertical cross-section on the large ¢ region of Figure 2 for the rates of the variance

term. In particular:

(0] (Jan(lfq)) =0 (c22), n>p
WX, W.e \) = S en/? 221
V(s &) {O (e2n®), p>n (221)
Comparison with the SGD rates from Paquette et al. [2024], Lin et al. [2024] — Furthermore,

in the linear noiseless target setting, lifting the condition in eq. (217), it is possible to compare
our results to the compute-optimal rates for the risk obtained through stochastic gradient descent
in Paquette et al. [2024]. In particular, we consider unitary batch-size and the correspondence
between the number of iterations of stochastic gradient descent and the number of samples n in ridge

regression. Then, defining ¥ the decay rate of the compute-optimal curves for the risk R = nf&
in Paquette et al. [2024], corresponding to the compute-optimal number of features p < p =: n4,%

SNote that this quantity is denoted d, in Paquette et al. [2024].
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coincides with vz (¢ = 1, §) in Theorem 4.1, i.e. with fixed regularization parameter A = 1 (¢ = 1).
In particular, consider the following regions in the phase diagram provided in their work:’

* Phase Ia (r < 1/2):

1
q=—, (222)
a
¥ =2r =2agr = y5(1,q); (223)
e Phase Il (r > Y2 and r < 1 — /2o < 1):
14 2ar —
§= ltar—o <1, (224)
a
. a—-1 .
y=2r=——+q=(l4); (225)
e Phase Il (r > Y2 and r > 1 — 1/2q):
q=1, (226)
. 200 — 1 a—1 . .
y= = +q=8(1,9). (227)
a a

We emphasize that, in Phases Ia and II, ¥ = max, y5(1, ¢), while, in Phase IIL, 4 < max, yg(1, q).
Hence, the compute-optimal decay rate of the risk for stochastic gradient descent is equal or smaller
than the largest rate achievable by RFRR with fixed regularization A = 1 and therefore always smaller
than the optimal one in Corollary 4.2.

A similar setting has been investigated by the recent work Lin et al. [2024], providing scaling laws for

the excess risk obtained by stochastic gradient descent with stepsize schedule 7; = 1/2" " "/ for
t = 1,...,n.2 Under the same source and capacity conditions, assuming r € (0,1/2) and n = O(1),
the result in their Theorem 4.2 may be rephrased as follows:

Ex cR(fv, X, W, e,n) = n~rscp(mp) (228)
141 141
Ysap(n,p) = [20” <+§g"n /\lognp)] A [1 - (Jr;)g"n Mognpﬂ - (229)

Hence, choosing p < n9 and < n*~1,i.e. n < \7%, provided n = O(1) = ¢ < 1, this result
recovers precisely the same rates as in our Theorem 4.1.

"The Phases Ib, Ic and IV correspond to o < 1, i.e. to an activation o ¢ Lo.
8The stepsize in Lin et al. [2024] is denoted by the greek letter -y, which we changed to 7 to avoid confusion
with the symbol we use for the risk decay rate.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: All claims in the abstract and introduction are supported by mathematical
proofs or numerical results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: All mathematical proofs include clear assumptions reflecting the scope of
applicability. Numerical results are replicated for different data sets and choices of feature
maps.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Clear assumptions are provided in an “assumption environment”.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have included a detailed discussion of how all the numerical experiments
were conducted in Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We judge the code is too simple to be released, and that we give enough
information for the reproducibility of the numerical plots. All data sets used in the numerical
experiments are either synthetic or open source.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (
) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (
) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have added a detailed discussion of the experiments in the captions and in
Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The numerical agreement between theory and experiments is so good that error
bars are unnecessary.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: The experiments are simple illustrations of the theorems. They are simple
enough to be ran on a standard laptop in a a few hours.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics ?

Answer: [Yes]

Justification: This work is of theoretical nature, and therefore has no major ethical implica-
tions.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work is of theoretical nature, and therefore has no relevant societal
impacts.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This work is of theoretical nature, and therefore has no risk of misusage.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All resources used from other works are properly acknowledged.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets,
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets are introduced in this paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work does not involve crowdsourcing.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,

or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This work is of theoretical nature and does not have potential risks to the
people involved.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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