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Abstract

In this paper, we study the contextual multinomial logistic (MNL) bandit problem
in which a learning agent sequentially selects an assortment based on contextual
information, and user feedback follows an MNL choice model. There has been
a significant discrepancy between lower and upper regret bounds, particularly
regarding the maximum assortment size K. Additionally, the variation in reward
structures between these bounds complicates the quest for optimality. Under uni-
form rewards, where all items have the same expected reward, we establish a regret
lower bound of Ωpd

?
T {Kq and propose a constant-time algorithm, OFU-MNL+,

that achieves a matching upper bound of Õpd
?
T {Kq. We also provide instance-

dependent minimax regret bounds under uniform rewards. Under non-uniform
rewards, we prove a lower bound of Ωpd

?
T q and an upper bound of Õpd

?
T q, also

achievable by OFU-MNL+. Our empirical studies support these theoretical findings.
To the best of our knowledge, this is the first work in the contextual MNL bandit
literature to prove minimax optimality — for either uniform or non-uniform reward
setting — and to propose a computationally efficient algorithm that achieves this
optimality up to logarithmic factors.

1 Introduction

The multinomial logistic (MNL) bandit framework [47, 48, 7, 8, 40, 41, 44, 5, 53] describes sequential
assortment selection problems in which an agent offer a sequence of assortments of at most K item
from a set of N possible items and receives feedback only for the chosen decisions. The choice
probability of each outcome is characterized by an MNL model [37]. This framework allows modeling
of various real-world situations such as recommender systems and online retails, where selections of
assortments are evaluated based on the user-choice feedback among offered multiple options.

In this paper, we study the contextual MNL bandit problem [8, 7, 43, 16, 40, 41, 44, 5], where
the features of items and possibly contextual information about a user at each round are available.
Despite many recent advances, [16, 40, 41, 44, 5], however, no previous studies have proven the
minimax optimality of contextual MNL bandits. Chen et al. [16] proposed a regret lower bound
of Ωpd

?
T {Kq, where d is the number of features, T is the total number of rounds, and K is the

maximum size of assortments, assuming the uniform rewards, i.e., rewards are all same for each of
the total N items. Furthermore, Chen and Wang [15] established a regret lower bound of Ωp

?
NT q

in the non-contextual setting (hence, dependence on N appears instead of d), which is tighter in terms
of K. It is important to note the difference in the assumptions for the attraction parameter for the
outside option v0. Chen and Wang [15] assumed for the attraction parameter for the outside option
to be v0 “ K, whereas Chen et al. [16] assumed v0 “ 1. Therefore, it remains an open question
whether and how the value of v0 affects both lower and upper bounds of regret.
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Table 1: Comparisons of lower and upper regret bounds in related works on MNL bandits with T
rounds, N items, the maximum size of assortments K, d-dimensional feature vectors, and problem-
dependent constants 1{κ “ OpK2q and κ1 “ Op1{Kq. Õ represents big-O notation up to logarithmic
factors. For the computational cost (abbreviated as “Comput.”), we consider only the dependence on
the number of rounds t. “Intractable” means a non-polynomial runtime. The notation “´” denotes
not applicable. The starred (˚) papers only consider the non-contextual setting.

Regret Contexts Rewards v0 Comput. per Round

Lower
Bound

Chen et al. [16] Ωpd
?
T {Kq ´ Uniform Θp1q ´

Agrawal et al. [8]˚ Ωp
a

NT {Kq ´ Uniform ΘpKq ´

Chen and Wang [15]˚ Ωp
?
NT q ´ Uniform ΘpKq ´

This work (Theorem 1) Ωp
?
v0K

v0`K d
?
T q ´ Uniform Any value ´

This work (Theorem 3) Ωpd
?
T q ´ Non-uniform Θp1q ´

Upper
Bound

Chen et al. [16] Õpd
?
T q Stochastic Non-uniform Θp1q Intractable

Oh and Iyengar [41] Õpd
?
T {κq Stochastic Non-uniform Θp1q Optq

Oh and Iyengar [40] Õpd3{2
?
T {κq Adversarial Non-uniform Θp1q Optq

Perivier and Goyal [44] ÕpdK
?
κ1T q Adversarial Uniform Θp1q Intractable

This work (Theorem 2) Õ
´?

v0K
v0`K d

?
T
¯

Adversarial Uniform Any value Op1q

This work (Theorem 4) Õpd
?
T q Adversarial Non-uniform Θp1q Op1q

Regarding regret upper bounds, Chen et al. [16] proposed an exponential runtime algorithm that
achieves a regret of Õpd

?
T q in the setting with stochastic contexts and the non-uniform rewards.

Under the same setting, Oh and Iyengar [41] and Oh and Iyengar [40] introduced polynomial-time
algorithms that attain regrets of Õpd

?
T {κq and Õpd3{2

?
T {κq respectively, where 1{κ “ OpK2q

is a problem-dependent constant. Recently, Perivier and Goyal [44] improved the dependency on
κ in the adversarial context setting, achieving a regret of ÕpdK

?
κ1T q, where κ1 “ Op1{Kq.

However, their approach focuses solely on the setting with uniform rewards, which is a special case
of non-uniform rewards, and currently, there is no tractable method to implement the algorithm.

As summarized in Table 1, there has been a gap between the upper and lower bounds in the existing
works of contextual MNL bandits. No previous studies have confirmed whether lower or upper bounds
are tight, obscuring what the optimal regret should be. This ambiguity is further exacerbated because
many studies introduce their methods under varying conditions such as different reward structures
and values of v0, without explicitly explaining how these factors impact regret. Additionally, there is
currently no computationally efficient algorithm whose regret does not scale with 1{κ “ OpK2q or
directly with K. Intuitively, increasing K provides more information at least in the uniform reward
setting, potentially leading to a more statistically efficient learning process. However, no previous
results have reflected such intuition. Hence, the following research questions arise:

• What is the optimal regret lower bound in contextual MNL bandits?

• Can we design a computationally efficient, nearly minimax optimal algorithm under the
adversarial context setting?

In this paper, we affirmatively answer the questions by first tackling the contextual MNL bandit
problem separately based on the structure of rewards—uniform and non-uniform—and the value of
the outside option v0. In the setting of uniform rewards, we establish the tightest regret lower bound,
explicitly demonstrating the dependence of regret on v0. Specifically, we prove a regret lower bound
of Ωpd

?
T {Kq when v0 “ Θp1q, a common assumption in contextual settings [6, 18, 43, 8, 40, 41, 9,

44, 5, 53, 33] (see Appendix C.1 for more details), and a lower bound of Ωpd
?
T q when v0 “ ΘpKq.

Furthermore, in the adversarial context setting, we introduce a computationally efficient and provably
optimal (up to logarithmic factors) algorithm, OFU-MNL+. We prove that our proposed algorithm
achieves a regret of Õpd

a

T {Kq when v0 “ Θp1q and Õpd
?
T q when v0 “ ΘpKq, each of which

matches the respective lower bounds that we establish up to logarithmic factors. Furthermore, in the
non-uniform reward setting, we provide the optimal lower bound of Ωpd

?
T q assuming v0 “ Θp1q.

In the same setting, our proposed algorithm also attains a matching upper bound of Õpd
?
T q up to

logarithmic factors. Our main contributions are summarized as follows:

2
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• Under uniform rewards, we establish a regret lower bound of Ωp
?
v0K{pv0 ` Kqd

?
T q

(Theorem 1), which is the tightest known lower bound in contextual MNL bandits. We
propose, for the first time, a computationally efficient and provably optimal algorithm,
OFU-MNL+, achieving a matching upper bound of Op

?
v0K{pv0 ` Kqd

?
T q (Theorem 2)

up to logarithmic factors, while requiring only a constant computation cost per round.
The results indicate that the regret improves as the assortment size K increases, unless
v0 “ ΘpKq. To the best of our knowledge, this is the first study to demonstrate the
dependence of regret on the attraction parameter for the outside option v0 and to highlight
the advantages of a larger assortment size K which aligns with intuition. That is, this is the
first work to show that a regret upper bound (in either contextual or non-contextual setting)
decreases as K increases. Additionally, we provide instance-dependent minimax regret
bounds (Proposition 1 and 2), up to logarithmic factors.

• Under non-uniform rewards, with setting v0 “ Θp1q following the convention in contextual
MNL bandits [6, 18, 43, 8, 40, 41, 9, 44, 5, 53, 33], we establish a regret lower bound of
Ωpd

?
T q (Theorem 3). To the best of our knowledge, this is the first and tightest lower bound

established under non-uniform rewards. Moreover, OFU-MNL+ also achieves a matching
upper bound (up to logarithmic factors) of Õpd

?
T q (Theorem 4) in this setting.

• We also conduct numerical experiments and show that our algorithm consistently outper-
forms the existing MNL bandit algorithms while maintaining a constant computation cost
per round. Furthermore, the empirical results corroborate our theoretical findings regarding
the dependence of regret on the reward structure, v0 and K.

Overall, our paper addresses the long-standing open problem of closing the gap between upper
and lower bounds for contextual MNL bandits. Our proposed algorithm is the first to achieve both
provably optimality (up to logarithmic factors) and practicality with improved computation.

2 Related Work

Lower bounds of MNL bandits. In contextual MNL bandits, to the best of our knowledge, only Chen
et al. [16] proved a lower bound of Ωpd

?
T {Kq with the attraction parameter for the outside option set

at v0 “ 1. However, in the non-contextual setting, there exist improved lower bounds in terms of K.
Agrawal et al. [8] demonstrated a lower bound of Ωp

a

NT {Kq, and Chen and Wang [15] established
a lower bound of Ωp

?
NT q. By setting d “ N , one can derive equivalent lower bounds for the

contextual setting, specifically Ωp
a

dT {Kq and Ωp
?
dT q, respectively. However, Agrawal et al. [8]

and Chen and Wang [15] assumed v0 “ K when establishing their lower bounds, which differs
from the setting used by Chen et al. [16], where v0 “ 1. Moreover, to the best of our knowledge,
all existing works Chen et al. [16], Agrawal et al. [8], Chen and Wang [15] have established the
lower bounds under uniform rewards. Consequently, it remains unclear what the optimal regret is,
depending on the value of v0 and the reward structure.

Upper bounds of contextual MNL bandits. Ou et al. [43] formulated a linear utility model and
achieved ÕpdK

?
T q regret; however, they assumed that utilities are fixed over time. Chen et al. [16]

considered contextual MNL bandits with changing and stochastic contexts, establishing a regret of
Õpd

?
T ` d2K2q. However, they encountered computational issues due to the need to enumerate all

possible (N chooseK) assortments. To address this, Oh and Iyengar [41] proposed a polynomial-time
assortment optimization algorithm, which maintains the confidence bounds in the parameter space
and then calculates the upper confidence bounds of attraction parameter for each item, achieving a
regret of Õpd

?
T {κq, where 1{κ “ OpK2q is a problem-dependent constant. Perivier and Goyal [44]

considered the adversarial context and uniform reward setting and improved the dependency on κ
to ÕpdK

?
κ1T ` d2K4{κq, where κ1 “ Op1{Kq. However, their algorithm is intractable. Agrawal

et al. [5] considered a uniform rewards setting (with v0 “ 1) and achieved a regret of Õpd
?
T q.

However, due to significant technical errors in their paper (refer Appendix L), we do not include a
comparison with their results in this work.

Recently, Zhang and Sugiyama [53] utilized an online parameter update to construct a constant time
algorithm. However, they consider a multiple-parameter choice model in which the learner estimates
K parameters and shares the contextual information xt across the items in the assortment. This model
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differs from ours; we use a single-parameter choice model with varying the context for each item in
the assortment. Additionally, they make a stronger assumption regarding the reward than we do (see
Assumption 1). Moreover, while they fix the assortment size at K, we allow it to be smaller than or
equal to K. On the other hand, Zhang and Luo [52] considered a general function approximation,
achieving a regret bound of ÕpK2.5

?
dNT q. However, this bound scales with K and N , and the

proposed algorithm is not tractable. To the best of our knowledge, all existing methods fail to show
that the regret upper bound can improve as the assortment size K increases.

3 Problem Setting

Notations. For a positive integer, n, we denote rns :“ t1, 2, . . . , nu. For a real-valued matrix A,
we denote }A}2 :“ supx:}x}2“1 }Ax}2 as the maximum singular value of A. For two symmetric
matrices, V and W of the same dimensions, V ľ W means that V ´ W is positive semi-definite.
Finally, we define S to be the set of candidate assortment with size constraint at most K, i.e.,
S “ tS Ď rN s : |S| ď Ku. While, for simplicity, we consider both S and the set of items rN s to be
stationary in this paper, it is important to note that both S and rN s can vary over time.

Contextual MNL bandits. We consider a sequential assortment selection problem which is defined
as follows. At each round t, the agent observes feature vectors xti P Rd for every item i P rN s. Based
on this contextual information, the agent presents an assortment St “ ti1, . . . , ilu P S , where l ď K,
and then observes the user purchase decision ct P St Y t0u, where t0u represents the “outside option”
which indicates that the user did not select any of the items in St. The distribution of these selections
follows a multinomial logistic (MNL) choice model [37], where the probability of choosing any item
ik P St (or the outside option) is defined as:

ptpik|St,w
‹q :“

exppxJ
tik

w‹q

v0`
ř

jPSt
exppxJ

tjw
‹q
, ptp0|St,w

‹q :“
v0

v0`
ř

jPSt
exppxJ

tjw
‹q
, (1)

where v0 is a known attraction parameter for the outside option and w‹ P Rd is an unknown parameter.
Remark 1. In the existing literature on MNL bandits, it is commonly assumed that v0 “ 1 [40, 41,
44, 5, 53]. On the other hand, Chen and Wang [15], Agrawal et al. [8] assume that v0 “ K 1 to
induce a tighter lower bound in terms of K. Later, we will explore how these differing assumptions
create fundamentally different problems, leading to different regret lower bounds (Subsection 5.1).

The choice response for each item i P St Y t0u is defined as yti :“ 1pct “ iq P t0, 1u. Hence, the
choice feedback variable yt :“ pyt0, yti1 , . . . ytilq is sampled from the following multinomial (MNL)
distribution: yt „ MNLt1, pptp0|St,w

‹q, . . . , ptpil|St,w
‹qqu, where the parameter 1 indicates that

yt is a single-trial sample, i.e., yt0 `
řl
k“1 ytik “ 1. For each i P St Y t0u, we define the noise

ϵti :“ yti ´ ptpi|St,w
‹q. Since each ϵti is a bounded random variable in r0, 1s, ϵti is 1{4-sub-

Gaussian. At every round t, the reward rti for each item i is also given. Then, we define the expected
revenue of the assortment S as

RtpS,w
‹q :“

ÿ

iPS

ptpi|S,w
‹qrti “

ř

iPS exppxJ
tiw

‹qrti

v0`
ř

jPS exppxJ
tjw

‹q

and define S‹
t as the offline optimal assortment at time t when w‹ is known a prior, i.e., S‹

t “

argmaxSPS RtpS,w
‹q. Our objective is to minimize the cumulative regret over the T periods:

RegT pw‹q “

T
ÿ

t“1

RtpS
‹
t ,w

‹q ´RtpSt,w
‹q.

When K “ 1, rt1 “ 1, and v0 “ 1, the MNL bandit recovers the binary logistic bandit with
RtpS “ txu,w‹q “ σ

`

xJw‹
˘

“ 1{p1 ` expp´xJw‹qq, where σp¨q is the sigmoid function.

Consistent with previous works on MNL bandits [41, 44, 5, 53], we make the following assumptions:
Assumption 1 (Bounded assumption). We assume that }w‹}2 ď 1, and for all t ě 1, i P rN s,
}xti}2 ď 1 and rti P r0, 1s.

1Chen and Wang [15] indeed set v0 “ 1 and v1, . . . , vN “ Θp1{Kq. However, this is equivalent to the
setting with v0 “ K and v1, . . . , vN “ Θp1q.
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Assumption 2 (Problem-dependent constant). There exist κ ą 0 such that for every item i P S and
any S P S , and all round t, minwPW ptpi|S,wqptp0|S,wq ě κ, where W “ tw P Rd | }w}2 ď 1u.

In Assumption 1, we assume that the reward for each item i is bounded by a constant, allowing the
norm of the reward vector to depend on K, e.g., }ρt}2 ď

?
K. In contrast, Zhang and Sugiyama [53]

assume that the norm of the reward vector ρt “ rrt1, . . . rt|St|s
J P R|St| is bounded by a constant,

independent of K, e.g., }ρt}2 ď 1. Thus, our assumption regarding rewards is weaker than theirs.

Assumption 2 is common in contextual MNL bandits [16, 41, 44, 53]. Note that 1{κ depends on the
maximum size of the assortment K, i.e., 1{κ “ OpK2q. One of the primary goals of this paper is to
show that as the assortment size K increases, we can achieve an improved (or at least not worsened)
regret bound. To this end, we design a dynamic assortment policy that enjoys improved dependence
on κ. Note that our algorithm does not need to know κ a priori, whereas Oh and Iyengar [40, 41] do.

4 Existing Gap between Upper and Lower Bounds in MNL Bandits

The primary objective of this paper is to establish minimax regrets in contextual MNL bandits. To
explore the optimality of regret, we analyze how it depends on the attraction parameter for the outside
option v0, the maximum assortment size K, and the structure of rewards.

Dependence on v0. Currently, the established lower bounds are Ωpd
?
T {Kq by Chen et al. [16],

Ωp
?
dT {Kq by the contextual version of Agrawal et al. [8], and Ωp

?
dT q, which is the tightest in

terms of K, by the contextual version of Chen and Wang [15]. These results can be misleading, as
many subsequent studies [41, 39, 17, 52] have claimed that a K-independent regret is achievable,
without clearly addressing the influence of the value of v0. In fact, the improved regret bounds (in
terms of K) obtained by Agrawal et al. [8] and Chen and Wang [15] were possible when v0 “ K.
However, in the contextual setting, it is more common to set v0 “ Θp1q. This is because, given the
context for the outside option xt0, it is straightforward to construct an equivalent choice model where
v0 “ Θp1q (refer Appendix C.1). In this paper, we rigorously show the regret dependency on the
value of v0. In Theorem 1, we establish a regret lower bound of Ω

`?
v0K{pv0 `Kqd

?
T
˘

, which
implies that the value of v0, indeed, affects the regret. Then, in Theorem 2, we show that our proposed
computationally efficient algorithm, OFU-MNL+ achieves a regret of Õ

`?
v0K{pv0 `Kqd

?
T
˘

,
which is minimax optimal up to logarithmic factors in terms of all d, T,K and even v0.

Dependence on K & Uniform/Non-uniform rewards. To the best of our knowledge, the regret
bound in all existing works in contextual MNL bandits does not decrease as the assortment size
K increases [16, 40, 41, 44]. However, intuitively, as the assortment size increases, we can gain
more information because we receive more feedback. Therefore, it makes sense that regret could be
reduced as K increases, at least in the uniform reward setting. Under uniform rewards, the expected
revenue (to be specified later) increases as more items are added in the assortment. Consequently,
both the optimistically chosen assortment and the optimal assortment always have a size of K.
Thus, the agent obtain information about exactly K items in each round. This phenomenon is also
demonstrated empirically in Figure 1. In the uniform reward setting, as K increases, the cumulative
regrets of not only our proposed algorithm but also other baseline algorithms decrease. This indicates
that the existing regret bounds are not tight enough in terms of K. Conversely, in the non-uniform
reward setting, the sizes of both the optimistically chosen assortment and the optimal assortment
can be less than K, so performance improvement is not guaranteed. In this paper, we show that the
regret dependence on K varies by case: uniform and non-uniform rewards. When v0 “ Θp1q, we
obtain a regret lower bound of Ωpd

?
T {Kq (Theorem 1) and a regret upper bound of Õpd

?
T {Kq

(Theorem 2) under uniform rewards. Additionally, we achieve a regret lower bound of (Theorem 3)
and a regret upper bound of Õpd

?
T q (Theorem 4) under non-uniform rewards.

5 Algorithms and Main Results

In this section, we begin by proving the tightest regret lower bound under uniform rewards (Subsec-
tion 5.1), explicitly showing the dependence on the attraction parameter for the outside option v0. We
then introduce OFU-MNL+, an algorithm that achieves minimax optimality, up to logarithmic factors,
under uniform rewards (Subsection 5.2). Notably, OFU-MNL+ is designed for efficiency, requiring
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only constant computation and storage costs. Finally, we establish the tightest regret lower bound and
a matching minimax optimal regret upper bound under non-uniform rewards (Subsection 5.3).

5.1 Regret Lower Bound under Uniform Rewards

In this subsection, we present a lower bound for the worst-case expected regret in the uniform reward
setting (rti “ 1). This covers all applications where the objective is to maximize the appropriate
“click-through rate” by offering the assortment.
Theorem 1 (Regret lower bound, Uniform rewards). Let d be divisible by 4 and let Assumption 1
hold true. Suppose T ě C ¨ d4pv0 `Kq{K for some constant C ą 0. Then, in the uniform reward
setting, for any policy π, there exists a worst-case problem instance with N “ ΘpK ¨ 2dq items such
that the worst-case expected regret of π is lower bounded as follows:

sup
w

Eπw rRegT pwqs “ Ω

ˆ
?
v0K

v0 `K
¨ d

?
T

˙

.

Discussion of Theorem 1. If v0 “ Θp1q, Theorem 1 demonstrates a regret lower bound of
Ωpd

?
T {Kq. This indicates that, under uniform rewards, increasing the assortment size K leads to an

improvement in regret. Compared to the lower bound Ωpd
?
T {Kq proposed by Chen et al. [16], our

lower bound is improved by a factor of
?
K. This improvement is mainly due to the establishment of

a tighter upper bound for the KL divergence (Lemma D.2). Notably, Chen et al. [16] also considered
uniform rewards with v0 “ Θp1q. On the other hand, Chen and Wang [15] and Agrawal et al.
[8] established regret lower bounds of Ωp

?
NT q and Ωp

a

NT {Kq, respectively, in non-contextual
MNL bandits with uniform rewards, by setting v0 “ K to achieve these regrets. Theorem 1 shows
that if v0 “ ΘpKq, we can obtain a regret lower bound of Ωpd

?
T q, which is consistent with the

K-independent regret in Chen and Wang [15]. To the best of our knowledge, this result is the first to
explicitly show the dependency of regret on the attraction parameter for the outside option v0. The
proof is deferred to Appendix D.

5.2 Minimax Optimal Regret Upper Bound under Uniform Rewards

In this subsection, we propose a new algorithm OFU-MNL+, which enjoys minimax optimal regret up
to logarithmic factors in the case of uniform rewards. Note that, since the revenue is an increasing
function when rewards are uniform, maximizing the expected revenue RtpS,wq over all S P S
always yields exactly K items, i.e., |St| “ |S‹

t | “ K.

Our first step involves constructing the confidence set for the online parameter.

Online parameter estimation. Instead of performing MLE as in previous works [16, 41, 44], inspired
by Zhang and Sugiyama [53], we use the online mirror descent algorithm to estimate parameter. We
first define the multinomial logistic loss function at round t as:

ℓtpwq :“ ´
ÿ

iPSt

yti log ptpi|St,wq. (2)

In Proposition C.1, we will show that the loss function has the constant parameter self-concordant-like
property. We estimate the true parameter w‹ as follows:

wt`1 “ argmin
wPW

x∇ℓtpwtq,wy `
1

2η
}w ´ wt}

2
H̃t
, @t ě 1, (3)

where η ą 0 is the step-size parameter to be specified later, and H̃t :“ Ht ` ηGtpwtq, where

Gtpwq :“
ÿ

iPSt

ptpi|St,wqxtix
J
ti ´

ÿ

iPSt

ÿ

jPSt

ptpi|St,wqptpj|St,wqxtix
J
tj ,

and Ht :“ λId `
řt´1
s“1 Gspws`1q. Note that Gtpwq “ ∇2ℓtpwq. This online estimator is efficient

in terms of both computation and storage. By a standard online mirror descent formulation [42], the
optimization problem in (3) can be solved using a single projected gradient step through the following
equivalent formula:

w1
t`1 “ wt ´ ηH̃´1

t ∇ℓtpwtq, and wt`1 “ argmin
wPW

}w ´ w1
t`1}H̃t

, (4)

6
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Algorithm 1 OFU-MNL+

1: Inputs: regularization parameter λ, probability δ, confidence radius βtpδq, step size η.
2: Initialize: H1 “ λId and w1 as any point in W .
3: for round t “ 1, 2, ¨ ¨ ¨ , T do
4: Compute αti “ xJ

tiwt ` βtpδq}xti}H´1
t

for all i P rN s.

5: Offer St “ argmaxSPS R̃tpSq and observe yt.
6: Update H̃t “ Ht ` ηGtpwtq, and update the estimator wt`1 by (3).
7: Update Ht`1 “ Ht ` Gtpwt`1q.
8: end for

which enjoys a computational cost of only OpKd3q, completely independent of t [38, 53]. Regarding
storage costs, the estimator does not need to store all historical data because both H̃t and Ht can be
updated incrementally, requiring only Opd2q storage.

Furthermore, the estimator allows for a κ-independent confidence set, leading to an improved regret.
Lemma 1 (Online parameter confidence set). Let δ P p0, 1s. Under Assumption 1, with η “
1
2 logpK ` 1q ` 2 and λ “ 84

?
2dη, we define the following confidence set

Ctpδq :“ tw P W | }wt ´ w}Ht
ď βtpδqu,

where βtpδq “ O
´?

d log t logK
¯

. Then, we have Prr@t ě 1,w‹ P Ctpδqs ě 1 ´ δ.

Armed with the online estimator, we construct the computationally efficient optimistic revenue.

Computationally efficient optimistic expected revenue. To balance the exploration and exploitation
trade-off, we use the upper confidence bounds (UCB) technique, which have been widely studied in
many bandit problems, including K-arm bandits [11, 32] and linear bandits [1, 20].

At each time t, given the confidence set in Lemma 1, we first calculate the optimistic utility αti as:

αti :“ xJ
tiwt ` βtpδq}xti}H´1

t
, @i P rN s. (5)

The optimistic utility αti is composed of two parts: the mean utility estimate xJ
tiwt and the standard

deviation βtpδq}xti}H´1
t

. In the proof of the regret upper bound, we show that αti serves as an upper
bound for xJ

tiw
‹, assuming that the true parameter w‹ falls within the confidence set Ctpδq. Based

on αti, we construct the optimistic expected revenue for the assortment S, defined as follows:

R̃tpSq :“

ř

iPS exppαtiqrti
v0 `

ř

jPS exppαtjq
, (6)

where rti “ 1. Then, we offer the set St that maximizes the optimistic expected revenue, St “

argmaxSPS R̃tpSq. Given our assumption that all rewards are of unit value, the optimization problem
is equivalent to selecting the K items with the highest optimistic utility αti. Consequently, solving
the optimization problem incurs a constant computational cost of OpNq.
Remark 2 (Comparison to Zhang and Sugiyama [53]). In Zhang and Sugiyama [53], the MNL
choice model is outlined with a shared context xt and distinct parameters w‹

1, . . . ,w
‹
K for each

choice. Conversely, our model employs a single parameter w‹ across all choices and has varying
contexts for each item in the assortment S, xt1, . . . xti|S|

. Due to this discrepancy in the choice model,
directly applying Proposition 1 from Zhang and Sugiyama [53], which constructs the optimistic
revenue by adding bonus terms to the estimated revenue, incurs an exponential computational cost in
our problem setting. This complexity arises because the optimistic revenue must be calculated for
every possible assortment S P S; therefore, it is necessary to enumerate all potential assortments
(N choose K) to identify the one that maximizes the optimistic revenue As a result, extending the
approach in Zhang and Sugiyama [53] to our setting is non-trivial, requiring a different analysis.

We now present the regret upper bound of OFU-MNL+ in the uniform reward setting.
Theorem 2 (Regret upper bound of OFU-MNL+, Uniform rewards). Let δ P p0, 1s and Assumptions 1
and 2 hold. In the uniform reward setting, by setting η “ 1

2 logpK ` 1q ` 2 and λ “ 84
?
2dη, with
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probability at least 1 ´ δ, the cumulative regret of OFU-MNL+ is upper-bounded by

RegT pw‹q “ Õ
ˆ

?
v0K

v0 `K
¨ d

?
T `

1

κ
d2
˙

.

Discussion of Theorem 2. If T ě Opd2pv0 ` Kq2{pκ2v0Kqq, Theorem 2 shows that our al-
gorithm OFU-MNL+ achieves minimax optimal regret (up to logarithmic factor) in terms of all d,
T , K, and even v0. To the best of our knowledge, ignoring logarithmic factors, our proposed
algorithm is the first computationally efficient, minimax optimal algorithm in (adversarial) con-
textual MNL bandits. When v0 “ Θp1q, which is the convention in existing MNL bandit litera-
ture [40, 41, 44, 5, 53], OFU-MNL+ obtains Õpd

a

T {Kq regret. This represents an improvement over
the previous upper bound of Perivier and Goyal [44] 2, which is ÕpdK

?
κ1T ` d2K4{κq, where

κ1 “ Op1{Kq, by a factor of K. This improvement can be attributed to two key factors: an improved,
constant, self-concordant-like property of the loss function (Proposition C.1) and a K-free elliptical
potential lemma (Lemma E.2). Furthermore, by employing an improved bound for the second
derivative of the revenue (Lemma E.3), we achieve an enhancement in the regret for the second term,
d2{κ, by a factor of K4, in comparison to Perivier and Goyal [44]. Unless v0 “ ΘpKq, Theorem 2
indicates that the regret decreases as the assortment size K increases. To the best of our knowledge,
this is the first algorithm in MNL bandits to show that increasing K results in a reduction in regret.
Moreover, when reduced to the logistic bandit, i.e., K “ 1, rt1 “ 1, and v0 “ 1, our algorithm can
also achieve a regret of Õpd

?
κT q by Corollary 1 in Zhang and Sugiyama [53], which is consistent

with the results in Abeille et al. [4], Faury et al. [23]. The proof is deferred to Appendix E.
Remark 3 (Efficiency of OFU-MNL+). The proposed algorithm is computationally efficient in both
parameter updates and assortment selections. Since we employ online parameter estimation, akin
to Zhang and Sugiyama [53], our algorithm demonstrates computational efficiency in parameter
estimation, incurring only incurring OpKd3q computation cost and Opd2q storage cost, which are
completely independent of t. Furthermore, a naive approach to selecting the optimistic assortment
requires enumerating all possible (N choose K) assortments, resulting in exponential computational
cost [16]. However, by constructing the optimistic expected revenue according to (6) (inspired by Oh
and Iyengar [41]), our algorithm needs only OpNq computational cost.

5.3 Regret Upper & Lower Bounds under Non-Uniform Rewards

In this subsection, we propose regret upper and lower bounds in the non-uniform reward setting. In
this scenario, the sizes of both the chosen assortment St, and the optimal assortment, S‹

t are not fixed
at K. Therefore, we cannot guarantee an improvement in regret even as K increases.

We first prove the regret lower bound in the non-uniform reward setting.
Theorem 3 (Regret lower bound, Non-uniform rewards). Under the same conditions as Theorem 1,
let the rewards be non-uniform and v0 “ Θp1q. Then, for any policy π, there exists a worst-case
problem instance such that the worst-case expected regret of π is lower bounded as follows:

sup
w

Eπw rRegT pwqs “ Ω
´

d
?
T
¯

.

Discussion of Theorem 3. In contrast to Theorem 1, which considers uniform rewards, the regret
lower bound is independent of the assortment size K. Note that Theorem 3 does not claim that
non-uniform rewards inherently make the problem more difficult. Rather, it implies that there exists
an instance with adversarial non-uniform rewards, where regret does not improve even with an
increase in K. Moreover, the assumption that v0 “ Θp1q is common in the existing literature on
contextual MNL bandits [40, 41, 44, 5, 53] (refer Appendix C.1). To the best of our knowledge, this is
the first established lower bound for non-uniform rewards in MNL bandits, even in the non-contextual
setting. The proof is deferred to Appendix G.

We also prove a matching upper bound up to logarithmic factors. The algorithm OFU-MNL+ is also
applicable in the case of non-uniform rewards. However, because the optimistic expected revenue
R̃tpSq is no longer an increasing function of αti, optimizing for St “ argmaxSPS R̃tpSq no longer
equates to simply selecting the top K items with the highest optimistic utility. Instead, we employ

2 Perivier and Goyal [44] also consider the uniform rewards (rti “ 1) with v0 “ 1.
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assortment optimization methods introduced in Rusmevichientong et al. [47], Davis et al. [21], which
are efficient polynomial-time (independent of t) 3 algorithms available for solving this optimization
problem. Therefore, our algorithm is also computationally efficient under non-uniform rewards.

Theorem 4 (Regret upper bound of OFU-MNL+, Non-uniform rewards). Under the same assumptions
and parameter settings as Theorem 2, if the rewards are non-uniform and v0 “ Θp1q, then with a
probability at least 1 ´ δ, the cumulative regret of OFU-MNL+ is upper-bounded by

RegT pw‹q “ Õ
ˆ

d
?
T `

1

κ
d2
˙

.

Discussion of Theorem 4. If T ě Opd2{κ2q, our algorithm achieves a regret of Õpd
?
T q when

the reward for each item is non-uniform, demonstrating that OFU-MNL+ is minimax optimal up to a
logarithmic factor. Recall that we relax the bounded assumption on the reward compared to Zhang and
Sugiyama [53] (refer Assumption 1); thus, we allow the sum of the squared rewards in the assortment
to scale with K. Consequently, we need a novel approach to achieve the regret that does not scale
with K. To this end, we centralize the features, i.e., x̃ti “ xti ´ Ej„ptp¨|St,wt`1qrxtjs, and propose
a novel elliptical potential lemma for them, as detailed in Lemma H.3. Note that our algorithm
is capable of achieving 1{κ-free regret (in the leading term) under both uniform and non-uniform
rewards. In contrast, the algorithm in Perivier and Goyal [44] is limited to achieving this only in
the uniform reward setting. Furthermore, compared to the regret bound in Chen et al. [16], which
is Õpd

?
T q, our regret bounds has the same order of regret with theirs. However, their algorithm is

computationally intractable as it requires enumerating all possible assortments, whereas our algorithm
incurs only a constant computational cost per round. The proof is deferred to Appendix H.

6 Instance-Dependent Bounds

In this section, we show that instance-dependent upper and lower bounds are also achievable under
uniform rewards. We define the degree of non-linearity for the optimal assortment S‹

t at round
t under the true parameter w‹ as κ‹

t :“
ř

iPS‹
t
ptpi|S

‹
t ,w

‹qptp0|S‹
t ,w

‹q. We first establish the
instance-dependent lower bound under uniform rewards.

Proposition 1 (Instance-dependent regret lower bound, Uniform rewards). Under the same conditions
as Theorem 1, for any policy π and for T ě d2{κ, there exists a worst-case problem instance such
that the worst-case expected regret of π is lower bounded as follows:

sup
w

Eπw rRegT pwqs “ Ω

¨

˝d

g

f

f

e

T
ÿ

t“1

κ‹
t

˛

‚.

The proof is deferred to Appendix I. We also provide the matching upper bound.

Proposition 2 (Instance-dependent regret upper bound of OFU-MNL+, Uniform rewards). Under the
same assumptions, parameter settings, and reward structure as Theorem 2, with a probability at least
1 ´ δ, the cumulative regret of OFU-MNL+ is upper-bounded by

RegT pw‹q “ Õ

¨

˝d

g

f

f

e

T
ÿ

t“1

κ‹
t `

1

κ
d2

˛

‚.

The proof is deferred to Appendix J. For sufficiently large T , the regret upper bound (Proposition 2)
matches the regret lower bound (Proposition 1), up to logarithmic factor. To the best of our knowledge,
these are the first minimax instance-dependent regret bounds under uniform rewards. Note that,
in the worst case, κ‹

t “ Õp
?
v0K{pv0 ` Kqq, which indicates that these results provide a strict

improvement over the worst-case bounds given in Theorems 1 and 2.

Some readers may expect instance-dependent regret bounds for non-uniform rewards as well. Unfor-
tunately, we were unable to establish these. Recall that κ‹

t represents the degree of non-linearity for

3An interior point method would generally solve the problem with a computational complexity of OpN3.5
q.
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Figure 1: Cumulative regret (left three, K “ 5, 10, 15) and runtime per round (rightmost one,
K “ 15) under uniform rewards (first row) and non-uniform rewards (second row) with v0 “ 1.

the optimal assortment S‹
t . However, in the proofs for regret bounds, we encounter terms associated

with the chosen assortment St, such as
ř

iPS‹
t
ptpi|St,w

‹qptp0|St,w
‹q. To address this, we use the

mean value theorem-based analysis (Lemma I.5) to replace this quantity with κ‹
t . Under non-uniform

rewards, however, the mean value theorem does not apply because the sizes and rewards of S‹
t and

St may differ. Addressing this problem would be an interesting direction for future research.

7 Numerical Experiments

In this section, we empirically evaluate the performance of our algorithm OFU-MNL+. We measure
cumulative regret over T “ 3000 rounds. For each experimental setup, we run the algorithms across
20 independent instances and report the average performance. In each instance, the underlying
parameter w‹ is randomly sampled from a d-dimensional uniform distribution, where each element of
w‹ lies within the range r´1{

?
d, 1{

?
ds and is not known to the algorithms. Additionally, the context

features xti are drawn from a d-dimensional multivariate Gaussian distribution, with each element
of xti clipped to the range r´1{

?
d, 1{

?
ds. This setup ensures compliance with Assumption 1. In

the uniform reward setting (first row of Figure 1), the combinatorial optimization step to choose
the assortment reduces to sorting items by their utility estimate. In the non-uniform reward setting
(second row of Figure 1), the rewards are sampled from a uniform distribution in each round, i.e.,
rti „ Unifp0, 1q. Refer Appendix K for more details.

We compare the performance of OFU-MNL+ with those of the practical and state-of-the-art algorithms:
the Upper Confidence Bound-based algorithm, UCB-MNL [40], and the Thompson Sampling-based
algorithm, TS-MNL [40]. Figure 1 demonstrates that our algorithm significantly outperforms other
baseline algorithms. In the uniform reward setting, as K increases, the cumulative regrets of all
algorithms tend to decrease. In contrast, this trend is not observed in the non-uniform reward setting.
Furthermore, the results also show that our algorithm maintains a constant computation cost per
round, while the other algorithms exhibit a linear dependence on t. In Appendix K, we present the
additional runtime curves (Figure K.1) as well as the regret curves of the other configuration where
v0 “ ΘpKq (Figure K.2). All of these empirical results align with our theoretical results.

8 Conclusion

In this paper, we propose minimax optimal lower and upper bounds for both uniform and non-uniform
reward settings. We propose a computationally efficient algorithm, OFU-MNL+, that achieves a regret
of Õpd

?
T {Kq under uniform rewards and Õpd

?
T q under non-uniform rewards. We also prove

matching lower bounds of Ωpd
?
T {Kq and Ωpd

?
T q for each setting, respectively. Moreover, our

empirical results support our theoretical findings, demonstrating that OFU-MNL+ is not only provably
but also experimentally efficient.
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A Further Related Work

In this section, we discuss additional related works that complement Section 2. For simplicity, we
consider only the dependence on the number of rounds t for a computation cost in big-O notation.

Logistic Bandits. The logistic bandit model [24, 22, 4, 23] focuses on environments with bi-
nary rewards and explores the impact of non-linearity on the exploration-exploitation trade-off
for parametrized bandits. The main research interest has been the algorithms’ dependence on the
degree of non-linearity κ, which can grow exponentially in terms of the diameter of the decision
domain W . Zhang et al. [51] introduced the first efficient algorithm for binary logistic bandits with a
Op1q computation cost, achieving a regret of Õpd

?
T {κq. Faury et al. [22] enhanced the regret to

Õpd
?
T {κq with a Optq computation cost. However, their regret bounds still suffered from a harmful

dependence on 1{κ. Abeille et al. [4] addressed this by achieving the tightest regret upper bound of
Õpd

?
κT q with a Optq computation cost, while Faury et al. [23] achieved the same regret with an

improved computation cost of Oplog tq. More recently, Zhang and Sugiyama [53] proposed a jointly
efficient algorithm that achieves the optimal regret with a constant Op1q computation cost. Note that
the logistic bandit is a special case of the multinomial logistic (MNL) bandit. When the maximum
assortment size is one (K “ 1), rewards are uniform (rt1 “ 1), and the attraction parameter for the
outside option is one v0 “ 1, the MNL bandit reduces to the logistic bandit. In this logistic bandit
setting, our proposed algorithm, OFU-MNL+, can achieve a regret upper bound of Õpd

?
κT q with a

constant Op1q computation cost, consistent with the result in Zhang and Sugiyama [53].

Multinomial Logistic (MNL) Bandits. There are two main approaches to multinomial logistic
(MNL) bandits: the multiple-parameter choice model and the single-parameter choice model. In the
multiple-parameter choice model, the learner estimates parameters for each choice in the assortment
(w‹

1, . . . ,w
‹
K) with a shared context xt. In this setting, Amani and Thrampoulidis [9] proposed

a feasible algorithm that achieves a regret upper bound of ÕpdK
?
κT q with a Optq computation

cost. They also proposed an intractable algorithm that achieves an improved regret of ÕpdK3{2
?
T q.

Zhang and Sugiyama [53] introduced a computationally and statistically efficient algorithm that
obtains a regret of ÕpdK

?
T q. Recently, Lee et al. [33] further improved the regret by a factor of

?
K, achieving Õpd

?
KT q regret. In the multiple-parameter case, the regret’s dependence on K is

unavoidable since the number of unknown parameters depends on K.

On the other hand, the single-parameter choice model, closely related to ours, shares the parameter
w‹ cross the choices, with varying contexts for each choice. The learner offers a set of items St,
with |St| ď K at each round. This setting involves a combinatorial optimization to choose the
assortment St, making it more challenging to devise a tractable algorithm. As extensively discussed
in Section 2, no previous studies have definitively confirmed whether the existing lower or upper
bounds are tight. As shown in Table 1, many studies have presented their results in inconsistent
settings with varying reward structures and values of v0, adding to the ambiguity about the bounds’
optimality. In this paper, we address these issues by bridging the gap between the lower and upper
bounds of regret through a careful categorization of the settings. We propose an algorithm that is both
provably optimal, up to logarithmic factors, and computationally efficient, significantly enhancing
the theoretical and practical understanding of MNL bandits.

Generalized Linear Bandits. In generalized linear bandits [24, 27, 35, 3, 31, 28, 29, 34], the
expected rewards are modeled using a generalized linear model. These problems generalize logistic
bandits by incorporating a general exponential family link function instead of the logistic link function.
The algorithms proposed for generalized linear bandits also exhibit a dependence on the nonlinear
term κ. However, our problem setting (single-parameter MNL bandits) considers a more complex
state space where multiple arms are pulled simultaneously.

Combinatorial Bandits. Another related stream of literature is combinatorial bandits [14, 45, 30, 54,
46, 36], particularly top-k combinatorial bandits [46]. In top-k combinatorial bandits, the decision set
includes all subsets of size k out of n arms, and the reward for each action is the sum of the rewards
of the k selected arms. In this framework, the rewards are assumed to be independent of the entire set
of arms played in round t. In contrast, in our setting, the reward for each individual arm depends on
the whole set of arms played.

Recently, Choi et al. [19], Cao and Sun [13] have considered the cascading assortment bandit
problem, which encompasses the MNL bandit problem as a special case where the cascading length

16

109018https://doi.org/10.52202/079017-3461



is 1. However, these works do not strictly encompass our results. Choi et al. [19] only consider
uniform rewards, and achieve a regret upper bound of Õpd

?
T q, which avoids dependence on both the

cascading length and κ. When the cascading length is 1, our result (Theorem 2) improves upon theirs
by a factor of

?
K. Moreover, their computation cost per round is Optq since they employ MLE to

estimate the parameter. Cao and Sun [13] consider non-uniform rewards, and achieve a regret upper
bound of Õph2d

?
MT q, where M is the cascading length and h ě

ppi|S,wq

ppi|S,w1q
for all w,w1 P W ,

S P S, and i P S Y t0u. However, their regret bound still suffers from a harmful dependence on h2,
which can be exponentially large.

B Notation

We denote T as the total number of rounds and t P rT s as the current round. We denote N as the total
number of items, K as the maximum size of assortments, and d as the dimension of feature vectors.

For notational simplicity, we define the loss function in two different forms throughout the proof:

ℓtpwq “ ´
ÿ

iPSt

yti log ptpi|St,wq “ ´
ÿ

iPSt

yti log

˜

exppxJ
tiwq

v0`
ř

jPSt
exppxJ

tjwq

¸

,

ℓpzt,ytq “ ´
ÿ

iPSt

yti log

˜

exppztiq

v0`
ř

jPSt
exppztjq

¸

,

where zti “ xJ
tiw, zt “ pztiqiPSt P R|St|, and yt “ pytiqiPSt P R|St|. Thus, ℓtpwq “ ℓpzt,ytq.

We offer a Table B.1 for convenient reference.

Table B.1: Symbols

xti feature vector for item i given at round t
rti reward for item i given at round t
St assortment chosen by an algorithm at round t
0 outside option
yti choice response for each item i P St Y t0u at round t
RtpS,w

‹q :“
ř

iPS ptpi|S,w
‹qrti, expected revenue of the assortment S at round t

ℓtpwq :“ ´
ř

iPSt
yti log

´

exppxJ
tiwq

v0̀
ř

jPSt
exppxJ

tjwq

¯

, loss function at round t

ℓpzt,ytq :“ ´
ř

iPSt
yti log

´

exppztiq

v0̀
ř

jPSt
exppztjq

¯

, loss function at round t, zti “ xJ
tiw

λ regularization parameter
Gtpwq :“

ř

iPSt
ptpi|St,wqxtix

J
ti ´

ř

iPSt

ř

jPSt
ptpi|St,wqptpj|St,wqxtix

J
tj

Ht :“ λId `
řt´1
s“1 Gspws`1q

H̃t :“ Ht ` ηGtpwtq

αti :“ xJ
tiwt ` βtpδq}xti}H´1

t
, optimistic utility for item i at round t

βtpδq :“ O
´?

d log t logK
¯

, confidence radius at round t

R̃tpSq :“
ř

iPS exppαtiqrti
v0`

ř

jPS exppαtjq
, optimistic expected revenue for the assortment S at round t

C Properties of MNL function

In this section, we present key properties of the MNL function and its associated loss, which are used
throughout the paper.
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C.1 Attraction parameter for Outside Option: v0 “ Θp1q is Common in Contextual MNL
Bandits

In this subsection, we explain why the assumption that v0 “ Θp1q is made without loss of generality.
Let the original feature vectors be x1

ti P Rd for every item i P rN s. Suppose that a context for the
outside option x1

t0 is given and the probability of choosing any item i P St Y t0u is defined as

ptpi|St,w
‹q “

expppx1
tiq

Jw‹q
ř

jPStYt0u expppx1
tjq

Jw‹q
.

Then, by dividing the denominator and numerator by exp
`

px1
t0qJw‹

˘

, and defining xti :“ x1
ti ´ x1

t0,
we obtain the MNL probability in the form presented in (1) with v0 “ expp0q “ 1. Note that this
division does not change the probability. Therefore, v0 “ Θp1q is natural and common in contextual
MNL bandit literature.

C.2 Self-concordant-like Function

Definition C.1 (Self-concordant-like function, Tran-Dinh et al. 49). A convex function f P C3pRmq

is M -self-concordant-like function with constant M if:

|ϕ3psq| ď M}b}2ϕ
2psq.

for s P R and M ą 0, where ϕpsq :“ fpa ` sbq for any a,b P Rm.

Then, the MNL loss defined in (2) is 3
?
2-self-concordant-like function.

Proposition C.1. For any t P rT s, the multinomial logistic loss ℓtpwq, defined in (2), is 3
?
2-self-

concordant-like.

Proof. Consider the function ϕpsq :“ log
`
řn
i“0 e

ais`bi
˘

, where a “ ra0, . . . , ansJ P Rn`1 and
b “ rb0, . . . , bnsJ P Rn`1. Then, by simple calculus, we have

ϕ2psq “

ř

iăjpai ´ ajq
2eais`bieajs`bj

p
řn
i“0 e

ais`biq
2 ě 0,

and

ϕ3psq “

ř

iăjpai ´ ajq
2eais`bieajs`bj

“
řn
k“0pai ` aj ´ 2akqeaks`bk

‰

p
řn
i“0 e

ais`biq
3 . (C.1)

Note that for all i, j, k “ 0, . . . , n,

|ai ` aj ´ 2ak| ď
?
6
b

a2i ` a2j ` a2k ď 3
?
2 max
i“0,...,n

|ai|. (C.2)

Therefore, we have
ˇ

ˇ

ˇ

ˇ

ˇ

n
ÿ

k“0

pai ` aj ´ 2akqeaks`bk

ˇ

ˇ

ˇ

ˇ

ˇ

ď

n
ÿ

k“0

|ai ` aj ´ 2ak| eaks`bk ď 3
?
2 max
i“0,...,n

|ai|
n
ÿ

k“0

eaks`bk .

(C.3)

Plugging in (C.3) into (C.1), we obtain

ϕ3psq ď 3
?
2 max
i“0,...,n

|ai|ϕ
2psq. (C.4)

Now, we are ready to prove the proposition. For any t P rT s, let n “ |St| and c1 “ xti1 , c2 “

xti2 , . . . , cn “ xtin . Define a function f P C3 : Rd Ñ R as fpθq :“ log
´

v0 `
řn
i“1 e

cJ
i θ
¯

. Let

δ P Rd and let fpθ ` sδq “ log
´

v0 `
řn
i“1 e

cJ
i θ`scJ

i δ
¯

“ log
`
řn
i“0 e

ais`bi
˘

“ ϕpsq, where

ai “ cJ
i δ, bi “ cJ

i θ for i “ 1, . . . , n, and ai “ 0 and bi “ log v0 for i “ 0. Then, by (C.4), we get

|ϕ3psq| ď 3
?
2 max
i“0,...,n

|ai|ϕ
2psq “ 3

?
2 max
i“1,...,n

|cJ
i δ|ϕ2psq

ď 3
?
2 max
i“1,...,n

}ci}2}δ}2ϕ
2psq ď 3

?
2}δ}2ϕ

2psq,
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where the last inequality holds due to Assumption 1 that }ci}2 “ }xtji}2 ď 1. Then, by Defini-
tion C.1, f is 3

?
2-self-concordant-like. Since ℓt is the sum of f and a linear operator, which has

third derivatives equal to zero, it follows that ℓt is also 3
?
2-self-concordant-like function.

Remark C.1. Contrary to the findings of Perivier and Goyal [44], which suggest that the MNL loss
function

?
6K-self-concordant-like, our loss function is 3

?
2-self-concordant-like. This yields an

improved regret bound on the order of Op
?
Kq. The improvement arises due to a K-independent

self-concordant-like property of ℓt, as shown in Proposition C.1. In Perivier and Goyal [44], Lemma
4 from Tran-Dinh et al. [49] is used, which describes a

?
6}a}2 self-concordant-like property.

However, in the analysis of C.2, we show that their analysis is not tight because they bound the
term

?
a2i ` a2j ` a2k by }a}2 “

a

řn
i“0 a

2
i , thus making its upper bound dependent on K, i.e.,

n “ |St| ď K. In contrast, we bound the same term by a constant, maxi“1,...,n }ai}2, which allows
our loss function to exhibit a constant 3

?
2-self-concordant-like property. This key difference accounts

for the
?
K-improved regret.

Lemma C.1 (Theorem 3 of Tran-Dinh et al. 49). A convex function ℓ P C3 : Rd Ñ R is M -self-
concordant-like if and only if for any v,u1,u2,u3 P Rd, we have

|xD3ℓpvqru1su2,u3y| ď M}u1}2}u2}∇2ℓpvq}u3}∇2ℓpvq.

D Proof of Theorem 1

In this section, we provide the proof of Theorem 1. The proof structure is similar to the one presented
in Chen et al. [16]. However, unlike their approach, we explicitly derive a bound that includes v0.
Furthermore, by establishing a tighter upper bound for the KL divergence (Lemma D.2), we derive a
bound that is tighter than the one provided by Chen et al. [16].

D.1 Adversarial Construction and Bayes Risk

Let ϵ P p0, 1{d
?
dq be a small positive parameter to be specified later. For every subset V Ď rds, we

define the corresponding parameter wV P Rd as rwV sj “ ϵ for all j P V , and rwV sj “ 0 for all
j R V . Then, we consider the following parameter set

w P W :“ twV : V P Vd{4u :“ twV : V Ď rds, |V | “ d{4u,

where Vk denotes the class of all subsets of rds whose size is k. Moreover, note that d{4 is a positive
integer, as d is divisible by 4 by construction.

The context vectors txtiu are constructed to be invariant across rounds t. For each t and U P Vd{4, K
identical context vectors 4 xU are constructed as follows:

rxU sj “ 1{
?
d for j P U ; rxU sj “ 0 for j R U.

For all V,U P Vd{4, it can be verified that wV and xU satisfy the requirements of a bounded
assumption 1 as follows:

}wV }2 ď
?
dϵ2 ď 1, }xU }2 ď

a

d ¨ 1{d “ 1.

Therefore, the worst-case expected regret of any policy π can be lower bounded by the worst-case
expected regret of parameters belonging to W , which can be further lower bounded by the “average”

4Recall that K is the maximum allowed assortment capacity.
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regret over a uniform prior over W as follows:

sup
w

Eπw rRegT pwqs “ sup
w

Eπw
T
ÿ

t“1

RpS‹,wq ´RpSt,wq

ě max
wV

EπwV

T
ÿ

t“1

RpS‹,wV q ´RpSt,wV q

ě
1

|Vd{4|

ÿ

V PVd{4

EπwV

T
ÿ

t“1

RpS‹,wV q ´RpSt,wV q

“
1

|Vd{4|

ÿ

V PVd{4

EπwV

T
ÿ

t“1

«

ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPSt

ppi|St,wV q

ff

. (D.1)

This reduces the task of lower bounding the worst-case regret of any policy to the task of lower
bounding the Bayes risk of the constructed parameter set.

D.2 Main Proof of Theorem 1

Proof of Theorem 1. For any sequence of assortments tStu
T
t“1 produced by policy π, we denote an

alternative sequence tS̃tu
T
t“1 that provably enjoys less regret under parameterization wV .

Let xU1
, . . . , xUL

be the distinct feature vectors contained in assortments St (if St “ H, then one may
choose an arbitrary feature xU ) with U1, . . . , UL P Vd{4. Let U‹ be the subset among U1, . . . , UL that
maximizes xJ

UwV , i.e., U‹ P argmaxUPtU1,...,ULu x
J
UwV , where wV is the underlying parameter.

Then, we define S̃t as the assortment consisting of all K items corresponding to feature xU‹ , i.e.,
S̃t “ txU‹ , . . . , xU‹

loooooomoooooon

K

u.

Since the expected revenue is an increasing function, we have the following observation:

Proposition D.1 (Proposition 1 in Chen et al. 16).
ÿ

iPSt

ppi|St,wV q ď
ÿ

iPS̃t

ppi|S̃t,wV q.

Proposition D.1 implies that
ř

iPS‹ ppi|S‹,wV q ´
ř

iPSt
ppi|St,wV q ě

ř

iPS‹ ppi|S‹,wV q ´
ř

iPS̃t
ppi|S̃t,wV q. Hence, it is sufficient to bound

ř

iPS‹ ppi|S‹,wV q ´
ř

iPS̃t
ppi|S̃t,wV q instead

of
ř

iPS‹ ppi|S‹,wV q ´
ř

iPSt
ppi|St,wV q.

To simplify notation, we denote Ũt as the unique U‹ P Vd{4 in S̃t. We also use EV and PV to denote
the expected value and probability, respectively, as governed by the law parameterized by wV and
under policy π. Then, we can establish a lower bound for

ř

iPS‹ ppi|S‹,wV q ´
ř

iPS̃t
ppi|S̃t,wV q

as follows:

Lemma D.1. Suppose ϵ P p0, 1{d
?
dq and define δ :“ d{4 ´ |Ũt X V |. Then, we have

ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q ě
v0K

pv0 `Keq2
¨
δϵ

2
?
d
.

For any j P V , define random variables M̃j :“
řT
t“1 1tj P Ũtu. Then, by Lemma D.1, for all

V P Vd{4, we have

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

˜

dT

4
´

ÿ

jPV

EV rM̃js

¸

. (D.2)
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Furthermore, we define Vpjq

d{4 :“ tV P Vd{4 : j P V u and Vd{4´1 :“ tV Ď rds : |V | “ d{4 ´ 1u. By
taking the average of both sides of Equation (D.2) with respect to all V P Vd{4, we obtain

1
ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q

ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

¨
1

ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

˜

dT

4
´

ÿ

jPV

EV rM̃js

¸

“
v0K

pv0 `Keq2
¨

ϵ

2
?
d

¨

˚

˝

dT

4
´

1
ˇ

ˇVd{4

ˇ

ˇ

d
ÿ

j“1

ÿ

V PVpjq

d{4

EV rM̃js

˛

‹

‚

“
v0K

pv0 `Keq2
¨

ϵ

2
?
d

¨

˝

dT

4
´

1
ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4´1

ÿ

jRV

EVYtjurM̃js

˛

‚

ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

˜

dT

4
´

ˇ

ˇVd{4´1

ˇ

ˇ

ˇ

ˇVd{4

ˇ

ˇ

max
V PVd{4´1

ÿ

jRV

EVYtjurM̃js

¸

“
v0K

pv0 `Keq2
¨

ϵ

2
?
d

˜

dT

4
´

ˇ

ˇVd{4´1

ˇ

ˇ

ˇ

ˇVd{4

ˇ

ˇ

max
V PVd{4´1

ÿ

jRV

EV rM̃js ` EVYtjurM̃js ´ EV rM̃js

¸

.

For any fixed V , we get
ř

jRV EV rM̃js ď
řd
j“1 EV rM̃js ď dT {4. Also, we have |Vd{4´1|

|Vd{4|
“

`

d
d{4´1

˘

{
`

d
d{4

˘

“
d{4

3d{4`1 ď 1
3 . Consequently, we derive that

1
ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q

ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

˜

dT

6
´ max
V PVd{4´1

ÿ

jRV

ˇ

ˇ

ˇ
EVYtjurM̃js ´ EV rM̃js

ˇ

ˇ

ˇ

¸

. (D.3)

Now we bound the term
ˇ

ˇ

ˇ
EVYtjurM̃js ´ EV rM̃js

ˇ

ˇ

ˇ
in (D.3) for any V P Vd{4´1. For simplicity, let

P “ PV and Q “ PVYtju denote the laws under wV and wVYj , respectively. Then, we have

ˇ

ˇ

ˇ
EP rM̃js ´ EQrM̃j

ı

| ď

T
ÿ

t“0

t ¨

ˇ

ˇ

ˇ
P rM̃j “ ts ´QrM̃j “ ts

ˇ

ˇ

ˇ

ď T ¨

T
ÿ

t“0

ˇ

ˇ

ˇ
P rM̃j “ ts ´QrM̃j “ ts

ˇ

ˇ

ˇ

ď T ¨ }P ´Q}TV ď T ¨

c

1

2
KLpP }Qq, (D.4)

where }P ´ Q}TV “ supA |P pAq ´ QpAq| | is the total variation distance between P and Q,
KLpP }Qq “

ş

plog dP {dQqdP is s the Kullback-Leibler (KL) divergence between P and Q, and
the last inequality holds by Pinsker’s inequality. Now, we bound the KL divergence term using the
following Lemma.

Lemma D.2. For any V P Vd{4´1 and j P rds, there exists a positive constant CKL ą 0 such that

KLpPV }QVYtjuq ď CKL ¨
v0K

pv0 `Kq2
¨
EV rM̃jsϵ

2

d
.
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Therefore, combining (D.3), (D.4), and Lemma D.2, we have
1

ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q

ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

¨

˝

dT

6
´ T

d
ÿ

j“1

d

CKL ¨
v0K

pv0 `Kq2
¨
EV rM̃jsϵ2

d

˛

‚

ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

¨

˝

dT

6
´ T

?
d ¨

g

f

f

e

d
ÿ

j“1

CKL ¨
v0K

pv0 `Kq2
¨
EV rM̃jsϵ2

d

˛

‚

ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

˜

dT

6
´ T

?
d ¨

d

CKL

4
¨

v0K

pv0 `Kq2
¨ Tϵ2

¸

,

where the second inequality is due to the Cauchy-Schwartz inequality and the last inequality holds
because

řd
j“1 EV rM̃js ď dT {4. Let C 1

KL “ CKL{4.

By setting ϵ “

b

d
144C1

KLT
¨

pv0`Kq2

v0K
, we have

sup
w

Eπw rRegT pwqs ě
v0K

pv0 `Keq2
¨

ϵ

2
?
d

˜

dT

6
´

d

C 1
KL ¨

v0K

pv0 `Kq2
dTϵ2

¸

“
v0K

pv0 `Keq2
¨

d

pv0 `Kq2

v0K
¨

1

288
a

C 1
KL

d
?
T

“ Ω

ˆ
?
v0K

v0 `K
¨ d

?
T

˙

.

This concludes the proof of Theorem 1.

D.3 Proofs of Lemmas for Theorem 1

D.3.1 Proof of Lemma D.1

Proof of Lemma D.1. Let x “ xV and x̂ “ xŨt
be the corresponding context vectors. Then, we have

ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q “
K exp

`

xJwV

˘

v0 `K exp pxJwV q
´

K exp
`

x̂JwV

˘

v0 `K exp px̂JwV q

“
v0K

`

exp
`

xJwV

˘

´ exp
`

x̂JwV

˘˘

pv0 `K exp pxJwV qq pv0 `K exp px̂JwV qq

ě
v0K

`

exp
`

xJwV

˘

´ exp
`

x̂JwV

˘˘

pv0 `Keq2
, (D.5)

where the inequality holds since max
␣

exp
`

xJwV

˘

, exp
`

x̂JwV

˘(

ď e. To further bound the
right-hand side of (D.5), we use the fact that 1 ` a ď ea ď 1 ` a ` a2{2 for all a P r0, 1s, which
can be easily shown by Taylor expansion. Thus, we get

ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q ě
v0K

`

px´ x̂qJwV ´ px̂JwV q2{2
˘

pv0 `Keq2

ě
v0K

´

δϵ{
?
d´ p

?
dϵq2{2

¯

pv0 `Keq2

ě
v0Kδϵ

2
?
dpv0 `Keq2

,

where the last inequality holds because p
?
dϵq2 ď δϵ{

?
d when ϵ P p0, 1{d

?
dq. This concludes the

proof.
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D.3.2 Proof of Lemma D.2

Proof of Lemma D.2. Fix a round t, an assortment S̃t, and Ũt. Let U “ Ũt. Define mjpS̃tq :“
ř

xUPS̃t
1tj P Uu{K. Let tpiuiPS̃tYt0u

and tqiuiPS̃tYt0u
be the probabilities of choosing item i

under parameterizations wV and wVYtju, respectively. Then, we have

KL
´

PV p¨|S̃tq}PVYtjup¨|S̃tq
¯

“
ÿ

iPS̃tYt0u

pi log
pi
qi

ď
ÿ

iPS̃tYt0u

pi
pi ´ qi
qi

ď
ÿ

iPS̃tYt0u

ppi ´ qiq
2

qi
,

where the first inequality holds because logp1 ` xq ď x for all x ą ´1.

Let x̂ “ xU . Now, we separately upper bound ppi ´ qiq
2{qi, by analyzing the following three cases:

Case 1. The outside option, i “ 0.

For i “ 0, qi ě v0
v0`Ke . Thus, we have

|pi ´ qi| “

ˇ

ˇ

ˇ

ˇ

ˇ

v0

v0 `
ř

iPS̃t
exp

`

xJ
i wV

˘ ´
v0

v0 `
ř

iPS̃t
exp

`

xJ
i wVYtju

˘

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

v0
v0 `K exp px̂JwV q

´
v0

v0 `K exp
`

x̂JwVYtju

˘

ˇ

ˇ

ˇ

ˇ

ˇ

ď
v0K

pv0 `K{eq2
ˇ

ˇexp
`

x̂JwV

˘

´ exp
`

x̂JwVYtju

˘
ˇ

ˇ

“
v0K

pv0 `K{eq2
ˇ

ˇec̄1px̂JwV ´ x̂JwVYtjuq
ˇ

ˇ

ď
v0Ke

pv0 `K{eq2
ˇ

ˇx̂J
`

wV ´ wVYtju

˘
ˇ

ˇ ď
v0Ke

pv0 `K{eq2
¨
mjpS̃tqϵ

?
d

,

where the third equality holds by applying the mean value theorem for the exponential function, with
c̄1 :“ p1 ´ uqpx̂JwV q ` upx̂JwVYtjuq for some u P p0, 1q. Then, there exist an absolute constant
C0 such that

pp0 ´ q0q2

q0
ď

v20K
2e2

pv0 `K{eq4
¨

´

mjpS̃tq
¯2

ϵ2

d
¨
v0 `Ke

v0

ď C0 ¨
v0K

2

pv0 `Kq3
¨
mjpS̃tqϵ

2

d
, (D.6)

where the last inequality holds since mjpS̃tq ď 1.

Case 2. i P S̃t and j R U .

Then, for any i P S̃t corresponding to xi “ x̂ and j R U , we have

|pi ´ qi| “

ˇ

ˇ

ˇ

ˇ

ˇ

exp
`

x̂JwV

˘

v0 `K exp px̂JwV q
´

exp
`

x̂JwVYtju

˘

v0 `K exp
`

x̂JwVYtju

˘

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0,

where the last equality holds because exp
`

x̂JwV

˘

“ exp
`

x̂JwVYtju

˘

, given that j R U . Thus, we
get

ÿ

iPS̃t,jRU

ppi ´ qiq
2

qi
“ 0, (D.7)

Case 3. i P S̃t and j P U .
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Recall that for any i P S̃t, qi ě e´1

v0`Ke . Then, for any i P S̃t corresponding to xi “ x̂ and j P U , we
have

|pi ´ qi| “

ˇ

ˇ

ˇ

ˇ

ˇ

exp
`

x̂JwV

˘

v0 `K exp px̂JwV q
´

exp
`

x̂JwVYtju

˘

v0 `K exp
`

x̂JwVYtju

˘

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

exp pc̄2q

v0 `K exp pc̄2q
¨ x̂J

`

wV ´ wVYtju

˘

´
K exp p2c̄2q

pv0 `K exp pc̄2qq
2 ¨ x̂J

`

wV ´ wVYtju

˘

ˇ

ˇ

ˇ

ˇ

ˇ

“
exp pc̄2q v0

pv0 `K exp pc̄2qq
2

ˇ

ˇx̂J
`

wV ´ wVYtju

˘
ˇ

ˇ

ď
v0e

pv0 `K{eq2
ˇ

ˇx̂J
`

wV ´ wVYtju

˘
ˇ

ˇ ď
v0e

pv0 `K{eq2
¨
mjpS̃tqϵ

?
d

,

the second equality holds by applying the mean value theorem, with c̄2 :“ p1 ´ uqpx̂JwV q `

upx̂JwVYtjuq for some u P p0, 1q. Then, there exist an absolute constant C1 such that

ÿ

iPS̃t,jPU

ppi ´ qiq
2

qi
ď KmjpS̃tq ¨

v20e
2

pv0 `K{eq4
¨

´

mjpS̃tq
¯2

ϵ2

d
¨
v0 `Ke

e´1

ď C1 ¨
v20K

pv0 `Kq3
¨
mjpS̃tqϵ

2

d
, (D.8)

where the last inequality holds since mjpS̃tq ď 1.

Combining (D.6), (D.7), and (D.8), we derive that

ÿ

iPS̃tYt0u

ppi ´ qiq
2

qi
ď

ˆ

C0 ¨
v0K

2

pv0 `Kq3
` C1 ¨

v20K

pv0 `Kq3

˙

¨
mjpS̃tqϵ

2

d

ď maxtC0, C1u ¨
v0K

pv0 `Kq2
¨
mjpS̃tqϵ

2

d

“ CKL ¨
v0K

pv0 `Kq2
¨
mjpS̃tqϵ

2

d
,

where CKL “ maxtC0, C1u. Since M̃j “
řT
t“1mjpS̃tq by definition, and subsequently summing

over all t “ 1 to T , we have

KL
`

PV }QVYtju

˘

“

T
ÿ

t“1

EV
”

KL
´

PV p¨|S̃tq}PVYtjup¨|S̃tq
¯ı

ď CKL ¨
v0K

pv0 `Kq2
¨
EV rM̃jsϵ

2

d
,

where the equality holds by the chain rule of relative entropy (cf. Exercise 14.11 of Lattimore and
Szepesvári [32]). This concludes the proof.

E Proof of Theorem 2

In this section, we present the proof of Theorem 2. Note that when the rewards are uniform, the
revenue increases as a function of the assortment size. Therefore, maximizing the expected revenue
RtpS,wq across all possible assortments S P S always contains exactly K items. In other words, the
size of the chosen assortment St and the size of the optimal assortment S‹

t both equal to K.

E.1 Main Proof of Theorem 2

Before presenting the proof, we introduce useful lemmas, whose proof can be found in Appendix E.2.
Lemma E.1 shows the optimistic utility for the context vectors.
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Lemma E.1. Let αti “ xJ
tiwt ` βtpδq}xti}H´1

t
. If w‹ P Ctpδq, then we have

0 ď αti ´ xJ
tiw

‹ ď 2βtpδq}xti}H´1
t
.

Lemma E.3 is a K-free elliptical potential lemma that improves upon the one presented in
Lemma 10 of Perivier and Goyal [44] in terms of K. Lemma 10 of Perivier and Goyal
[44] states:

řt
s“1

ř

iPSs
pspi|Ss,w

‹qpsp0|Ss,w
‹q}xsi}

2
Hspw‹q´1 ď 2dK log

`

λt`1 ` 2tK
d

˘

and
řt
s“1 maxiPSs

}xsi}
2
Hspw‹q´1 ď 2d

`

K ` 1
κ

˘

log
`

λt`1 ` 2tK
d

˘

, where Htpwq “
řt´1
s“1 Gspwq `

λtId.

Lemma E.2. Let Ht “ λId `
řt´1
s“1 Gspws`1q, where Gspwq “

ř

iPSs
pspi|Ss,wqxsix

J
si ´

ř

iPSs

ř

jPSs
pspi|Ss,wqpspj|Ss,wqxsix

J
sj . Suppose λ ě 1. Then the following statements hold

true:

(1)
řt
s“1

ř

iPSs
pspi|Ss,ws`1qpsp0|Ss,ws`1q}xsi}

2
H´1

s
ď 2d log

`

1 ` t
dλ

˘

,

(2)
řt
s“1 maxiPSs }xsi}

2
H´1

s
ď 2

κd log
`

1 ` t
dλ

˘

.

Moreover, we provide a tighter bound for the second derivative of the expected revenue than that
presented in Lemma 12 of Perivier and Goyal [44]. Lemma 12 of Perivier and Goyal [44] states:
ˇ

ˇ

ˇ

B
2Q

BiBj

ˇ

ˇ

ˇ
ď 5.

Lemma E.3. Define Q : RK Ñ R, such that for any u “ pu1, . . . , uKq P RK , Qpuq “
řK
i“1

exppuiq

v0`
řK

k“1 exppukq
. Let pipuq “

exppuiq

v0`
řK

k“1 exppukq
. Then, for all i P rKs, we have

ˇ

ˇ

ˇ

ˇ

B2Q

BiBj

ˇ

ˇ

ˇ

ˇ

ď

"

3pipuq if i “ j,

2pipuqpjpuq if i ‰ j.

Now, we are ready to prove Theorem 2.

Proof of Theorem 2. First, we bound the regret as follows:

T
ÿ

t“1

RtpS
‹
t ,w

‹q ´RtpSt,w
‹q “

T
ÿ

t“1

»

–

ÿ

iPS‹
t

ptpi|S
‹
t ,w

‹q ´
ÿ

iPSt

ptpi|St,w
‹q

fi

fl

“

T
ÿ

t“1

«

ř

iPS‹
t
exppxJ

tiw
‹q

v0 `
ř

jPS‹
t
exppxJ

tjw
‹q

´

ř

iPSt
exppxJ

tiw
‹q

v0 `
ř

jPSt
exppxJ

tjw
‹q

ff

ď

T
ÿ

t“1

«

ř

iPS‹
t
exppαtiq

v0 `
ř

jPS‹
t
exppαtjq

´

ř

iPSt
exppxJ

tiw
‹q

v0 `
ř

jPSt
exppxJ

tjw
‹q

ff

ď

T
ÿ

t“1

«

ř

iPSt
exppαtiq

v0 `
ř

jPSt
exppαtjq

´

ř

iPSt
exppxJ

tiw
‹q

v0 `
ř

jPSt
exppxJ

tjw
‹q

ff

“

T
ÿ

t“1

R̃tpStq ´RtpSt,w
‹q,

where the first inequality holds by Lemma E.1, and the last inequality holds by the assortment
selection of Algorithm 1.

Now, we define Q : RK Ñ R, such that for all u “ pu1, . . . , uKqJ P RK , Qpuq “
řK
i“1

exppuiq

v0`
řK

j“1 exppujq
. Noting that St always contains K elements since the expected revenue

is an increasing function in the uniform reward setting, we can write St “ ti1, . . . , iKu. More-
over, for all t ě 1, let ut “ puti1 , . . . utiK qJ “ pαti1 , . . . , αtiK qJ and u‹

t “ pu‹
ti1
, . . . u‹

tiK
qJ “
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pxJ
ti1

w‹, . . . , xJ
tiK

w‹qJ. Then, by a second order Taylor expansion, we have

T
ÿ

t“1

R̃tpStq ´RtpSt,w
‹q “

T
ÿ

t“1

Qputq ´Qpu‹
t q

“

T
ÿ

t“1

∇Qpu‹
t qJput ´ u‹

t q

looooooooooooomooooooooooooon

(A)

`
1

2

T
ÿ

t“1

put ´ u‹
t qJ∇2Qpūtqput ´ u‹

t q

loooooooooooooooooooooomoooooooooooooooooooooon

(B)

,

(E.1)

where ūt “ pūti1 , . . . , ūtiK qJ P RK is the convex combination of ut and u‹
t .

First, we bound the term (A).

T
ÿ

t“1

∇Qpu‹
t qJput ´ u‹

t q

“

T
ÿ

t“1

ÿ

iPSt

exppxJ
tiw

‹q

v0 `
ř

kPSt
exppxJ

tkw
‹q

puti ´ u‹
tiq ´

ÿ

iPSt

ÿ

jPSt

exppxJ
tiw

‹q exppxJ
tjw

‹q

pv0 `
ř

kPSt
exppxJ

tkw
‹qq2

puti ´ u‹
tiq

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qputi ´ u‹

tiq ´
ÿ

iPSt

ÿ

jPSt

ptpi|St,w
‹qptpj|St,w

‹qputi ´ u‹
tiq

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q

˜

1 ´
ÿ

jPSt

ptpj|St,w
‹q

¸

puti ´ u‹
tiq

“

T
ÿ

t“1

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹qputi ´ u‹
tiq

ď

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q2βtpδq}xti}H´1
t

ď 2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t
, (E.2)

where the first inequality holds by Lemma E.1, and the last inequality holds because βtpδq is
increasing for t P rT s.

Now we bound the term (B). Let pipūtq “
exppūtiq

v0`
řK

k“1 exppūtkq
. Then, we have

1

2

T
ÿ

t“1

put ´ u‹
t qJ∇2Qpūtqput ´ u‹

t q

“
1

2

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt

puti ´ u‹
tiq

B2Q

BiBj
putj ´ u‹

tjq

“
1

2

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt,j‰i

puti ´ u‹
tiq

B2Q

BiBj
putj ´ u‹

tjq `
1

2

T
ÿ

t“1

ÿ

iPSt

puti ´ u‹
tiq

B2Q

BiBi
puti ´ u‹

tiq

ď

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt,j‰i

|uti ´ u‹
ti|pipūtqpjpūtq|utj ´ u‹

tj | `
3

2

T
ÿ

t“1

ÿ

iPSt

puti ´ u‹
tiq

2pipūtq, (E.3)
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where the inequality is by Lemma E.3. To bound the first term in (E.3), by applying the AM-GM
inequality, we get

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt,j‰i

|uti ´ u‹
ti|pipūtqpjpūtq|utj ´ u‹

tj |

ď

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt

|uti ´ u‹
ti|pipūtqpjpūtq|utj ´ u‹

tj |

ď
1

2

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt

puti ´ u‹
tiq

2pipūtqpjpūtq `
1

2

ÿ

iPSt

ÿ

jPSt

putj ´ u‹
tjq

2pipūtqpjpūtq

ď

T
ÿ

t“1

ÿ

iPSt

puti ´ u‹
tiq

2pipūtq. (E.4)

By plugging (E.4) into (E.3), we have

1

2

T
ÿ

t“1

put ´ u‹
t qJ∇2Qpūtqput ´ u‹

t q ď
5

2

T
ÿ

t“1

ÿ

iPSt

puti ´ u‹
tiq

2pipūtq

ď 10
T
ÿ

t“1

ÿ

iPSt

pipūtqβtpδq2}xti}
2
H´1

t

ď 10
T
ÿ

t“1

max
iPSt

βtpδq2}xti}
2
H´1

t

ď 10βT pδq2
T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t
, (E.5)

where the second inequality holds by Lemma E.1. Combining the upper bound for the terms (A) and
(B), with probability at least 1 ´ δ, we have

T
ÿ

t“1

R̃tpStq ´RtpSt,w
‹q ď 2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t

` 10βT pδq2
T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t
. (E.6)

Now, we bound each term of (E.6) respectively. For the first term, we decompose it as follows:

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q}xti}H´1
t

`

T
ÿ

t“1

ÿ

iPSt

pptpi|St,w
‹q ´ ptpi|St,wt`1qq ptp0|St,wt`1q}xti}H´1

t

`

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q pptp0|St,w

‹q ´ ptp0|St,wt`1qq }xti}H´1
t
. (E.7)
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To bound the first term on the right-hand side of (E.7), we apply the Cauchy-Schwarz inequality.

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q}xti}H´1
t

ď

g

f

f

e

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q

g

f

f

e

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q}xti}2H´1
t

ď

?
v0K

pv0 `Ke´1q

?
T

g

f

f

e

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q}xti}2H´1
t

ď

?
v0K

pv0 `Ke´1q

d

T ¨ 2d log

ˆ

1 `
T

dλ

˙

, (E.8)

where the last inequality holds by Lemma E.2.

Now, we bound the second term on the right-hand side of (E.7). Let the virtual context for the outside
option be xt0 “ 0. Then, by the mean value theorem, there exists ξt “ p1 ´ cqw‹ ` cwt`1 for some
c P p0, 1q such that

ÿ

iPSt

pptpi|St,w
‹q ´ ptpi|St,wt`1qq ptp0|St,wt`1q}xti}H´1

t

“
ÿ

iPSt

∇ptpi|St, ξtqJpw‹ ´ wt`1qptp0|St,wt`1q}xti}H´1
t

“
ÿ

iPSt

˜

ptpi|St, ξtqxti ´ ptpi|St, ξtq
ÿ

jPSt

ptpj|St, ξtqxtj

¸J

pw‹ ´ wt`1qptp0|St,wt`1q}xti}H´1
t

ď
ÿ

iPSt

ptpi|St, ξtq
ˇ

ˇxJ
tipw

‹ ´ wt`1q
ˇ

ˇ ptp0|St,wt`1q}xti}H´1
t

`
ÿ

iPSt

ptpi|St, ξtq}xti}H´1
t

ÿ

jPSt

ptpj|St, ξtq
ˇ

ˇxJ
tjpw

‹ ´ wt`1q
ˇ

ˇ ptp0|St,wt`1q

ď
ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
}w‹ ´ wt`1}Ht `

˜

ÿ

iPSt

ptpi|St, ξtq}xti}H´1
t

¸2

}w‹ ´ wt`1}Ht .

Then, since xt0 “ 0, we can further bound the right-hand side as:

ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
}w‹ ´ wt`1}Ht `

˜

ÿ

iPSt

ptpi|St, ξtq}xti}H´1
t

¸2

}w‹ ´ wt`1}Ht

“
ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
}w‹ ´ wt`1}Ht

`

¨

˝

ÿ

iPStYt0u

ptpi|St, ξtq}xti}H´1
t

˛

‚

2

}w‹ ´ wt`1}Ht

ď
ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
}w‹ ´ wt`1}Ht

`
ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
}w‹ ´ wt`1}Ht

ď 2
ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
}w‹ ´ wt`1}Ht

ď 2βtpδq
ÿ

iPSt

ptpi|St, ξtq}xti}
2
H´1

t
ď 2βtpδqmax

iPSt

}xti}
2
H´1

t
,
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where the first inequality holds due to Jensen’s inequality and the second-to-last inequality holds by
Lemma 1. Hence, we get

T
ÿ

t“1

ÿ

iPSt

pptpi|St,w
‹q ´ ptpi|St,wt`1qq ptp0|St,wt`1q}xti}H´1

t
ď 2βT pδq

T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t

ď
4d

κ
βT pδq log

ˆ

1 `
T

dλ

˙

(E.9)
where the last inequality holds by Lemma E.2.

Finally, we bound the third term on the right-hand side of (E.7). By the mean value theorem, there
exists ξ1

t “ p1 ´ c1qw‹ ` c1wt`1 for some c1 P p0, 1q such that
ÿ

iPSt

ptpi|St,w
‹q pptp0|St,w

‹q ´ ptp0|St,wt`1qq }xti}H´1
t

“
ÿ

iPSt

ptpi|St,w
‹q∇ptp0|St, ξ

1
tq

Jpw‹ ´ wt`1q}xti}H´1
t

“ ´
ÿ

iPSt

ptpi|St,w
‹qptp0|St, ξ

1
tq

ÿ

jPSt

ptpj|St, ξ
1
tqx

J
tjpw

‹ ´ wt`1q}xti}H´1
t

ď
ÿ

iPSt

ptpi|St,w
‹q}xti}H´1

t
ptp0|St, ξ

1
tq

ÿ

jPSt

ptpj|St, ξ
1
tq}xtj}H´1

t
}w‹ ´ wt`1}Ht

ď
ÿ

iPSt

ptpi|St,w
‹q}xti}H´1

t

ÿ

jPSt

ptpj|St, ξ
1
tq}xtj}H´1

t
}w‹ ´ wt`1}Ht

ď βtpδq
ÿ

iPSt

ptpi|St,w
‹q}xti}H´1

t

ÿ

jPSt

ptpj|St, ξ
1
tq}xtj}H´1

t

ď βtpδq

ˆ

max
iPSt

}xti}H´1
t

˙2

“ βtpδqmax
iPSt

}xti}
2
H´1

t
,

where the third inequality holds by Lemma 1, and the last inequality holds since pmaxi aiq
2 “

maxi a
2
i for any ai ě 0. Therefore, we have

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q pptp0|St,w

‹q ´ ptp0|St,wt`1qq }xti}H´1
t

ď βT pδq

T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t

ď
2d

κ
βT pδq log

ˆ

1 `
T

dλ

˙

,

(E.10)
where the last inequality holds by Lemma E.2. By plugging (E.8), (E.9), and (E.10) into (E.7) and
multiplying 2βT pδq, we get

2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t

ď 2
?
2

?
v0K

pv0 `Ke´1q
βT pδq

?
dT

d

log

ˆ

1 `
T

dλ

˙

`
12d

κ
βT pδq2 log

ˆ

1 `
T

dλ

˙

. (E.11)

Moreover, by applying Lemma E.2, we can directly bound the second term of (E.6).

10βT pδq2
T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t
ď 10βT pδq2 ¨

2

κ
d log

ˆ

1 `
T

dλ

˙

. (E.12)

Finally, plugging (E.11) and (E.12) into (E.6), we obtain

RegT pw‹q ď 2
?
2

?
v0K

pv0 `Ke´1q
βT pδq

?
dT

d

log

ˆ

1 `
T

dλ

˙

`
32d

κ
βT pδq2 log

ˆ

1 `
T

dλ

˙

“ Õ
ˆ

?
v0K

v0 `K
d

?
T `

1

κ
d2
˙

,
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where βT pδq “ O
´?

d log T logK
¯

. This concludes the proof of Theorem 2.

Remark E.1. If the boundedness assumption on the parameter is relaxed to }w}2 ď B, since

βtpδq “ O
´

B
?
d log t logK `B3{2

?
d logK

¯

(refer Corollary F.1), we have RegT pw‹q “

Õ
´

B3{2eB
?
v0K

v0`K d
?
T ` 1

κd
2
¯

. It’s important to note that one of our main goals is to explicitly

demonstrate the regret depends on K and v0. In deriving such a result, the dependence on eB is
unavoidable to our best knowledge. Note that for non-uniform rewards, the regret bound does not
depend on eB (refer Remark H.1).

E.2 Proofs of Lemmas for Theorem 2

E.2.1 Proof of Lemma E.1

Proof of Lemma E.1. Under the condition w‹ P Ctpδq, we have
ˇ

ˇxJ
tiwt ´ xJ

tiw
‹
ˇ

ˇ ď }xti}H´1
t

}wt ´ w‹}Ht ď βtpδq}xti}H´1
t
,

where the first inequality is by the Hölder’s inequality, and the last inequality holds by Lemma 1.
Hence, it follows that

αti ´ xJ
tiw

‹ “ xJ
tiwt ´ xJ

tiw
‹ ` βtpδq}xti}H´1

t
ď 2βtpδq}xti}H´1

t
.

Moreover, from xJ
tiwt ´ xJ

tiw
‹ ě ´βtpδq}xti}H´1

t
, we also have

αti ´ xJ
tiw

‹ “ xJ
tiwt ´ xJ

tiw
‹ ` βtpδq}xti}H´1

t
ě 0.

This concludes the proof.

E.2.2 Proof of Lemma E.2

Proof of Lemma E.2. Since xxJ ` yyJ ľ xyJ ` yxJ for any x, y P Rd, it follows that

Gspws`1q

“
ÿ

iPSs

pspi|Ss,ws`1qxsix
J
si ´

ÿ

iPSs

ÿ

jPSs

pspi|Ss,ws`1qpspj|Ss,ws`1qxsix
J
sj

“
ÿ

iPSs

pspi|Ss,ws`1qxsix
J
si ´

1

2

ÿ

iPSs

ÿ

jPSs

pspi|Ss,ws`1qpspj|Ss,ws`1qpxsix
J
sj ` xsjx

J
siq

ľ
ÿ

iPSs

pspi|Ss,ws`1qxsix
J
si ´

1

2

ÿ

iPSs

ÿ

jPSs

pspi|Ss,ws`1qpspj|Ss,ws`1qpxsix
J
si ` xsjx

J
sjq

“
ÿ

iPSs

pspi|Ss,ws`1qxsix
J
si ´

ÿ

iPSs

ÿ

jPSs

pspi|Ss,ws`1qpspj|Ss,ws`1qxsix
J
si.

Hence, we have

Gspws`1q ľ
ÿ

iPSs

pspi|Ss,ws`1q

˜

1 ´
ÿ

jPSs

pspj|Ss,ws`1q

¸

xsix
J
si

“
ÿ

iPSs

pspi|Ss,ws`1qpsp0|Ss,ws`1qxsix
J
si, (E.13)

which implies that

Ht`1 ľ Ht `
ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1qxtix
J
ti.

Then, we get

det pHt`1q ě det pHtq

˜

1 `
ÿ

iPSt

ptpi|St,wt`1qp0pi|St,wt`1q}xti}
2
H´1

t

¸

.
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Since λ ě 1, for all t ě 1, we have
ř

iPSt
ptpi|St,wt`1qp0pi|St,wt`1q}xti}

2
H´1

t

ď 1. Then, using

the fact that z ď 2 logp1 ` zq for any z P r0, 1s, we get

t
ÿ

s“1

ÿ

iPSs

pspi|Ss,ws`1qpsp0|Ss,ws`1q}xsi}
2
H´1

s

ď 2
t
ÿ

s“1

log
´

1 ` pspi|Ss,ws`1qpsp0|Ss,ws`1q}xsi}
2
H´1

s

¯

ď 2
t
ÿ

s“1

log

ˆ

detpHs`1q

detpHsq

˙

ď 2d log

ˆ

trpHt`1q

dλ

˙

ď 2d log

ˆ

1 `
t

dλ

˙

.

This proves the first inequality.

To establish the proof for the second inequality, we return to (E.13):

Gspws`1q ľ
ÿ

iPSs

pspi|Ss,ws`1qpsp0|Ss,ws`1qxsix
J
si ľ κ

ÿ

iPSs

xsix
J
si,

which implies that

Ht`1 “ Ht ` Gtpwt`1q ľ Ht ` κ
ÿ

iPSt

xtix
J
ti.

Since λ ě 1, for all t ě 1, we have κmaxiPSt
}xti}

2
H´1

t

ď κ. We then conclude on the same way:

t
ÿ

s“1

max
iPSs

}xsi}
2
H´1

s
ď

2

κ

t
ÿ

s“1

log

ˆ

1 ` κmax
iPSs

}xsi}
2
H´1

s

˙

ď
2

κ

t
ÿ

s“1

log

ˆ

detpHs`1q

detpHsq

˙

ď
2

κ
d log

ˆ

1 `
t

dλ

˙

,

which proves the second inequality.

E.2.3 Proof of Lemma E.3

Proof of Lemma E.3. Let i, j P rKs. We first have

BQ

Bi
“

eui

v0 `
řK
k“1 e

uk

´
eui

´

řK
k“1 e

uk

¯

pv0 `
řK
k“1 e

ukq2

Then, we get

B2Q

BiBj

“
1i“je

ui

v0 `
řK
k“1 e

uk

´
euieuj

pv0 `
řK
k“1 e

ukq2
´

1i“je
ui

´

řK
k“1 e

uk

¯

` euieuj

pv0 `
řK
k“1 e

ukq2

`

eui

´

řK
k“1 e

uk

¯

2euj

´

v0 `
řK
k“1 e

uk

¯

pv0 `
řK
k“1 e

ukq4

“
1i“je

ui

v0 `
řK
k“1 e

uk

´
euieuj

pv0 `
řK
k“1 e

ukq2
´
1i“je

ui

´

řK
k“1 e

uk

¯

`euieuj

pv0 `
řK
k“1 e

ukq2
`
eui

´

řK
k“1 e

uk

¯

2euj

pv0 `
řK
k“1 e

ukq3
.
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Let pipuq “ eui

v0`
řK

k“1 e
uk

and p0puq “ v0
v0`

řK
k“1 e

uk
. For i “ j, we have

ˇ

ˇ

ˇ

ˇ

B2Q

BiBj

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

pipuq ´ pipuqpjpuq ´ pipuq

řK
k“1 e

uk

v0 `
řK
k“1 e

uk

´ pipuqpjpuq

` 2pipuqpjpuq

řK
k“1 e

uk

v0 `
řK
k“1 e

uk

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

pipuqp0puq ´ 2pipuqpjpuq ` 2pipuqpjpuq

řK
k“1 e

uk

v0 `
řK
k“1 e

uk

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

pipuqp0puq ´ 2pipuqpjpuqp0puq

ˇ

ˇ

ˇ

ˇ

ď 3pipuq

For i ‰ j, we have
ˇ

ˇ

ˇ

ˇ

B2Q

BiBj

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

´ pipuqpjpuq ´ pipuqpjpuq ` 2pipuqpjpuq

řK
k“1 e

uk

v0 `
řK
k“1 e

uk

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

´ 2pipuqpjpuqp0puq

ˇ

ˇ

ˇ

ˇ

ď 2pipuqpjpuq.

This concludes the proof.

F Proof of Lemma 1

In this section, we provide the proof of Lemma 1. First, we present the main proof of Lemma 1,
followed by the proof of the technical lemma utilized within the main proof.

F.1 Main Proof of Lemma 1

Proof of Lemma 1. The proof is similar to the analysis presented in Zhang and Sugiyama [53].
However, their MNL choice model is constructed using a shared context xt and varying parameters
across the choices w‹

1, . . . ,w
‹
K , whereas our approach considers an MNL choice model that shares

the parameter w‹ across the choices and has varying contexts for each item in the assortment S,
xt1, . . . xti|S|

. Moreover, Zhang and Sugiyama [53] only consider a fixed assortment size, whereas
we consider a more general setting where the assortment size can vary in each round t. We denote
Kt “ |St| in the proof of Lemma 1. Note that Kt ď K for all t ě 1.

Lemma F.1. Let the update rule be

wt`1 “ argmin
wPW

ℓ̃tpwq `
1

2η
}w ´ wt}

2
Ht
,

where ℓ̃tpwq “ ℓtpwtq`xw´wt,∇ℓtpwtqy` 1
2}w´wt}

2
∇2ℓtpwtq

andHt “ λId`
řt´1
s“1 Gspws`1q.

Let η “ 1
2 logpK ` 1q ` 2 and λ ą 0. Then, we have

}wt`1 ´ w‹}2Ht`1
ď 2η

˜

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓspws`1q

¸

` 4λ` 12
?
2η

t
ÿ

s“1

}ws`1 ´ ws}
2
2

´

t
ÿ

s“1

}ws`1 ´ ws}
2
Hs
. (F.1)

We first bound the first term in (F.1). For simplicity, we define the softmax function at round t
σtpzq : RKt Ñ RKt as follows:

rσtpzqsi “
expprzsiq

v0 `
řKt

k“1 expprzskq
, @i P rKts, (F.2)
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where r¨si denotes i’th element of the input vector. We denote the probability of choosing the
outside option as rσtpzqs0 “ v0

v0`
řKt

k“1 expprzskq
. Although rσtpzqs0 is not the output of the softmax

function σtpzq, we represent it in a form similar to that in (F.2) for simplicity. Then, the user choice
model in (1) can be equivalently expressed as ptpi|St,wq “

“

σt
`

pxJ
tjwqjPSt

˘‰

i
for all i P rKts

and ptp0|St,wq “
“

σt
`

pxJ
tjwqjPSt

˘‰

0
. Furthermore, the loss function (2) can also be written as

ℓpzt,ytq “
řKt

k“0 1 tyti “ 1u ¨ log
´

1
rσtpztqsk

¯

.

Define a pseudo-inverse function of σtp¨q as σ`
t : RKt Ñ RKt , where rσ`

t pqqsi “

log pqi{p1 ´ }q}1qq for any q P tp P r0, 1sKt | }p}1 ă 1u. Then, inspired by the previous
studies on binary logistic bandit [23], we decompose the regret into two terms by introducing an
intermediate term.

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓspws`1q “

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓpz̃s,ysq

looooooooooooooomooooooooooooooon

paq

`

t
ÿ

s“1

ℓpz̃s,ysq ´

t
ÿ

s“1

ℓspws`1q

looooooooooooooooomooooooooooooooooon

pbq

, (F.3)

where z̃s :“ σ`
s

`

Ew„Ps

“

σs
`

pxJ
sjwqjPSs

˘‰˘

, and Ps :“ N pws, cH
´1
s q is the Gaussian distribution

with mean ws and covariance matrix cH´1
s , where c ą 0 is a positive constant to be specified later.

We first show that the term paq is bounded by O
`

logKplog tq2
˘

with high probability.

Lemma F.2. Let δ P p0, 1s. Under Assumptions 1, for all t P rT s, with probability at least 1 ´ δ, we
have

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓpz̃s,ysq ď 11 ¨ p3 logp1 ` pK ` 1qtq ` 3q log

ˆ

2
?
1 ` 2t

δ

˙

` 2.

Furthermore, we can bound the term pbq by the following lemma.

Lemma F.3. For any c ą 0, let λ ě maxt2, 72cdu. Then, under Assumption 1, for all t ě 1, we
have

t
ÿ

s“1

pℓpz̃s,ysq ´ ℓspws`1qq ď
1

2c

t
ÿ

s“1

}ws ´ ws`1}2Hs
`

?
6cd log

ˆ

1 `
t` 1

2λ

˙

.

Now, we are ready to prove the Lemma 1. By combining Lemma F.1, Lemma F.2, and Lemma F.3,
we derive that

}wt`1 ´ w‹}2Ht`1

ď 2η

«

11 ¨ p3 logp1 ` pK ` 1qtq ` 3q log

ˆ

2
?
1 ` 2t

δ

˙

` 2 `
?
6cd log

ˆ

1 `
t` 1

2λ

˙

ff

`4λ` 12
?
2η

t
ÿ

s“1

}ws`1 ´ ws}
2
2 `

´η

c
´1

¯

t
ÿ

i“1

}ws`1 ´ ws}
2
Hs

ď 2η

«

11 ¨ p3 logp1 ` pK ` 1qtq ` 3q log

ˆ

2
?
1 ` 2t

δ

˙

` 2 `
?
6cd log

ˆ

1 `
t` 1

2λ

˙

ff

`4λ“: β1
t`1pδq2 “ O

`

dplog t logKq2
˘

, (F.4)

where the second inequality holds because by setting c “ 7η{6 and λ ě maxt84
?
2η, 84dηu, we

obtain:

12
?
2η

t
ÿ

s“1

}ws`1 ´ ws}
2
2 `

´η

c
´1

¯

t
ÿ

i“1

}ws`1 ´ ws}
2
Hs

“ 12
?
2η

t
ÿ

s“1

}ws`1 ´ ws}
2
2 ´

1

7

t
ÿ

i“1

}ws`1 ´ ws}
2
Hs

ď

ˆ

12
?
2η ´

λ

7

˙ t
ÿ

s“1

}ws`1 ´ ws}
2
2 ď 0,
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where the first inequality holds since Hs ľ λId.

By setting η “ 1
2 logpK ` 1q ` 2 and λ “ 84

?
2dη, we derive that

}wt ´ w‹}Ht
ď }wt ´ wt`1}Ht

` }wt`1 ´ w‹}Ht

ď }wt ´ wt`1}Ht ` }wt`1 ´ w‹}Ht`1

ď }wt ´ wt`1}Ht ` β1
t`1pδq

ď
2η

λ
` β1

t`1pδq :“ βtpδq “ O
´?

d log t logK
¯

.

where the third inequality follows from the definition ofβ1
t`1pδq in Equation (F.4), and the last

inequality holds by Lemma F.9.

This concludes the proof of Lemma 1.

Corollary F.1. If the boundedness assumption on the parameter is relaxed to }w}2 ď B, then

βtpδq “ O
´

B
?
d log t logK `B3{2

?
d logK

¯

.

Proof of Corollary F.1. When }w}2 ď B, following the same analysis as in Lemma 1, we can set
η “ 1

2 logpK ` 1q `B ` 1, c “ 7η{6, and λ “ OpdB logKq. Under these settings, we have

}wt`1 ´ w‹}2Ht`1

ď 2η

«

11 ¨ p3 logp1 ` pK ` 1qtq ` 3q log

ˆ

2
?
1 ` 2t

δ

˙

` 2 `
?
6cd log

ˆ

1 `
t` 1

2λ

˙

ff

`4B2λ

“ O
´

B
?
d log t logK `B3{2

a

d logK
¯

.

which concludes the proof.

F.2 Proofs of Lemmas for Lemma 1

F.2.1 Proof of Lemma F.1

Proof of Lemma F.1. Let ℓ̃spwq “ ℓspwsq`x∇ℓspwsq,w´wsy` 1
2}w´ws}

2
∇2ℓspwsq

be a second-
order approximation of the original function ℓspwq at the point ws. The update rule (3) can also be
expressed as

ws`1 “ argmin
wPW

ℓ̃spwq `
1

2η
}w ´ ws}

2
Hs
.

Then, by Lemma F.4, we have

x∇ℓ̃spws`1q,ws`1 ´ w‹y ď
1

2η

`

}ws ´ w‹}2Hs
´ }ws`1 ´ w‹}2Hs

´ }ws`1 ´ ws}
2
Hs

˘

. (F.5)

To utilize Lemma F.6, we can rewrite the loss function as ℓ
`

pxJ
siwqiPSs

,ys
˘

“ ℓspwq. Consequently,
according to Lemma F.6, it follows that

ℓspws`1q ´ ℓspw
‹q ď x∇ℓspws`1q,ws`1 ´ w‹y ´

1

ζ
}ws`1 ´ w‹}2∇2ℓspws`1q, (F.6)

where ζ “ logpK ` 1q ` 4. Then, by combining (F.5) and (F.6), we have

ℓspws`1q ´ ℓspw
‹q ď x∇ℓspws`1q ´ ∇ℓ̃spws`1q,ws`1 ´ w‹y

`
1

ζ

´

}ws ´ w‹}2Hs
´ }ws`1 ´ w‹}2Hs`1

´ }ws`1 ´ ws}
2
Hs

¯

.

34

109036https://doi.org/10.52202/079017-3461



In above, we can further bound the first term of the right-hand side as:

x∇ℓspws`1q´∇ℓ̃spws`1q,ws`1 ´ w‹y

“ x∇ℓspws`1q ´ ∇ℓspwsq ´ ∇2ℓspwsqpws`1 ´ wsq,ws`1 ´ w‹y

“ xD3ℓspξs`1qrws`1 ´ wsspws`1 ´ wsq,ws`1 ´ w‹y

ď 3
?
2}ws`1 ´ w‹}2}ws`1 ´ ws}

2
∇2ℓspξs`1q

ď 6
?
2}ws`1 ´ ws}

2
∇2ℓspξs`1q

ď 6
?
2}ws`1 ´ ws}

2
2

where in the second equality, we apply the Taylor expansion by introducing ξs`1, a convex combina-
tion of ws`1 and ws. The first inequality follows from Lemma C.1 and Proposition C.1, the second
inequality holds by Assumption 1, and the last inequality holds because

∇2ℓspξs`1q “ Gspξs`1q

“
ÿ

iPSs

pspi|Ss, ξs`1qxsix
J
si ´

ÿ

iPSs

ÿ

jPSs

pspi|Ss, ξs`1qpspj|Ss, ξs`1qxsix
J
sj

“
ÿ

iPSsYt0u

pspi|Ss, ξs`1qxsix
J
si ´

ÿ

iPSsYt0u

ÿ

jPSsYt0u

pspi|Ss, ξs`1qpspj|Ss, ξs`1qxsix
J
sj

“ Ei„psp¨|S,ξs`1q

“

xsix
J
si

‰

´ Ei„psp¨|Ss,ξs`1q rxsis
`

Ei„psp¨|Ss,ξs`1q rxsis
˘J

ĺ Ei„psp¨|Ss,ξs`1q

“

xsix
J
si

‰

ĺ Id,

where the third equality holds by setting xs0 “ 0 for all s ě 1.

Now, by taking the summation over s and rearranging the terms, we obtain

}wt`1 ´ w‹}2Ht`1

ď ζ

˜

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓspws`1q

¸

` }w1 ´ w‹}2H1
` 6

?
2ζ

t
ÿ

s“1

}ws`1 ´ ws}
2
2

´

t
ÿ

s“1

}ws`1 ´ ws}
2
Hs

ď ζ

˜

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓspws`1q

¸

` 4λ` 6
?
2ζ

t
ÿ

s“1

}ws`1 ´ ws}
2
2 ´

t
ÿ

s“1

}ws`1 ´ ws}
2
Hs
,

where the last inequality holds since }w1 ´ w‹}2H1
ď λ}w1 ´ w‹}22 ď 4λ. Plugging in ζ “ 2η, we

conclude the proof.

F.2.2 Proof of Lemma F.2

Proof of Lemma F.2. Since the norm of z̃s “ σ`
s

`

Ew„Ps

“

σs
`

pxJ
sjwqjPSs

˘‰˘

is unbounded
in general, as suggested by Foster et al. [25], we use the smoothed version z̃µs “

σ`
s

`

smoothµs Ew„Ps

“

σs
`

pxJ
sjwqjPSs

˘‰˘

as an intermediate-term, where the smooth function is
defined by smoothµs pqq “ p1 ´ µqq ` µ1{pKs ` 1q, where 1 P RKs is an all one vector.

Note that z̃µs “ σ`
s psmoothµs pσspz̃sqqq by the definition of the pseudo inverse function σ`

s such that
σ`
s pσspqqq “ q for any q P tp P r0, 1sKs | }p}1 ă 1u. Then, by Lemma F.7, we have

t
ÿ

s“1

ℓpz̃µs ,ysq ´

t
ÿ

s“1

ℓpz̃s,ysq ď 2µt, and }z̃µs }8 ď logp1 ` pK ` 1q{µq. (F.7)

Hence, to prove the lemma, we need only to bound the gap between the loss of w‹ and z̃µs . To
enhance clarity in our presentation, let ℓpz‹

s,ysq “ ℓspw
‹q, where z‹

s “
`

xJ
sjw

‹
˘

jPSs
P RKs . Then,
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we have
t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓpz̃µs ,ysq “

t
ÿ

s“1

ℓpz‹
s,ysq ´

t
ÿ

s“1

ℓpz̃µs ,ysq

ď

t
ÿ

s“1

x∇zℓpz
‹
s,ysq, z

‹
s ´ z̃µs y ´

t
ÿ

s“1

1

cµ
}z‹
s ´ z̃µs }2∇2

zℓpz
‹
s,ysq

“

t
ÿ

s“1

xσspz
‹
sq ´ ys, z

‹
s ´ z̃µs y ´

t
ÿ

s“1

1

cµ
}z‹
s ´ z̃µs }2∇σspz‹

sq, (F.8)

where cµ “ logpK ` 1q ` 2 logp1 ` pK ` 1q{µq ` 2, the inequality holds by Lemma F.6, and the
last equality holds by a direct calculation of the first order and Hessian of the logistic loss as follows:

∇zℓpzs,ysq “ σspzsq ´ ys, ∇2
zℓpzs,ysq “ diagpσspzsqq ´ σspzsqσspzsq

J.

We first bound the first term of the right-hand side. Define ds “ pz‹
s ´ z̃µs q{pcµ ` 1q. Let d1

s be ds
extended with zero padding. Specifically, we define d1

s “ rdJ
s , 0, . . . , 0sJ P RK , where the zeros are

appended to increase the dimension of ds to K. Similarly, we also extend σspz
‹
sq ´ ys with zero

padding and define εs “ rpσspz
‹
sq ´ ysq

J, 0, . . . , 0sJ P RK .

Then, one can easily verify that }d1
s}8 ď 1 since }z‹

s}8 ď maxiPSs
}xsi}2}w‹}2 ď 1 and }z̃µs }8 ď

logp1 ` pK ` 1q{µq. On the other hand, d1
s is Fs-measurable since z‹

s and z̃µs are independent
of ys. Moreover, we have }d1

s}
2
ErεsεJ

s |Fss
“ }ds}

2
Erpσspz‹

sq´ysqpσspz‹
sq´ysqJ|Fss

“ }ds}
2
∇σspz‹

sq
and

}σspz
‹
sq ´ ys}1 ď 2. Thus, by Lemma F.5, with probability at least 1 ´ δ, for any t ě 1, we have
t
ÿ

s“1

xσspz
‹
sq ´ ys, z

‹
s ´ z̃µs y “ pcµ ` 1q

t
ÿ

s“1

xσspz
‹
sq ´ ys,dsy

“ pcµ ` 1q

t
ÿ

s“1

xεs,d
1
sy

ď pcµ ` 1q

g

f

f

eλ̃`

t
ÿ

s“1

}ds}2∇σspz‹
sq

¨

˝

a

λ̃

4
`

4
a

λ̃
log ¨

¨

˝

2
b

1 ` 1
λ̃

řt
s“1 }ds}2∇σspz‹

sq

δ

˛

‚

˛

‚

ď pcµ ` 1q

g

f

f

eλ̃`

t
ÿ

s“1

}ds}2∇σspz‹
sq

¨

˜
a

λ̃

4
`

4
a

λ̃
log

ˆ

2
?
1 ` 2t

δ

˙

¸

, (F.9)

where in the second inequality, we set λ̃ ą 1, and the last inequality holds because }ds}
2
∇σspz‹

sq
“

dJ
s ∇σspz

‹
sqds ď 2. Then, combining (F.8) and (F.9), we obtain

t
ÿ

s“1

ℓspw
‹q ´

t
ÿ

s“1

ℓpz̃µs ,ysq

ď pcµ ` 1q

g

f

f

eλ̃`

t
ÿ

s“1

}ds}2∇σspz‹
sq

¨

˜
a

λ̃

4
`

4
a

λ̃
log

ˆ

2
?
1 ` 2t

δ

˙

¸

´

t
ÿ

s“1

1

cµ
}z‹
s ´ z̃µs }2∇σspz‹

sq

ď pcµ ` 1q

g

f

f

eλ̃`

t
ÿ

s“1

}ds}2∇σspz‹
sq

¨

˜
a

λ̃

4
`

4
a

λ̃
log

ˆ

2
?
1 ` 2t

δ

˙

¸

´ pcµ ` 1q

t
ÿ

s“1

}ds}
2
∇σspz‹

sq

ď pcµ ` 1q

˜

λ̃`

t
ÿ

s“1

}ds}
2
∇σspz‹

sq

¸

` pcµ ` 1q

˜
a

λ̃

4
`

4
a

λ̃
log

ˆ

2
?
1 ` 2t

δ

˙

¸2

´ pcµ ` 1q

t
ÿ

s“1

}ds}
2
∇σspz‹

sq

“ pcµ ` 1q

˜

17

16
λ̃` 2 log

ˆ

2
?
1 ` 2t

δ

˙

`
16

λ̃

ˆ

log

ˆ

2
?
1 ` 2t

δ

˙˙2
¸

, (F.10)
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where the third inequality holds due to the AM-GM inequality. Finally, combining (F.7) and (F.10),
by setting µ “ 1{t and λ̃ “ 16?

17
log

´

2
?
1`2t
δ

¯

, we have

t
ÿ

s“1

pℓspw
‹q ´ ℓpz̃s,ysqq ď pcµ ` 1qp2

?
17 ` 2q log

ˆ

2
?
1 ` 2t

δ

˙

` 2µt

ď 11 ¨ p3 logp1 ` pK ` 1qtq ` 3q log

ˆ

2
?
1 ` 2t

δ

˙

` 2

where the last inequality holds by the definition of cµ “ logpK ` 1q ` 2 logp1 ` pK ` 1q{µq ` 2.
This concludes the proof.

F.2.3 Proof of Lemma F.3

Proof of Lemma F.3. The proof with an observation from Proposition 2 in Foster et al. [25], which
notes that z̃s is an aggregation forecaster for the logistic function. Hence, it satisfies

ℓpz̃s,ysq ď ´ log
´

Ew„Ps

”

e´ℓspwq
ı¯

“ ´ log

ˆ

1

Zs

ż

Rd

e´Lspwqdw

˙

, (F.11)

where Lspwq :“ ℓspwq ` 1
2c}w ´ ws}

2
Hs

and Zs :“
b

p2πqdc|H´1
s |.

Then, by the quadratic approximation, we get

L̃spwq “ Lspws`1q ` x∇Lspws`1q,w ´ ws`1y `
1

2c
}w ´ ws`1}2Hs

. (F.12)

Applying Lemma F.8 and considering the fact that ℓs is 3
?
2-self-concordant-like function by

Proposition C.1, we have

Lspwq ď L̃spwq ` e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q. (F.13)

We define the function f̃s`1 : W Ñ R as

f̃s`1pwq “ exp

ˆ

´
1

2c
}w ´ ws`1}2Hs

´ e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

˙

.

Then, we can establish a lower bound for the expectation in (F.11) as follows:

Ew„Ps

”

e´ℓspwq
ı

“
1

Zs

ż

Rd

expp´Lspwqqdw

ě
1

Zs

ż

Rd

expp´L̃spwq ´ e18}w´ws`1}
2
2}w ´ ws`1}2∇ℓspws`1qqdw

“
expp´Lspws`1qq

Zs

ż

Rd

f̃s`1pwq ¨ expp´x∇Lspws`1q,w ´ ws`1yqdw,

(F.14)

where the first inequality holds by (F.13) and the last equality holds by (F.12). We define
Z̃s`1 “

ş

Rd f̃s`1pwqdw ď `8. Moreover, we denote the distribution whose density function
is f̃s`1pwq{Z̃s`1 as P̃s`1. Then, we can rewrite Equation (F.14) as follows:

Ew„Ps

”

e´ℓspwq
ı

ě
expp´Lspws`1qqZ̃s`1

Zs
Ew„P̃s`1

rexpp´x∇Lspws`1q,w ´ ws`1yqs

ě
expp´Lspws`1qqZ̃s`1

Zs
exp

´

´Ew„P̃s`1
rx∇Lspws`1q,w ´ ws`1ys

¯

“
expp´Lspws`1qqZ̃s`1

Zs
, (F.15)

where the second inequality follows from Jensen’s inequality, and the equality holds because P̃s`1 is
symmetric around ws`1, thus Ew„P̃s`1

rx∇Lspws`1q,w ´ ws`1ys “ 0.
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By plugging (F.15) into (F.11), we have

ℓpz̃s,ysq ď Lspws`1q ` logZs ´ log Z̃s`1. (F.16)

In the above, we can bound the last term, ´ log Z̃s`1, by

´ log Z̃s`1 “ ´ log

ˆ
ż

Rd

exp

ˆ

´
1

2c
}w ´ ws`1}2Hs

´ e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

˙

dw

˙

“ ´ log
´

pZs`1 ¨ Ew„ pPs`1

”

exp
´

´e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

¯ı¯

ď ´ log pZs`1 ` Ew„ pPs`1

”

e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

ı

“ ´ logZs ` Ew„ pPs`1

”

e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

ı

, (F.17)

where pPs`1 “ N pws`1, cH
´1
s q and pZs`1 “

ş

Rd exp
`

´ 1
2c}w ´ ws`1}2Hs

˘

dw. In (F.17), the
inequality holds due to Jensen’s inequality, and the last inequality is by the fact that pZs`1 “
ş

Rd exp
`

´ 1
2c}w ´ ws`1}2Hs

˘

dw “

b

p2πqdc|H´1
s | “ Zs.

By applying the Cauchy-Schwarz inequality, we can further bound the second term on the right-hand
side of (F.17) by

Ew„ pPs`1

”

e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

ı

ď

b

Ew„ pPs`1

“

e36}w´ws`1}22
‰

loooooooooooooooomoooooooooooooooon

(a)-1

c

Ew„ pPs`1

”

}w ´ ws`1}4∇2ℓspws`1q

ı

looooooooooooooooooooooomooooooooooooooooooooooon

(a)-2

. (F.18)

Note that, since pPs`1 “ N pws`1, cH
´1
s q, there exist orthogonal bases e1, . . . , ed P Rd such that

w ´ ws`1 follows the same distribution as

d
ÿ

j“1

b

cλj
`

H´1
s

˘

Xjej , where Xj
i.i.d.
„ N p0, 1q,@j P rds, (F.19)

and λj
`

H´1
s

˘

denotes the j-th largest eigenvalue of H´1
s . Then, we can bound the term (a)-1

in (F.18) as follows:

b

Ew„ pPs`1

“

e36}w´ws`1}22
‰

“

g

f

f

eEXj

«

d
ź

j“1

e36cλjpH
´1
s qX2

j

ff

ď

g

f

f

e

d
ź

j“1

EXj

”

e
36c
λ X2

j

ı

“

´

EX„χ2

”

e
36c
λ X

ı¯
d
2

ď EX„χ2

”

e
18cd
λ X

ı

,

where the first inequality holds since λj
`

H´1
s

˘

ď 1
λ . In the second equality, χ2 denotes the chi-

square distribution, and the last inequality is due to Jensen’s inequality. By setting λ ě 72cd, we
get

b

Ew„ pPs`1

“

e36}w´ws`1}22
‰

ď EX„χ2

”

e
X
4

ı

ď
?
2, (F.20)

where the last inequality holds due to the fact that the moment-generating function for χ2-distribution
is bounded by EX„χ2retX s ď 1{

?
1 ´ 2t for all t ď 1{2.

Now, we bound the term (a)-2 in (F.18).
c

Ew„ pPs`1

”

}w ´ ws`1}4∇2ℓspws`1q

ı

“

c

Ew„N p0,cH´1
s q

”

}w}4∇2ℓspws`1q

ı

“

b

Ew„N p0,cH̄´1
s q

r}w}42s,
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where H̄s “ p∇2ℓspws`1qq´1{2Hsp∇2ℓspws`1qq´1{2. Let λ̄j “ λj
`

cH̄´1
s

˘

be the j-th largest
eigenvalue of the matrix cH̄´1

s . Then, conducting an analysis similar to that in equation (F.19) yields
that

b

Ew„N p0,cH̄´1
s q

r}w}42s “

g

f

f

f

eEXj„N p0,1q

»

–

›

›

›

›

›

d
ÿ

j“1

b

λ̄jXjej

›

›

›

›

›

4

2

fi

fl

“

g

f

f

f

eEXj„N p0,1q

»

–

˜

d
ÿ

j“1

λ̄jX2
j

¸2
fi

fl

“

g

f

f

e

d
ÿ

j“1

d
ÿ

j1“1

λ̄j λ̄j1EXj ,Xj1 „N p0,1q

”

X2
jX

2
j1

ı

ď

g

f

f

e3
d
ÿ

j“1

d
ÿ

j1“1

λ̄j λ̄j1 “
?
3cTr

`

H̄´1
s

˘

,

where the inequality holds due to EXj ,Xj1 „N p0,1qrX2
jX

2
j1 s ď 3 for all j, j1 P rds, and the last equality

holds because
řd
j“1 λ̄j “ Tr

`

cH̄´1
s

˘

. Here, TrpAq denotes the trace of the matrix A.

We define the matrix Ms`1 :“ λId{2 `
řs
τ“1 ∇2ℓτ pwτ`1q. Under the condition λ ě 2, for any

s P rT s and w P W , we have ∇2ℓspwq ĺ Id ď λ
2 Id. Thus, we have Hs ľ Ms`1. Then, we can

bound the trace as follows:
Tr

`

H̄´1
s

˘

“ Tr
`

H´1
s ∇2ℓspws`1q

˘

ď Tr
`

M´1
s`1∇2ℓspws`1q

˘

“ Tr
`

M´1
s`1pMs`1 ´Msq

˘

ď log
detpMs`1q

detpMsq
,

where the last inequality holds by Lemma 4.5 of Hazan et al. [26]. Therefore we can bound the term
(a)-2 as

c

Ew„ pPs`1

”

}w ´ ws`1}4∇2ℓspws`1q

ı

ď
?
3c log

detpMs`1q

detpMsq
. (F.21)

By plugging (F.20) and (F.21) into (F.18), we have

Ew„ pPs`1

”

e18}w´ws`1}
2
2}w ´ ws`1}2∇2ℓspws`1q

ı

ď
?
6c log

detpMs`1q

detpMsq
. (F.22)

Combining (F.16), (F.17), and (F.22), and taking summation over s, we derive that
t
ÿ

s“1

ℓpz̃s,ysq ď

t
ÿ

s“1

Lspws`1q `
?
6c

t
ÿ

s“1

log
detpMs`1q

detpMsq

“

t
ÿ

s“1

ℓspws`1q `
1

2c

t
ÿ

s“1

}ws ´ ws`1}2Hs
`

?
6c

t
ÿ

s“1

log
detpMs`1q

detpMsq

“

t
ÿ

s“1

ℓspws`1q `
1

2c

t
ÿ

s“1

}ws ´ ws`1}2Hs
`

?
6c log

˜

detpMs`1q

det
`

λ
2 Id

˘

¸

ď

t
ÿ

s“1

ℓspws`1q `
1

2c

t
ÿ

s“1

}ws ´ ws`1}2Hs
`

?
6c ¨ d log

ˆ

1 `
t` 1

2λ

˙

,

By rearranging the terms, we conclude the proof.

F.3 Technical Lemmas for Lemma 1

Lemma F.4 (Proposition 4.1 of Campolongo and Orabona 12). Let the wt`1 be the solution of the
update rule

wt`1 “ argmin
wPV

ηtℓtpwq `Dψpw,wtq,
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where V Ď W Ď Rd is a non-empty convex set and Dψpw1,w2q “ ψpw1q ´ ψpw2q ´

x∇ψpw2q,w1 ´ w2y is the Bregman Divergence w.r.t. a strictly convex and continuously dif-
ferentiable function ψ : W Ñ R. Further supposing ψpwq is 1-strongly convex w.r.t. a certain norm
} ¨ } in W , then there exists a g1

t P Bℓtpwt`1q such that

xηtg
1
t,wt`1 ´ uy ď x∇ψpwtq ´ ∇ψpwt`1q,wt`1 ´ uy

for any u P W .

Lemma F.5 (Lemma 15 of Zhang and Sugiyama 53). Let tFtu8
t“1 be a filtration. Let tztu

8
t“1 be a

stochastic process in B2pKq “ tz P RK | }z}8 ď 1u such that zt is Ft measurable. Let tεtu
8
t“1 be

a martingale difference sequence such that εt P RK is Ft`1 measurable. Furthermore, assume that,
conditional on Ft, we have }εt}1 ď 2 almost surely. Let Σt “ Erεtε

J
t |Fts. and λ ą 0. Then, for

any t ě 1 define

Ut “

t´1
ÿ

s“1

xεs, zsy and Ht “ λ`

t´1
ÿ

s“1

}zs}
2
Σs
,

Then, for any δ P p0, 1s, we have

Pr

«

Dt ě 1, Ut ě
a

Ht

˜?
λ

4
`

4
?
λ
log

˜

c

Ht

λ

¸

`
4

?
λ
log

ˆ

2

δ

˙

¸ff

ď δ.

Lemma F.6 (Lemma 1 of Zhang and Sugiyama 53). Let C ą 0, a P r´C,CsK , y P RK`1 be a
one-hot vector and b P RK . Then, we have

ℓpa,yq ě ℓpb,yq ` ∇ℓpb,yqJpa ´ bq `
1

logpK ` 1q ` 2pC ` 1q
pa ´ bqJ∇2ℓpb,yqpa ´ bq.

Lemma F.7 (Lemma 17 of Zhang and Sugiyama 53). Let z P RK be a K-dimensional vector.
Let ℓpz,yq “

řK
k“0 1tyi “ 1u ¨ log

´

1
rσpzqsk

¯

, where y “ ry0, . . . , yKsJ P RK`1, and the

softmax function σpzq : RK Ñ RK is defined as rσpzqsi “
expprzsiq

v0`
řK

k“1 expprzskq
for all i P rKs,

and rσpzqs0 “ v0
v0`

řK
k“1 expprzskq

. Define zµ :“ σ` psmoothµpσpzqqq, where smoothµpqq “

p1 ´ µqq ` µ1{pK ` 1q. Then, for µ P r0, 1{2s, we have

ℓpzµ,yq ´ ℓpz,yq ď 2µ

We also have }zµ}8 ď logp1 ` pK ` 1q{µq.

Lemma F.8 (Lemma 18 of Zhang and Sugiyama 53). Let Ltpwq “ ℓtpwq ` 1
2c}w´wt}

2
Ht

. Assume
that ℓt is a M -self-concordant-like function. Then, for any w,wt P W , the quadratic approximation
L̃tpwq “ Ltpwt`1q ` x∇2Ltpwt`1q,w ´ wt`1y ` 1

2c}w ´ wt`1}2Ht
satisfies

Ltpwq ď L̃tpwq ` eM
2

}w´wt`1}
2
2}w ´ wt`1}2∇ℓtpwt`1q.

Lemma F.9. Let wt`1 “ argminwPWx∇ℓtpwtq,wy ` 1
2η }w ´ wt}

2
H̃t

. Then, we have

}wt`1 ´ wt}Ht ď η}∇ℓtpwtq}H´1
t

ď
η

λ
}∇ℓtpwtq}2 ď

2η

λ
.

Proof of Lemma F.9. We make a slight improvement to Lemma 20 of Zhang and Sugiyama [53].

Lemma F.10 (Lemma 20 of Zhang and Sugiyama 53). Under the same conditions as Lemma F.9, the
following holds:

}wt`1 ´ wt}Ht ď η}∇ℓtpwtq}H´1
t

ď
η

λ
}∇ℓtpwtq}2 ď

η
?
K

λ
.

In the proof of Lemma 20 by Zhang and Sugiyama [53], the bound for }∇ℓtpwtq}2 was given as
}∇ℓtpwtq}2 ď 2

?
K. However, a tighter bound can be established: }∇ℓtpwtq}2 ď 2. Using this

tighter bound, we can refine and derive the improved result.
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G Proofs of Theorem 3

In this section, we provide the proof of Theorem 3. In addition to the adversarial construction
presented in Section D.1, we construct the adversarial non-uniform rewards.

G.1 Adversarial Rewards Construction

Under the adversarial construction in Section D.1, we observe that there are K identical context
vectors, invariant across rounds t. Therefore, in total, there are N “ K ¨

`

d
d{4

˘

items. Let the rewards
be also time-invariant. Given wV , we define a unique item i‹ P rN s as an item that maximizes
xJ
i wV , i.e., xi‹ “ xV , and has a reward of 1, i.e., ri‹ “ 1. Then, we construct the non-uniform

rewards as follows:

ri “

"

1, for i “ i‹

γ, for i ‰ i‹,
(G.1)

where we define γ as

γ “ min
SPS

miniPS exppxJ
i wV q

v0 ` miniPS exppxJ
i wV q

“
1

v0 ` 1
.

Note that γ ă 1.

G.2 Main Proof of Theorem 3

Proof of Theorem 3. Given the rewards construction as (G.1), any reward in the optimal assortment
S‹
t is larger than the expected revenues.

Lemma G.1. Let RpS‹,wV q “

ř

iPS‹ exppxJ
i wV qri

v0`
ř

jPS‹ exppxJ
i wV q

. Then, we have

ri ě RpS‹,wV q, @i P S‹.

Lemma G.1 implies that S‹ contains only one item i‹. This is because if S‹ “ txi‹ u, adding any
item i ‰ i‹ to the assortment results in lower expected revenue, since ri “ γ ď RpS‹ “ txi‹ u,wvq.

Furthermore, we can bound the expected revenue for any assortment as follows:

Lemma G.2. Under the same parameters and context vectors as those in Section D, if the rewards
are constructed according to Equation (G.1), for any S P S , we have

RpS,wV q ď
maxiPS exppxJ

i wV q

v0 ` maxiPS exppxJ
i wV q

.

Let xU1 , . . . , xUL
be the distinct feature vectors contained in assortments St with U1, . . . , UL P

Vd{4. Let U‹ be the subset among U1, . . . , UL that maximizes xJ
UwV , i.e., U‹ P

argmaxUPtU1,...,ULu x
J
UwV , where wV is the underlying parameter. For simplicity, we denote

Ũt as the unique U‹ P Vd{4 in St. Then, we have

T
ÿ

t“1

RpS‹,wV q ´RpSt,wV q “

T
ÿ

t“1

exppxJ
VwV q

v0 ` exppxJ
VwV q

´RpSt,wV q

ě

T
ÿ

t“1

exppxJ
VwV q

v0 ` exppxJ
VwV q

´
maxiPSt exppxJ

i wV q

v0 ` maxiPSt
exppxJ

i wV q

“

T
ÿ

t“1

exppxJ
VwV q

v0 ` exppxJ
VwV q

´
exppxJ

Ũt
wV q

v0 ` exppxJ

Ũt
wV q

,

where the first equality holds becauset S‹ contains only one item i‹ by Lemma G.1 (and recall that
xi‹ “ xV ), and the inequality holds by Lemma G.2. Hence, the problem is not easier than solving
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the MNL bandit problems with the assortment size 1, i.e., K “ 1. By putting K “ 1 and v0 “ Θp1q

in Theorem 1, we derive that

sup
w

Eπw rRegT pwqs ě
1

|Vd{4|

ÿ

V PVd{4

EπwV

T
ÿ

t“1

RpS‹,wV q ´RpSt,wV q

ě
1

|Vd{4|

ÿ

V PVd{4

EπwV

T
ÿ

t“1

exppxJ
VwV q

v0 ` exppxJ
VwV q

´
exppxJ

Ũt
wV q

v0 ` exppxJ

Ũt
wV q

“ Ω
´

d
?
T
¯

.

This concludes the proof of Theorem 3.

G.3 Proofs of Lemmas for Theorem 3

G.3.1 Proof of Lemma G.1

Proof of Lemma G.1. We prove by contradiction. Assume that there exists i P S‹ such that ri ă

RpS‹,wV q. Then, removing the item i from the assortment S‹ yields higher expected revenue. This
contradicts the optimality of S‹. Thus, we have

ri ě RpS‹,wV q, @i P S‹.

This concludes the proof.

G.3.2 Proof of Lemma G.2

Proof of Lemma G.2. We provide a proof by considering the following cases:

Case 1. i‹ P S.

Recall that, by the construction of rewards, we have

γ “ min
SPS

miniPS exppxJ
i wV q

v0 ` miniPS exppxJ
i wV q

ď
miniPS exppxJ

i wV q

v0 ` miniPS exppxJ
i wV q

ď
exppxJ

i‹wV q

v0 ` exppxJ
i‹wV q

. (G.2)

This implies that
$

&

%

ÿ

iPSzti‹u

exppxJ
i wV q

,

.

-

γ
`

v0 ` exppxJ
i‹wV q

˘

ď

$

&

%

ÿ

iPSzti‹u

exppxJ
i wV q

,

.

-

exppxJ
i‹wV q

ô

¨

˝exppxJ
i‹wV q `

ÿ

iPSzti‹u

exppxJ
i wV qγ

˛

‚

`

v0 ` exppxJ
i‹wV q

˘

ď exppxJ
i‹wV q

¨

˝v0 ` exppxJ
i‹wV q `

ÿ

iPSzti‹u

exppxJ
i wV q

˛

‚

ô
exppxJ

i‹wV q `
ř

iPSzti‹u exppxJ
i wV qγ

v0 `
ř

iPS exppxJ
i wV q

ď
exppxJ

i‹wV q

v0 ` exppxJ
i‹wV q

. (G.3)

Therefore, for all S P S, we have

RpS,wV q “

ř

iPS exppxJ
i wV qri

v0 `
ř

iPS exppxJ
i wV q

“
exppxJ

i‹wV q `
ř

iPSzti‹u exppxJ
i wV qγ

v0 `
ř

iPS exppxJ
i wV q

ď
exppxJ

i‹wV q

v0 ` exppxJ
i‹wV q

ď
maxiPS exppxJ

i wV q

v0 ` maxiPS exppxJ
i wV q

,

where the first inequality holds by (G.3), and the last inequality holds since fpxq “ x
v0`x is an

increasing function.
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Case 2. i‹ R S.

Let us return to (G.2). Since v0`
ř

iPS exppxJ
i wV q

ř

iPS exppxJ
i wV q

ě 1 for any S P S, we have

γ ď
miniPS exppxJ

i wV q

v0 ` miniPS exppxJ
i wV q

ď
miniPS exppxJ

i wV q

v0 ` miniPS exppxJ
i wV q

¨
v0 `

ř

iPS exppxJ
i wV q

ř

iPS exppxJ
i wV q

,

which is equivalent to
ř

iPS exppxJ
i wV qγ

v0 `
ř

iPS exppxJ
i wV q

ď
miniPS exppxJ

i wV q

v0 ` miniPS exppxJ
i wV q

.

Hence, for all S P S, we get

RpS,wV q “

ř

iPS exppxJ
i wV qγ

v0 `
ř

iPS exppxJ
i wV q

ď
miniPS exppxJ

i wV q

v0 ` miniPS exppxJ
i wV q

ď
maxiPS exppxJ

i wV q

v0 ` maxiPS exppxJ
i wV q

.

This concludes the proof.

H Proofs of Theorem 4

In this section, we provide the proof of Theorem 4. Since we now consider the case of non-uniform
rewards, the sizes of both the chosen assortment St, and the optimal assortment, S‹

t are no longer
fixed at K.

We begin the proof by introducing additional useful lemmas. Lemma H.1 shows that R̃tpStq, defined
in (6), is an upper bound of the true expected revenue of the optimal assortment, RtpS‹

t ,w
‹q.

Lemma H.1 (Lemma 4 in Oh and Iyengar 41). Let R̃tpSq “

ř

iPS exppαtiqrti
v0`

ř

jPS exppαtjq
. And suppose

St “ argmaxSPS R̃tpSq. If for every item i P S‹
t , αti ě xJ

tiw
‹, then for all t ě 1, the following

inequalities hold:

RtpS
‹
t ,w

‹q ď R̃tpS
‹
t q ď R̃tpStq.

Note that Lemma H.1 does not claim that the expected revenue is a monotone function in general.
Instead, it specifically states that the value of the expected revenue, when associated with the optimal
assortment, increases with an increase in the MNL parameters [8, 41].

Lemma H.2 shows that R̃tpStq increases as the utilities of items in St increase.

Lemma H.2. Let R̃tpSq “

ř

iPS exppαtiqrti
v0`

ř

jPS exppαtjq
and St “ argmaxSPS R̃tpSq. Assume α1

ti ě αti ě 0

for all i P rN s. Then, we have

R̃tpStq ď

ř

iPSt
exppα1

tiqrti

v0 `
ř

jPSt
exppα1

tjq
.

Furthermore, we provide a novel elliptical potential Lemma H.3 for the centralized context vectors
x̃ti.

Lemma H.3. Let Ht “ λId `
řt´1
s“1 Gspws`1q, where Gspwq “

ř

iPSs
pspi|Ss,wqxsix

J
si ´

ř

iPSs

ř

jPSs
pspi|Ss,wqpspj|Ss,wqxsix

J
sj . Define x̃si “ xsi ´ Ej„psp¨|Ss,ws`1qrxsjs. Suppose

λ ě 2. Then the following statements hold true:

(1)
řt
s“1

ř

iPSs
pspi|Ss,ws`1q}x̃si}

2
H´1

s
ď 2d log

`

1 ` t
dλ

˘

,

(2)
řt
s“1 maxiPSs

}x̃si}
2
H´1

s
ď 2

κd log
`

1 ` t
dλ

˘

.

Now, we prove the Theorem 4.
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H.1 Proof of Theorem 4

Proof of Theorem 4. Let α1
ti “ xJ

tiw
‹ ` 2βtpδq}xti}H´1

t
. If w‹ P Ctpδq, then, by Lemma E.1, we

have

αti ď xJ
tiw

‹ ` 2βtpδq}xti}H´1
t

“ α1
ti.

We denote
«

RtpStq “

ř

iPSt
exppα1

tiqrti

v0`
ř

jPSt
exppα1

tjq
. Then, we can bound the regret as follows:

T
ÿ

t“1

RtpS
‹
t ,w

‹q ´RtpSt,w
‹q ď

T
ÿ

t“1

R̃tpStq ´RtpSt,w
‹q ď

T
ÿ

t“1

«

RtpStq ´RtpSt,w
‹q,

where the first inequality holds by Lemma H.1 and the last inequality holds by Lemma H.2.

Now, we define Q̃ : R|St| Ñ R, such that for all u “ pu1, . . . , u|St|q
J P R|St|, Q̃puq “

ř|St|

k“1

exppukqrtik
v0`

ř|St|

j“1 exppujq
. Let St “ ti1, . . . , i|St|u. Moreover, for all t ě 1, let ut “

puti1 , . . . uti|St|
qJ “ pα1

ti1
, . . . , α1

ti|St|
qJ and u‹

t “ pu‹
ti1
, . . . u‹

ti|St|
qJ “ pxJ

ti1
w‹, . . . , xJ

ti|St|
w‹qJ.

Then, by applying a second order Taylor expansion, we obtain

T
ÿ

t“1

«

RtpStq ´RtpSt,w
‹q “

T
ÿ

t“1

Q̃putq ´ Q̃pu‹
t q

“

T
ÿ

t“1

∇Q̃pu‹
t qJput ´ u‹

t q

looooooooooooomooooooooooooon

(C)

`
1

2

T
ÿ

t“1

put ´ u‹
t qJ∇2Q̃pūtqput ´ u‹

t q

loooooooooooooooooooooomoooooooooooooooooooooon

(D)

,

where ūt “ pūti1 , . . . , ūti|St|
qJ P R|St| is the convex combination of ut and u‹

t .

We first bound the term (C).

T
ÿ

t“1

∇Q̃pu‹
t qJput ´ u‹

t q

“

T
ÿ

t“1

ÿ

iPSt

exppxJ
tiw

‹qrti
v0 `

ř

kPSt
exppxJ

tkw
‹q

puti ´ u‹
tiq ´

ÿ

jPSt

exppxJ
tjw

‹qrtj
ř

iPSt
exppxJ

tiw
‹q

pv0 `
ř

kPSt
exppxJ

tkw
‹qq2

puti ´ u‹
tiq

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qrtiputi ´ u‹

tiq ´
ÿ

iPSt

ÿ

jPSt

ptpi|St,w
‹qrtiptpj|St,w

‹qputj ´ u‹
tjq

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qrti

˜

puti ´ u‹
tiq ´

ÿ

jPSt

ptpj|St,w
‹qputj ´ u‹

tjq

¸

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qrti

˜

2βtpδq}xti}H´1
t

´
ÿ

jPSt

ptpj|St,w
‹q2βtpδq}xtj}H´1

t

¸

“ 2
T
ÿ

t“1

βtpδq
ÿ

iPSt

ptpi|St,w
‹qrti

˜

}xti}H´1
t

´
ÿ

jPSt

ptpj|St,w
‹q}xtj}H´1

t

¸

.
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Let xt0 “ 0. Then, we can further bound the right-hand side as follows:

2
T
ÿ

t“1

βtpδq
ÿ

iPSt

ptpi|St,w
‹qrti

˜

}xti}H´1
t

´
ÿ

jPSt

ptpj|St,w
‹q}xtj}H´1

t

¸

“ 2
T
ÿ

t“1

βtpδq
ÿ

iPSt

ptpi|St,w
‹qrti

¨

˝}xti}H´1
t

´
ÿ

jPStYt0u

ptpj|St,w
‹q}xtj}H´1

t

˛

‚

“ 2
T
ÿ

t“1

βtpδq
ÿ

iPSt

ptpi|St,w
‹qrti

´

}xti}H´1
t

´ Ej„ptp¨|St,w‹q

”

}xtj}H´1
t

ı¯

ď 2
T
ÿ

t“1

βtpδq
ÿ

iPS`
t

ptpi|St,w
‹q

´

}xti}H´1
t

´ Ej„ptp¨|St,w‹q

”

}xtj}H´1
t

ı¯

ď 2βT pδq

T
ÿ

t“1

ÿ

iPS`
t

ptpi|St,w
‹q

´

}xti}H´1
t

´ Ej„ptp¨|St,w‹q

”

}xtj}H´1
t

ı¯

ď 2βT pδq

T
ÿ

t“1

ÿ

iPS`
t

ptpi|St,w
‹q

´

}xti}H´1
t

´
›

›Ej„ptp¨|St,w‹q rxtjs
›

›

H´1
t

¯

ď 2βT pδq

T
ÿ

t“1

ÿ

iPS`
t

ptpi|St,w
‹q}xti ´ Ej„ptp¨|St,w‹q rxtjs }H´1

t

ď 2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q
›

›xti ´ Ej„ptp¨|St,w‹q rxtjs
›

›

H´1
t
,

where, in the first inequality, we define S`
t Ď St as the subset of items in St such that the term

}xti}H´1
t

´ Ej„ptp¨|St,w‹q

”

}xtj}H´1
t

ı

ě 0 and rti P r0, 1s, the second inequality holds because
β1pδq ď ¨ ¨ ¨ ď βT pδq, the third inequality holds due to Jensen’s inequality, and the second-to-last
inequality holds due to the fact that }a} “ }a ´ b ` b} ď }a ´ b} ` }b} for any vectors a,b P Rd.

For simplicity, we denote Ewrxtjs “ Ej„ptp¨|St,wqrxtjs. Let x̄ti “ xti ´ Ew‹ rxtjs and x̃ti “

xti ´ Ewt`1rxtjs. Then, we have

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}xti ´ Ej„ptp¨|St,w‹q rxtjs }H´1

t
“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}x̄ti}H´1

t

ď

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}x̄ti ´ x̃ti}H´1

t
`

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}x̃ti}H´1

t

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}x̄ti ´ x̃ti}H´1

t
`

T
ÿ

t“1

ÿ

iPSt

pptpi|St,w
‹q ´ ptpi|St,wt`1qq }x̃ti}H´1

t

`

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1q}x̃ti}H´1
t
, (H.1)
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where the inequality holds by the triangle inequality. Now, we bound the terms on the right-hand side
of (H.1) individually. For the first term, we have

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}x̄ti ´ x̃ti}H´1

t

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q
›

›Ewt`1rxtjs ´ Ew‹ rxtjs
›

›

H´1
t

“

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q

›

›

›

›

›

ÿ

jPSt

pptpj|St,wt`1q ´ ptpj|St,w
‹qqxtj

›

›

›

›

›

H´1
t

,

where the last equality holds due to the setting of xt0 “ 0. By the mean value theorem, there exists
ξt “ p1 ´ cqw‹ ` cwt`1 for some c P p0, 1q such that

›

›

›

›

›

ÿ

jPSt

pptpj|St,wt`1q ´ ptpj|St,w
‹qqxtj

›

›

›

›

›

H´1
t

“

›

›

›

›

›

ÿ

jPSt

∇ptpj|St, ξtqJpwt`1 ´ w‹qxtj

›

›

›

›

›

H´1
t

ď
ÿ

jPSt

ˇ

ˇ∇ptpj|St, ξtqJpwt`1 ´ w‹q
ˇ

ˇ }xtj}H´1
t

“
ÿ

jPSt

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

˜

ptpj|St, ξtqxtj ´ ptpj|St, ξtq
ÿ

kPSt

ptpk|St, ξtqxtk

¸J

pwt`1 ´ w‹q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

}xtj}H´1
t

ď
ÿ

jPSt

ptpj|St, ξtq
ˇ

ˇxJ
tjpwt`1 ´ w‹q

ˇ

ˇ }xtj}H´1
t

`
ÿ

jPSt

ptpj|St, ξtq }xtj}H´1
t

ÿ

kPSt

ptpk|St, ξtq
ˇ

ˇxJ
tkpwt`1 ´ w‹q

ˇ

ˇ

ď
ÿ

jPSt

ptpj|St, ξtq}wt`1 ´ w‹}Ht
}xtj}

2
H´1

t

`
ÿ

jPSt

ptpj|St, ξtq }xtj}H´1
t

ÿ

kPSt

ptpk|St, ξtq}xtk}H´1
t

}wt`1 ´ w‹}Ht

ď βt`1pδq
ÿ

jPSt

ptpj|St, ξtq }xtj}
2
H´1

t
` βt`1pδq

˜

ÿ

jPSt

ptpj|St, ξtq }xtj}H´1
t

¸2

ď 2βt`1pδq
ÿ

jPSt

ptpj|St, ξtq }xtj}
2
H´1

t

ď 2βt`1pδqmax
jPSt

}xtj}
2
H´1

t
,

where the fourth inequality holds by Lemma 1 and the second-to-last inequality holds due to Jensen’s
inequality. Hence, we have

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}x̄ti ´ x̃ti}H´1

t
ď 2

T
ÿ

t“1

βt`1pδq
ÿ

iPSt

ptpi|St,w
‹qmax

jPSt

}xtj}
2
H´1

t

ď 2βT`1pδq

T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t

ď
4

κ
βT`1pδqd log

ˆ

1 `
T

dλ

˙

, (H.2)

where the last inequality holds by Lemma E.2. Using similar reasoning, we can bound the second
term of (H.1). By the mean value theorem, there exists ξ1

t “ p1´c1qw‹ `c1wt`1 for some c1 P p0, 1q
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such that
ÿ

iPSt

pptpi|St,w
‹q ´ ptpi|St,wt`1qq }x̃ti}H´1

t
“

ÿ

iPSt

∇ptpi|St, ξ1
tq

Jpw‹ ´ wt`1q}x̃ti}H´1
t

“
ÿ

iPSt

˜

ptpi|St, ξ
1
tqxti ´ ptpi|St, ξ

1
tq

ÿ

kPSt

ptpk|St, ξ
1
tqxtk

¸J

pw‹ ´ wt`1q}x̃ti}H´1
t

ď βt`1pδq
ÿ

iPSt

ptpi|St, ξ
1
tq}xti}H´1

t
}x̃ti}H´1

t

` βt`1pδq
ÿ

iPSt

ptpi|St, ξ
1
tq}x̃ti}H´1

t

ÿ

kPSt

ptpk|St, ξ
1
tq}xtk}H´1

t

ď βt`1pδqmax
iPSt

}xti}H´1
t

}x̃ti}H´1
t

` βt`1pδqmax
iPSt

}x̃ti}H´1
t

max
kPSt

}xtk}H´1
t
.

Then, by applying the AM-GM inequality to each term, we obtain

βt`1pδqmax
iPSt

}xti}H´1
t

}x̃ti}H´1
t

` βt`1pδqmax
iPSt

}x̃ti}H´1
t

max
kPSt

}xtk}H´1
t

ď βt`1pδqmax
iPSt

}xti}
2
H´1

t

` }x̃ti}
2
H´1

t

2
` βt`1pδq

´

maxiPSt
}x̃ti}H´1

t

¯2

`

´

maxkPSt
}xtk}H´1

t

¯2

2

“ βt`1pδqmax
iPSt

}xti}
2
H´1

t

` }x̃ti}
2
H´1

t

2
` βt`1pδq

maxiPSt }x̃ti}
2
H´1

t

` maxkPSt }xtk}2
H´1

t

2

ď 2βt`1pδqmax

"

max
iPSt

}xti}
2
H´1

t
,max
iPSt

}x̃ti}
2
H´1

t

*

where the equality holds since pmaxi aiq
2 “ maxi a

2
i for any ai ě 0. Thus, by Lemma H.3 (or

Lemma E.2), we get

T
ÿ

t“1

ÿ

iPSt

pptpi|St,w
‹q ´ ptpi|St,wt`1qq }x̃ti}H´1

t

ď 2βt`1pδqmax

"

max
iPSt

}xti}
2
H´1

t
,max
iPSt

}x̃ti}
2
H´1

t

*

ď
4

κ
βT`1pδqd log

ˆ

1 `
T

dλ

˙

, , (H.3)

Finally, we bound the third term of (H.1). By the Cauchy-Schwarz inequality, we have

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1q}x̃ti}H´1
t

ď

g

f

f

e

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1q

g

f

f

e

T
ÿ

t“1

ÿ

iPSt

ptpi|St,wt`1q}x̃ti}2H´1
t

ď
?
T

d

2d log

ˆ

1 `
T

dλ

˙

, (H.4)

where the last inequality holds by Lemma H.3. Plugging (H.2), (H.3), and (H.4) into (H.1), we get

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹q}xti ´ Ej„ptp¨|St,w‹q rxtjs }H´1

t

ď
?
T

d

2d log

ˆ

1 `
T

dλ

˙

`
8

κ
βT`1pδqd log

ˆ

1 `
T

dλ

˙

Thus, we can bound the term (c) as follows:

T
ÿ

t“1

∇Q̃pu‹
t qJput ´ u‹

t q ď 2βT pδq
?
T

d

2d log

ˆ

1 `
T

dλ

˙

`
16

κ
βT pδqβT`1pδqd log

ˆ

1 `
T

dλ

˙

,

(H.5)
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Now, we bound the term (D). Define Q : R|St| Ñ R, such that for all u “ pu1, . . . , u|St|q P R|St|,

Qpuq “
ř|St|

i“1
exppuiq

v0`
ř|St|

j“1 exppujq
. Then, we have

ˇ

ˇ

ˇ

B
2Q̃

BiBj

ˇ

ˇ

ˇ
ď

ˇ

ˇ

ˇ

B
2Q

BiBj

ˇ

ˇ

ˇ
since rti P r0, 1s. By following the

similar reasoning from Equation (E.3) to (E.5) in Section E.1, we have

1

2

T
ÿ

t“1

put ´ u‹
t qJ∇2Q̃pūtqput ´ u‹

t q “
1

2

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt

puti ´ u‹
tiq

B2Q̃

BiBj
putj ´ u‹

tjq

ď
1

2

T
ÿ

t“1

ÿ

iPSt

ÿ

jPSt

|uti ´ u‹
ti|

ˇ

ˇ

ˇ

ˇ

B2Q

BiBj

ˇ

ˇ

ˇ

ˇ

|utj ´ u‹
tj |

ď 10βT pδq2
T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t
. (H.6)

where the first inequality holds because
ˇ

ˇ

ˇ

B
2Q̃

BiBj

ˇ

ˇ

ˇ
ď

ˇ

ˇ

ˇ

B
2Q

BiBj

ˇ

ˇ

ˇ
. Combining (H.5) and (H.6), we derive that

RegT pw‹q ď 2βT pδq
?
T

d

2d log

ˆ

1 `
T

dλ

˙

`
16

κ
βT pδqβT`1pδqd log

ˆ

1 `
T

dλ

˙

` 10βT pδq2
T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t

“ Õ
ˆ

d
?
T `

1

κ
d2
˙

,

where βT pδq “ O
´?

d log T logK
¯

. This concludes the proof of Theorem 4.

Remark H.1. If the boundedness assumption on the parameter is relaxed to }w}2 ď B, since

βtpδq “ O
´

B
?
d log t logK `B3{2

?
d logK

¯

(refer Corollary F.1), we have RegT pw‹q “

Õ
`

B3{2d
?
T ` 1

κd
2
˘

.

H.2 Proofs of Lemmas for Theorem 4

H.2.1 Proof of Lemma H.2

Proof of Lemma H.2. We prove the result by first showing that for any i P St, we have rti ě R̃tpStq.
This can be proven similarly to Lemma G.1. Suppose that there exists i P St for which rti ă R̃tpStq.
Removing item i from the assortment St results in a higher expected revenue. Consequently,
St ‰ argmaxSPS R̃tpSq, which contradicts the optimality of St. Thus, we have

rti ě R̃tpStq, @i P St.

If we increase αti to α1
ti for all i P St, the probability of selecting the outside option decreases. In

other words, the sum of probabilities of choosing any i P St increases. Since rti ě R̃tpStq for all
i P St, this results in an increase in revenue. Hence, we get

R̃tpStq “

ř

iPSt
exppαtiqrti

v0 `
ř

jPSt
exppαtjq

ď

ř

iPSt
exppα1

tiqrti

v0 `
ř

jPSt
exppα1

tjq
.

This concludes the proof.
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H.2.2 Proof of Lemma H.3

Proof of Lemma H.3. For notational simplicity, let Ewrxtjs “ Ej„ptp¨|St,wqrxtjs. Let xt0 “ 0. We
can rewrite Gspwq in the following way:

Gspws`1q

“
ÿ

iPSs

pspi|Ss,ws`1qxsix
J
si ´

ÿ

iPSs

ÿ

jPSs

pspi|Ss,ws`1qpspj|Ss,ws`1qxsix
J
sj (H.7)

“
ÿ

iPSsYt0u

pspi|Ss,ws`1qxsix
J
si ´

ÿ

iPSsYt0u

ÿ

jPSsYt0u

pspi|Ss,ws`1qpspj|Ss,ws`1qxsix
J
sj

“ Ews`1rxsix
J
sis ´ Ews`1rxsis

`

Ews`1rxsis
˘J

“ Ews`1

“

pxsi ´ Ews`1rxsmsqpxsi ´ Ews`1rxsmsqJ
‰

“ Ews`1
rx̃six̃

J
sis “

ÿ

iPSsYt0u

pspi|Ss,ws`1qx̃six̃
J
si ľ

ÿ

iPSs

pspi|Ss,ws`1qx̃six̃
J
si.

This means that

Ht`1 “ Ht ` Gtpwt`1q ľ Ht `
ÿ

iPSt

ptpi|St,wt`1qx̃tix̃
J
ti. (H.8)

Hence, we can derive that

det pHt`1q ě det pHtq

˜

1 `
ÿ

iPSt

ptpi|St,wt`1q}x̃ti}
2
H´1

t

¸

.

Since λ ě 1, for all t ě 1 we have
ř

iPSt
ptpi|St,wt`1q}x̃ti}

2
H´1

t

ď 1
λ maxiPSt

}x̃ti}2 ď 1. Then,

using the fact that z ď 2 logp1 ` zq for any z P r0, 1s, we get

t
ÿ

s“1

ÿ

iPSs

pspi|Ss,ws`1q}x̃si}
2
H´1

s
ď 2

t
ÿ

s“1

log
´

1 ` pspi|Ss,ws`1q}x̃si}
2
H´1

s

¯

ď 2
t
ÿ

s“1

log

ˆ

detpHs`1q

detpHsq

˙

“ 2 log

ˆ

detpHt`1q

detpH1q

˙

ď 2d log

ˆ

trpHt`1q

dλ

˙

ď 2d log

ˆ

1 `
t

dλ

˙

.

This proves the first inequality.

To show the second inequality, we come back to equation (H.8). By the definition of κ, we get

Ht`1 “ Ht ` Gtpwt`1q “ Ht `
ÿ

iPSt

ptpi|St,wt`1qx̃tix̃
J
ti

ľ Ht ` κ
ÿ

iPSt

x̃tix̃
J
ti.

Thus, we obtain that

det pHt`1q ě det pHtq

˜

1 ` κ
ÿ

iPSt

}x̃ti}
2
H´1

t

¸

ě det pHtq

ˆ

1 ` κmax
iPSt

}x̃ti}
2
H´1

t

˙

.
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Since λ ě 1, for all t ě 1 we have κmaxiPSt }x̃ti}
2
H´1

t

ď κ
λ}x̃ti}2 ď κ. We then reach the

conclusion in the same manner:
t
ÿ

s“1

max
iPSs

}x̃si}
2
H´1

s
ď

2

κ

t
ÿ

s“1

log

ˆ

1 ` κmax
iPSs

}x̃si}
2
H´1

s

˙

ď
2

κ

t
ÿ

s“1

log

ˆ

detpHs`1q

detpHsq

˙

“
2

κ
log

ˆ

detpHt`1q

detpH1q

˙

ď
2

κ
d log

ˆ

trpHt`1q

dλ

˙

ď
2

κ
d log

ˆ

1 `
t

dλ

˙

.

This proves the second inequality.

I Proof of Proposition 1

I.1 Main Proof of Proposition 1

Proof of Proposition 1. We construct the parameters and features in the same way as in Section D.1.
Recall that, by Proposition D.1, it is sufficient to bound

ř

iPS‹ ppi|S‹,wV q ´
ř

iPS̃t
ppi|S̃t,wV q.

We denote Ũt as the unique U‹ P Vd{4 in S̃t. We define a function µ : R Ñ r0, 1s such that for
any z P R, µpzq “

K exppzq

v0`K exppzq
. Since all items in S‹ (and in S̃t) are identical, we can express

ř

iPS‹ ppi|S‹,wV q (and
ř

iPS̃t
ppi|S̃t,wV q) as follows:

ÿ

iPS‹

ppi|S‹,wV q “
K exppxJ

VwV q

v0 `K exppxJ
VwV q

“ µpxJ
VwV q,

ÿ

iPS‹

ppi|S‹,wV q “
K exppxJ

Ũt
wV q

v0 `K exppxJ

Ũt
wV q

“ µpxJ

Ũt
wV q.

Given wV , we define κ‹
t pwV q :“

ř

iPS‹ ptpi|S
‹,wV qptp0|S‹,wV q. Since the context vectors txtiu

are constructed to be invariant across rounds t, κ‹
t pwV q is also independent of t, i.e., κ‹

1pwV q “

¨ ¨ ¨ “ κ‹
T pwV q. Therefore, we omit the index t for simplicity. Note that, in our instance construction,

κ‹pwV q “ µpxJ
VwV q

`

1 ´ µpxJ
VwV q

˘

“ 9µpxJ
VwV q.

We hypothesize that for all V P Vd{4, the regret is dominated by d
a

κ‹pwV qT . If this assump-
tion does not hold, then by definition, there exists some V P Vd{4 such that EV rRegT pwV qs “

Ω
´

d
a

κ‹pwV qT
¯

, thereby completing the proof.

Hypothesis. There exists a constant C ą 0 such that:

EV rRegT pwV qs ď C ¨ d
a

κ‹pwV qT , @V P Vd{4. (I.1)

Additionally, we set w‹ “ argmaxwV
κ‹pwV q, thus, we have κ‹ “ κ‹pw‹q “ maxwV

κ‹pwV q.

To establish an instance-dependent lower bound for µpxJ
VwV q ´ µpxJ

Ũt
wV q, we use the following

lemma in place of Lemma D.1:

Lemma I.1. Suppose ϵ P p0, 1{d
?
dq and define δ :“ d{4 ´ |Ũt X V |. Then, we have

µpxJ
VwV q ´ µpxJ

Ũt
wV q ě

κ‹pwV q

3
¨
δϵ
?
d
.

For any j P V , define random variables M̃j :“
řT
t“1 1tj P Ũtu. Then, by Lemma I.1, for all

V P Vd{4, we get

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q ě
κ‹pwV q

3
¨
ϵ

?
d

˜

dT

4
´

ÿ

jPV

EV rM̃js

¸

. (I.2)
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Additionally, we define Vpjq

d{4 :“ tV P Vd{4 : j P V u and Vd{4´1 :“ tV Ď rds : |V | “ d{4 ´ 1u.
By averaging both sides of Equation (I.2) with respect to all V P Vd{4, and by following reasoning
similar to that in the proof of Theorem 1, we get

1
ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q

ě
κ‹pwV q

3
¨
ϵ

?
d

˜

dT

6
´ max
V PVd{4´1

ÿ

jRV

ˇ

ˇ

ˇ
EVYtjurM̃js ´ EV rM̃js

ˇ

ˇ

ˇ

¸

. (I.3)

For simplicity, let P “ PV andQ “ PVYtju. Then, we can bound the term
ˇ

ˇ

ˇ
EVYtjurM̃js ´ EV rM̃js

ˇ

ˇ

ˇ

in (I.3) for any V P Vd{4´1.

ˇ

ˇ

ˇ
EP rM̃js ´ EQrM̃j

ı

| ď

T
ÿ

t“0

t ¨

ˇ

ˇ

ˇ
P rM̃j “ ts ´QrM̃j “ ts

ˇ

ˇ

ˇ

ď T ¨ }P ´Q}TV ď T ¨

c

1

2
KLpP }Qq, (I.4)

where }P ´ Q}TV “ supA |P pAq ´ QpAq| | is the total variation distance between P and Q,
KLpP }Qq “

ş

plog dP {dQqdP is s the Kullback-Leibler (KL) divergence between P and Q, and the
last inequality holds by Pinsker’s inequality. We can derive the instance-dependent bound for the KL
divergence term in (I.4) by the following lemma:

Lemma I.2. For any V P Vd{4´1 and j P rds, there exists a positive constant CKL ą 0 such that

d
ÿ

j“1

KLpPV }QVYtjuq ď CKL ¨ ϵ2κ‹pwV qT.

Plugging (I.4) into (I.3), we get

1
ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q

ě
κ‹pwV q

3
¨
ϵ

?
d

˜

dT

6
´ T

d
ÿ

j“1

c

1

2
KLpP }Qq

¸

ě
κ‹pwV q

3
¨
ϵ

?
d

¨

˝

dT

6
´ T

?
d ¨

g

f

f

e

1

2

d
ÿ

j“1

KLpP }Qq

˛

‚

ě
κ‹pwV q

3
¨
ϵ

?
d

˜

dT

6
´ T

?
d ¨

c

1

2
CKL ¨ ϵ2κ‹pwV qT

¸

,

where the second inequality is due to the Cauchy-Schwartz inequality, and the last inequality is by
Lemma I.2.

By setting ϵ “

b

d
72CKL¨κ‹pwV qT , we have

1
ˇ

ˇVd{4

ˇ

ˇ

ÿ

V PVd{4

EV
ÿ

iPS‹

ppi|S‹,wV q ´
ÿ

iPS̃t

ppi|S̃t,wV q

ě
κ‹pwV q

3
¨

1
?
d

¨

d

d

72CKL ¨ κ‹pwV qT
¨
dT

12

“ Ω
´

d
a

κ‹pwV qT
¯

.

Recall that by construction, κ‹ “ maxwV
κ‹pwV q. Thus, by taking the maximum over wV , we

complete the proof of Proposition 1.
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I.2 Proofs of Lemmas for Proposition 1

I.2.1 Proof of Lemma I.1

Proof of Lemma I.1. For simplicity, let x “ xV and x̂ “ xŨt
. Then, by the mean value theorem, we

have

µpxJwV q ´ µpx̂JwV q “

ż 1

v“1

9µ
`

xJwV ` vpx̂´ xqJwV

˘

px´ x̂q
J
wV

ě
9µpxJwV q

1 ` |px´ x̂qJwV |
px´ x̂q

J
wV

ě
9µpxJwV q

3
px´ x̂q

J
wV

“
κ‹pwV q

3
px´ x̂q

J
wV

ě
κ‹pwV q

3
¨
δϵ
?
d
,

where in the first equality, x̄ is the convex combination of x and x̂, the first inequality holds by
Lemma I.3, the second inequality holds by the bounded assumption (Assumption 1), and the last
inequality holds by the definition of δ “ d{4 ´ |Ũt X V |.

I.2.2 Proof of Lemma I.2

Proof of Lemma I.2. Consider a fixed round t, an assortment S̃t, and the set Ũt. Let U “ Ũt.
Define mjpS̃tq :“

ř

xUPS̃t
1tj P Uu{K, which captures the average presence of j P U across the

assortment S̃t. For simplicity, we denote p “
K exppxJ

UwV q

v0`K exppxJ
UwV q

and q “
K exppxJ

UwV Ytjuq

v0`K exppxJ
UwV Ytjuq

. Then,
we get

KL
´

PV p¨|S̃tq}PVYtjup¨|S̃tq
¯

ď χ2
´

PV p¨|S̃tq}PVYtjup¨|S̃tq
¯

“ χ2pBernoulli ppq }Bernoulli pqqq

“
pp´ qq2

q
`

pp´ qq2

1 ´ q

“
pp´ qq2

qp1 ´ qq

“

`

µpxJ
UwV q ´ µpxJ

UwVYtjuq
˘2

9µpxJ
UwVYtjuq

“

`

9µpxJ
U w̄V,jq

˘2

9µpxJ
UwVYtjuq

`

xJ
U

`

wV ´ wVYtju

˘˘2
,

where in the first inequality, we used KL ď χ2 (Tsybakov [50], Chapter 2), where χ2 is a chi-square
divergence, the second equality holds by the expression of the chi-square divergence for Bernoulli
random variables, and the last equality holds by the mean value theorem, where w̄V,j is a convex
combination of wV and wVYtju. Then, by Lemma I.4, we can further bound the last term as follows:

KL
´

PV p¨|S̃tq}PVYtjup¨|S̃tq
¯

ď 9µpxJ
UwV qe3|x

J
UpwV ´wV Ytjuq|

`

xJ
U

`

wV ´ wVYtju

˘˘2

ď 9µpxJ
UwV qe3{d2

`

xJ
U

`

wV ´ wVYtju

˘˘2

ď 9µpxJ
UwV qe1{4

`

xJ
U

`

wV ´ wVYtju

˘˘2

ď 9µpxJ
UwV qe1{4 ¨

mjpS̃tqϵ
2

d
,

where the second-to-the last inequality holds based on the assumption that d ě 4, and the last
inequality holds since mjpS̃tq ď 1.
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Now, let us consider t varying over the round t P rT s. Then, we obtain

d
ÿ

j“1

KLpPV }QVYtjuq “

d
ÿ

j“1

T
ÿ

t“1

EV
”

KL
´

PV p¨|S̃tq}PVYtjup¨|S̃tq
¯ı

ď e1{4 ¨
ϵ2

d

d
ÿ

j“1

T
ÿ

t“1

EV
”

9µpxJ

Ũt
wV q ¨mjpS̃tq

ı

“ e1{4 ¨
ϵ2

d
EV

«

T
ÿ

t“1

˜

9µpxJ

Ũt
wV q

d
ÿ

j“1

mjpS̃tq

¸ff

ď e1{4 ¨
ϵ2

4
EV

«

T
ÿ

t“1

9µpxJ

Ũt
wV q

ff

ď e1{4 ¨
ϵ2

4

`

9µpxJ
VwV qT ` EV rRegT pwV qs

˘

“ e1{4 ¨
ϵ2

4
pκ‹pwV qT ` EV rRegT pwV qsq

ď CKL ¨
ϵ2

2

´

κ‹pwV qT ` d
a

κ‹pwV qT
¯

,

the equality follows from the chain rule of relative entropy (cf. Exercise 14.11 of Lattimore and
Szepesvári [32]), the second inequality holds because

řd
j“1mjpS̃tq ď d

4 , second-to-the last in-
equality holds by Lemma I.5, and the last inequality holds by the hypothesis (Equation (I.1)) with
CKL ą 0.

Furthermore, by the definition of κ (Assumption 2), we know that κ‹pwV q ě κ. Hence, given the
assumption that T ě d2{κ ě d2{κ‹pwV q, we derive that

d
ÿ

j“1

KLpPV }QVYtjuq ď CKL ¨ ϵ2κ‹pwV qT,

which concludes the proof.

I.3 Technical Lemmas for Proposition 1

Lemma I.3 (Lemma 7 of Abeille et al. [4]). Let f be a strictly increasing function such that | :f | ď 9f ,
and let Z be any bounded interval of R. Then, for all z1, z2 P Z:

ż 1

v“0

9f pz1 ` vpz2 ´ z1qq dv ě
9fpzq

1 ` |z1 ´ z2|
, for z P tz1, z2u.

Lemma I.4 (Lemma 9 of Abeille et al. [4]). Let f be a strictly increasing function such that | :f | ď 9f ,
and let Z be any bounded interval of R. Then, for all z1, z2 P Z:

9fpz2q expp´|z2 ´ z1|q ď 9fpz1q ď 9fpz2q expp|z2 ´ z1|q.

Lemma I.5 (Lemma 11 of Perivier and Goyal [44]). Let κ‹
t :“

ř

iPS‹
t
ptpi|S

‹
t ,w

‹qptp0|S‹
t ,w

‹q.
Then, we have

ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q ď

T
ÿ

t“1

κ‹
t ` RegT pw‹q.

J Proof of Proposition 2

In this section, we provide the proof of Proposition 2. We introduce useful lemmas to support the
proof.
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Lemma J.1 (Theorem 4 of Tran-Dinh et al. [49]). Let f : RK Ñ R be a Mf -self-concordant-like
function and let x, y P dompfq, then:

e´Mf }y´x}2∇2fpxq ĺ ∇2fpyq.

Proof of Proposition 2. We begin the proof with Equation (E.2) from the proof of Theorem 2:

T
ÿ

t“1

∇Qpu‹
t qJput ´ u‹

t q ď 2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t
. (J.1)

We then divide the total rounds into two disjoint sets, J1 and J2, such that J1
Ť

J2 “ rT s. Specifically,
let J1 “ tt P rT s|

ř

iPSt
ptpi|St,w

‹qptp0|St,w
‹q ě

ř

iPSt
ptpi|St,wt`1qptp0|St,wt`1qu and

J2 “ rT szJ1. For a better presentation, we also define that:

gtpS;wq :“
ÿ

iPS

ptpi|S,wqptp0|S,wq}xti}H´1
t
.

Then, we can rewrite the right-hand side of (J.1) as follows:

2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t

“ 2βT pδq

T
ÿ

t“1

gtpSt;w
‹q

“ 2βT pδq
ÿ

tPJ1

gtpSt;w
‹q ` 2βT pδq

ÿ

tPJ2

gtpSt;w
‹q.

To bound
ř

tPJ1
gtpSt;w

‹q, by the mean value theorem, we get

ÿ

iPJ1

gtpSt;w
‹q “

ÿ

iPJ1

gtpSt;wt`1q `
ÿ

iPJ1

∇wgtpSt; w̄tq
Jpw‹ ´ wt`1q, (J.2)

where w̄t is the convex combination of w‹ and wt`1. The first term of (J.2) can be bound by

ÿ

tPJ1

gtpSt;wt`1q

ď

d

ÿ

tPJ1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q

d

ÿ

tPJ1

ÿ

iPSt

ptpi|St,wt`1qptp0|St,wt`1q}xti}2H´1
t

ď

d

ÿ

tPJ1

ÿ

iPSt

ptpi|St,w‹qptp0|St,w‹q ¨ Õ
´?

d
¯

ď

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT pw‹q ¨ Õ

´?
d
¯

, (J.3)

where the second-to-the last inequality holds by the definition of J1 and the elliptical potential lemma
(Lemma E.2), and the last inequality holds by the following Lemma:
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Moreover, the second term of (J.2) can be bounded as follows:
ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

iPJ1

∇wgtpSt; w̄tq
Jpw‹ ´ wt`1q

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

tPJ1

ptp0|St, w̄tq
ÿ

iPSt

ptpi|St, w̄tqx
J
tipw

‹ ´ wt`1q}xti}H´1
t

´ 2ptp0|St, w̄tq
ÿ

iPSt

ptpi|St, w̄tq}xti}H´1
t

ÿ

jPSt

ptpj|St, w̄tqx
J
tjpw

‹ ´ wt`1q

ˇ

ˇ

ˇ

ˇ

ˇ

ď βT pδq
ÿ

tPJ1

ÿ

iPSt

ptpi|St, w̄tq}xti}
2
H´1

t
` 2βT pδq

ÿ

tPJ1

˜

ÿ

iPSt

ptpi|St, w̄tq}xti}H´1
t

¸2

ď βT pδq
ÿ

tPJ1

max
iPSt

}xti}
2
H´1

t
` 2βT pδq

ÿ

tPJ1

ˆ

max
iPSt

}xti}H´1
t

˙2

ď 3βT pδq

T
ÿ

t“1

max
iPSt

}xti}
2
H´1

t
“ Õ

´

d3{2{κ
¯

, (J.4)

where the first inequality holds by Lemma 1, and the last inequality holds by Lemma E.2. Combin-
ing (J.3) and (J.4), we can bound the term

ř

tPJ1
gtpSt;w

‹q as follows:

ÿ

tPJ1

gtpSt;w
‹q ď Õ

¨

˝

?
d ¨

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT pw‹q ` d3{2{κ

˛

‚. (J.5)

Now, we bound
ř

tPJ2
gtpSt;w

‹q. We define H‹
t :“ λId `

řt´1
s“1 Gspw‹q. Recall that ∇2ℓspwq “

Gspwq and ℓs is 3
?
2-self-concordant-like function (Proposition C.1). Then, by Lemma J.1, we get

Ht ľ H‹
t e

´3
?
2. With this fact, we can now bound the term

ř

tPJ2
gtpSt;w

‹q:
ÿ

tPJ2

gtpSt;w
‹q ď

d

ÿ

tPJ2

ÿ

iPSt

ptpi|St,w‹qptp0|St,w‹q

d

ÿ

tPJ2

ÿ

iPSt

ptpi|St,w‹qptp0|St,w‹q}xti}2H´1
t

ď

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT

g

f

f

e

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w‹qptp0|St,w‹q}xti}2H´1
t

ď

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT

g

f

f

ee3
?
2

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w‹qptp0|St,w‹q}xti}2pH‹
t q´1

ď Õ

¨

˝

?
d ¨

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT

˛

‚, (J.6)

where the second inequality follows from Lemma I.5, second-to-the last inequality holds because
Ht ľ H‹

t e
´3

?
2, and the last inequality is obtained by a slight modification of Lemma E.2 with

w1, . . . ,wT “ w‹.

Now, by plugging (J.5) and (J.6) into (J.1), and using the fact that βT pδq “ Õp
?
dq, we obtain that

2βT pδq

T
ÿ

t“1

ÿ

iPSt

ptpi|St,w
‹qptp0|St,w

‹q}xti}H´1
t

“ Õ

¨

˝d

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT pw‹q ` d3{2{κ

˛

‚.

Furthermore, by applying the same analysis as in the proof of Theorem 2 in order to bound the
second-order term in the Taylor expansion (term (B) in (E.1)), we get

RegT pw‹q “ Õ

¨

˝d

g

f

f

e

T
ÿ

t“1

κ‹
t ` RegT pw‹q ` d2{κ

˛

‚.
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By solving the above equation, we conclude the proof of Proposition 2.

K Experiment Details and Additional Results
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Figure K.1: Runtime per round under uniform rewards (first row) and non-uniform rewards (second
row).
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Figure K.2: Cumulative regret under uniform rewards with v0 “ ΘpKq.

For each instance, we sample the true parameter w‹ from a uniform distribution in r´1{
?
d, 1{

?
dsd.

For the context features xti, we sample each xti independently and identically distributed (i.i.d.) from
a multivariate Gaussian distribution N p0d, Idq and clip it to range r´1{

?
d, 1{

?
dsd. Therefore, we

ensure that }w‹}2 ď 1 and }xti}2 ď 1, satisfying Assumption 1. For each experimental configuration,
we conducted 20 independent runs for each instance and reported the average cumulative regret
(Figure 1) and runtime per round (Figure K.1) for each algorithm. The error bars in Figure 1 and K.2
represent the standard deviations (1-sigma error). We have omitted the error bars in Figure K.1
because they are minimal.

In the uniform reward setting where rti “ 1, the combinatorial optimization step to select the
assortment simply involves sorting items by their utility estimate. In contrast, in the non-uniform
reward setting, rewards are sampled from a uniform distribution in each round, i.e., rti „ Unifp0, 1q.
For combinatorial optimization in this setting, we solve an equivalent linear programming (LP)
problem that is solvable in polynomial-time [47, 21]. The experiments are run on Xeon(R) Gold
6226R CPU @ 2.90GHz (16 cores).

Figure K.1 presents additional empirical results on the runtime per round. Our algorithm OFU-MNL+
demonstrates a constant computation cost for each round, while the other algorithms exhibit a
linear dependence on t. It is also noteworthy that the runtime for uniform rewards is approximately
10 times faster than that for non-uniform rewards. This difference arises because we use linear
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programming (LP) optimization for assortment selection in the non-uniform reward setting, which is
more computationally intensive.

Furthermore, Figure K.2 illustrates the cumulative regrets of the proposed algorithm compared to
other baseline algorithms under uniform rewards with v0 “ K{5. Since v0 is proportional to K, an
increase in K does not improve the regret. This observation is also consistent with our theoretical
results.

L Technical Errors in Agrawal et al. [5]

In this section, we discuss the technical errors in Agrawal et al. [5]. There are two main significant
errors: There are mainly two significant errors:

1. Equation (16).

αipXSt
, θt, θ

‹qxti :“ µipX
J
St
θ‹q ´ µipX

J
St
θtq, (L.1)

where XSt
is a design matrix whose columns are the attribute vectors xti of the items in the assortment

St and µipXJ
St
θq “ Ptpi|St, θq.

It appears that the authors may have intended to derive this equation using a first-order exact
Taylor expansion. However, in MNL bandits, this equation generally does not hold. Consider a
counterexample where xti “ 0, xtj ‰ 0 for j ‰ i, and θ‹ ‰ θt. Then, the left-hand side of (L.1)
is equals to 0 (since xti “ 0), but the right-hand side of (L.1) is not 0, because the denominators
of each µipXJ

St
θ‹q and µipXJ

St
θtq differ. This equation only holds in special cases, such as when

K “ 1, which corresponds to the logistic bandit case. Equation (16) in Agrawal et al. [5] serves as
the foundation for the entire proof in their paper. Consequently, all subsequent results derived from it
are also incorrect.

2. Cauchy-Schwarz inequality in the regret analysis (Page 46)
When using the Cauchy-Schwarz inequality on the regret before applying the elliptical potential
lemma, they indeed incur an additional

?
K factor:

T
ÿ

t“1

min

˜

ÿ

iPSt

}xti}J´1
t
, 1

¸

ď
?
KT

g

f

f

emin

˜

ÿ

iPSt

}xti}2J´1
t

, 1

¸

.

Hence, their regret should actually be Õpd
?
KT ` d2{κq, which is worse than the result in our

Theorem 2 (upper bound under uniform rewards) by a factor of K.

M Limitations

To determine the optimistic assortment in line 5 of Algorithm 1, we must calculate the optimistic
utility αti for each item i P rN s. Consequently, the computational cost for each round scales
polynomially with N , the number of items. If N is very large, or infinite, our proposed algorithm
becomes intractable. It is important to note that much of the existing literature on contextual
bandits [2, 10, 24, 1, 20, 6–8, 16, 40, 41, 4, 44] also requires enumerating all items to select the item
for each round.

57

109059 https://doi.org/10.52202/079017-3461



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
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the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Assumption 1 and 2
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Secion 7 and Section K
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: We have included the code in the supplementary material. After our paper is
accepted, we will provide open access to the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Section 7 and Section K
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Figure 1 and K.2. We omitted the error bars in Figure K.1 because they are too
minimal to be significant.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).

60

109062https://doi.org/10.52202/079017-3461

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Section K

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper focuses on theoretical results and therefore does not discuss societal
impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: This paper does not use existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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