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Abstract

Pairwise dot-product self-attention is key to the success of transformers that achieve
state-of-the-art performance across a variety of applications in language and vi-
sion. This dot-product self-attention computes attention weights among the input
tokens using Euclidean distance, which makes the model prone to representation
collapse and vulnerable to contaminated samples. In this paper, we propose using
a Mahalanobis distance metric for computing the attention weights to stretch the
underlying feature space in directions of high contextual relevance. In particular,
we define a hyper-ellipsoidal neighborhood around each query to increase the
attention weights of the tokens lying in the contextually important directions. We
term this novel class of attention Elliptical Attention. Our Elliptical Attention
provides two benefits: 1) reducing representation collapse, and 2) enhancing the
model’s robustness as Elliptical Attention pays more attention to contextually
relevant information, rather than focusing on some small subset of informative
features. We empirically demonstrate the advantages of Elliptical Attention over
the baseline dot-product attention and state-of-the-art attention methods on vari-
ous practical tasks, including object classification, image segmentation, and lan-
guage modeling across different data modalities. The code is publicly available at
https://github.com/stefvk/Elliptical-Attention.

1 Introduction
Attention mechanisms and transformers [82] have achieved state of the art performance across a wide
variety of tasks in machine learning [27, 35, 75] and, in particular, within natural language processing
[1, 2, 13, 65, 12], computer vision [16, 39, 78, 66, 62], and reinforcement learning [25, 5]. They
have also demonstrated strong performance in knowledge transfer from pretraining tasks to various
downstream tasks with weak or no supervision [63, 64, 15]. At the core of these models is the dot-
product self-attention mechanism, which learns self-alignment between tokens in an input sequence
by estimating the relative importance of each token with respect to all others. The mechanism then
transforms each token into a weighted average of the feature representations of the other tokens
with weights proportional to the learned importance scores. The relative importance scores capture
contextual information among tokens and are key to the success of the transformer architecture
[83, 76, 8, 59, 36, 55].
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Figure 1: Comparison of Attention Heatmaps. Elliptical pays attention to more relevant information. DeiT
focuses on just a subset of informative features while Elliptical considers a wider set of contextually relevant
information, helping to produce more accurate and robust predictions. Attention scores are min-max scaled for
visualization purposes.

Recent work has begun exploring the connections between self-attention and non-parametric kernel
regression [54, 23]. Under this interpretation, there is an unknown, underlying function f mapping
the tokens in the input sequence to the output sequence. The self-attention mechanism estimates
f by performing Nadaraya-Watson (NW) regression with isotropic Gaussian kernels. Our work
leverages this perspective on self-attention, where we notice that Gaussian isotropic kernels are
spherically invariant. This has the drawback of assuming all dimensions of the feature space are equal
in terms of importance, meaning nearby tokens are assigned contextual relevance weights dependant
only on their Euclidean distance from a query, regardless of direction. From the non-parametric
regression perspective, we show that spherical invariance in the kernel causes the estimator to suffer
provably higher variance. This causes two connected disadvantages in the self-attention setting. First,
high variance in the estimator impairs robustness as small contaminations in the input cause large,
erroneous changes in the self-attention output. Second, the high variance of the estimator reduces the
capacity of the self-attention mechanism as hidden representations passing through the model are
increasingly composed of uninformative noise.

Contribution. In this work, we propose Elliptical Attention, a new class of self-attention that
constructs hyper-ellipsoidal, rather than hyper-spherical, neighborhoods around the attention queries.
The key idea is to stretch the neighborhoods around the queries to upweight keys in directions of high
importance. We achieve this by computing a Mahalanobis transformation that stretches the axes of the
underlying feature space according to a learned measure of coordinate-wise relevance. Constructing
hyper-ellipsoidal neighborhoods following this scheme allows the self-attention mechanism to learn
higher-quality contextual representations that prevent representation collapse while simultaneously
exhibiting stronger robustness. We additionally propose an estimator of coordinate-wise relevance in
the self-attention mechanism that can be computed highly efficiently and with no learnable parameters.
We theoretically prove that our estimator accurately estimates the relative coordinate-wise relevance
in the feature space. Finally, our approach of constructing hyper-ellipsoidal neighborhoods is linked to
theoretical improvements in the mean squared error (MSE) of non-parametric estimators by reducing
variance without introducing bias. We demonstrate that this provable reduction in variance is related
to both representation collapse and robustness, proposing a unifying framework for both phenomena.
This framework is based on the geometry of the predictive neighborhood around queries in the
attention mechanism. In summary, our contributions are three-fold:

1. We develop the novel Elliptical Attention, which learns better contextual representations by
constructing hyper-ellipsoidal neighborhoods around queries.

2. We propose an efficient estimator of the coordinate-wise relevance in the self-attention mech-
anism, which requires no learnable parameters, and provide theoretical guarantees for this
estimator.

3. We derive a theoretical framework unifying representation collapse and robustness in trans-
formers based only on the implicit geometry of the attention mechanism.

We empirically demonstrate that 1) Elliptical Attention outperforms baseline self-attention models
in terms of accuracy and robustness on a variety of practical benchmarks, including WikiText-103
language modelling, ImageNet-1K object classification, LRA long sequence modeling, and ADE20K
image segmentation, 2) Elliptical Attention attains robust improvements with lower memory require-
ments and faster computational speed than baseline robust transformers, and 3) Elliptical Attention
can be combined with state-of-the-art robust transformers to further boost robust performance in
ImageNet-1K under adversarial attack.
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Figure 2: Left: The function does not vary in the x2 axis so we stretch the neighborhood in that direction. Right:
The stretched ellipsoidal neighborhood includes 4 more keys.

Organization. We structure this paper as follows: In Section 2, we present preliminaries on self-
attention and non-parametric kernel regression. In Section 3, we illustrate the theoretical benefits
of hyper-ellipsoidal neighborhoods, demonstrate how we build the required transformation, and
provide the full technical formulation of Elliptical Attention. We empirically validate the advantages
of the Elliptical Attention in Section 4. Related work is discussed in Section 5 before presenting
concluding remarks in Section 6. Proofs, technical details, and further experiments are provided in
the Appendix.

2 Background: Self-Attention and Non-Parametric Regression
We first provide preliminaries on the self-attention mechanism followed by background on its
connection to the Nadaraya-Watson (NW) estimator in non-parametric regression [48].

2.1 Self-Attention Mechanism

Given an input sequence X = [x1, . . . ,xN ]⊤ ∈ RN×Dx of N feature vectors, the self-attention
mechanism transforms the input to H := [h1, . . . ,hN ]⊤ ∈ RN×Dx as follows:

hi =
∑
j∈[N ]

softmax

(
q⊤
i kj√
D

)
vj , for i = 1, . . . , N. (1)

The vectors qi,kj , and vj are the query, key, and value vectors, respectively. They are computed
as [q1, . . . , qN ]⊤ := Q = XW⊤

Q ∈ RN×D, [k1, . . . ,kN ]⊤ := K = XW⊤
K ∈ RN×D, and

[v1, . . . ,vN ]⊤ := V = XW⊤
V ∈ RN×Dv where WQ,WK ∈ RD×Dx ,W V ∈ RDv×Dx are the

weight matrices. Eqn. 1 can be expressed in matrix form as:

H = softmax

(
QK⊤
√
D

)
V , (2)

where the softmax function is applied row-wise to the matrix QK⊤/
√
D. We refer to transformers

built with Eqn. 2 as standard transformers or just transformers.

2.2 A Non-Parametric Regression Perspective of Self-Attention
We now present the connection between self-attention as described in Eqn. 1 and non-parametric
regression. We first assume key and value vectors {kj ,vj}j∈[N ] are obtained from the following
data generating process:

v = f(k) + ϵ, (3)
where ϵ is random zero-mean noise E[ϵ] = 0, and f is the unknown function to be estimated. We
consider the random design setting where the keys {kj}j∈[N ] are i.i.d samples drawn from the
marginal distribution p(k). We use p(v, k) to denote the joint distribution of pairs (v, k) as obtained
according to Eqn. 3. At any given new query q, we aim to estimate the unknown function f(q).

The NW estimator is a non-parametric estimator of the unknown f described by

f(k) = E[v|k] =
∫
RD

v · p(v|k)dv =

∫
RD

v · p(v, k)
p(k)

dv, (4)

3
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where we apply zero-mean noise for the first equality and the definitions of conditional expectation
and density for the second and final. Then, it can be shown that by estimating the joint density p(v, k)
and marginal density p(k) using isotropic Gaussian kernels with bandwidth σ and evaluating the NW
estimator at a new query qi, we obtain

f̂σ(qi) =

∑
j∈[N ] vj exp

(
−∥qi − kj∥2/2σ2

)∑
j∈[N ] exp (−∥qi − kj∥2/2σ2)

(5)

=

∑
j∈[N ] vj exp(q

⊤
i kj/σ

2)∑
j∈[N ] exp(q

⊤
i kj/σ2)

=
∑
j∈[N ]

softmax(q⊤
i kj/σ

2)vj , (6)

where choosing σ2 =
√
D as the isotropic variance recovers the full attention mechanism. We present

the full derivation in Appendix A.

Limitation of self-attention. We see in Eqn. 5 that standard self-attention computes the relative im-
portance scores between queries and keys via Euclidean distance. Euclidean distances are spherically
invariant and therefore fail to consider coordinate-wise significance in the feature space, meaning the
proximity of kj from qi influences its contextual relevance equally regardless of direction.

3 Elliptical Attention: Leveraging Hyper-Ellipsoids to Pay More Attention
Without Losing Focus

In this section, we first present how NW regression obtains a lower MSE by taking hyper-ellipsoidal
neighborhoods around queries. We then construct the required hyper-ellipsoidal transformation via a
Mahalanobis metric. We present the framework relating robustness and representation collapse to the
geometry of the query neighborhoods and show how our proposed scheme offers improvements in
both areas. We then provide an efficient estimator of the coordinate-wise relevance before finally
giving the full technical formulation of Elliptical Attention. Technical details on the implementation
procedure are in Appendix E.

3.1 Improving NW Regression with Hyper-Ellipsoids

Distance-based estimators, such as the NW estimator, can obtain a lower MSE by taking hyper-
ellipsoidal neighborhoods around queries [29, 30]. The key idea is that we wish to stretch the axes of
the underlying space in directions for which the true f in Eqn. 3 varies least.

Figure 3: Representation Collapse on
WikiText-103. Elliptical Attention
learns more diverse representations.

Figure 2 shows a situation in which f does not vary equally
in all directions. This is actually a limiting case in which the
function is sparse in the x2 direction. In the left sub-figure,
we show the result of stretching the Euclidean circular neigh-
borhoods around each query in the x2 direction for which the
function does not vary. The right sub-figure then shows how
the resulting ellipse in the x2 direction can include additional
data points without adding additional bias into the model. It
is a well-established result that the variance of non-parametric
estimates at a point is inversely proportional to the number of
samples in that point’s neighborhood, as the additional sam-
ples smooth out the effect of noise. As a result, stretching the
neighborhood, as shown in the right sub-figure, decreases the
variance. Crucially, including these additional samples does
not cause the estimate to miss the true variation in the function, as there is no variation in the x2
direction. By including points in this direction, we do not introduce bias into the estimate. Hence, we
lower variance without the introduction of bias, obtaining a lower MSE estimator. This intuition is
formalized in Theorem 1 in Appendix C, which shows that the best achievable rate of convergence
for estimators of non-sparse Lipschitz functions is of the order O(n−2/(2+d)) for a d dimensional
feature space. However, when the function only depends on R ⊆ [d] coordinates, the rate improves
to O(n−2/(2+|R|)). In the case of approximate sparsity, when coordinate directions exhibit differing
variability, the same intuition carries over as shown by the improvement in convergence rates in
Theorem 2 in Appendix C.

We leverage this analysis from non-parametric regression to motivate our Elliptical Attention. From
the regression perspective, the self-attention mechanism, which performs NW regression, is able

4
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to learn a lower MSE estimator of the true underlying f by reducing the variance of the estimator
without (or with minimal) introduction of bias. From the attention perspective, this means queries
pay higher attention to more relevant keys, producing more contextually meaningful attention scores
and better, more robust learned representations.

3.2 Capturing Coordinate-wise Variability and Building the Mahalanobis Transformation

We measure the variation in f in the ith coordinate direction by the expectation of the L1 norm
of the ith directional derivative taken over all k ∈ Xk, where Xk ⊆ RD denotes the feature space.
Roughly speaking, this quantity corresponds to the average absolute gradient of f in the ith direction
throughout the space. Formally, this quantity is defined as

Definition 1 (Coordinate-wise Variability of f : RD → RDv ) The coordinate-wise variability of
f : RD → RDv with Jacobian matrix Jf ∈ RDv×D in the ith direction is given by the quantity
∥f ′i∥1,µ := Ek∼µ∥Jf (k)ei∥1, i ∈ [D], where ei is an all-zero vector with a single 1 in the ith
coordinate and µ is the marginal distribution of k over support Xk.

Remark 1 This definition is one of many possible. One could also take the supremum rather than the
expectation or consider second derivatives. We select this definition as averages over first derivatives
are more easily estimated and the definition still captures the intuitive properties of variability.

Denoting estimates of the coordinate-wise variability ∥f ′i∥1,µ by mi, we can then incorporate these
quantities into a distance function of the form

d(q,k) :=
√
(q − k)⊤M(q − k), (7)

where M = diag(m1,m2, . . . ,mD) is a diagonal matrix whose diagonal elements are the estimates
of ∥f ′i∥1,µ for i ∈ [D].

Remark 2 The metric described in Eqn. 7 is a form of Mahalanobis distance metric, which can
be interpreted as first applying a transformation to the underlying space in which we stretch the
coordinate axes by the diagonal elements of M . Therefore using this metric within the self-attention
computation produces the desired hyper-ellipsoidal neighborhoods around queries.

Remark 3 In practice, we maxscale the estimates to obtain mi ← mi/mmax where mmax ≥ mi

for all i ∈ [D]. This is because we care about the relative magnitudes of the direction-wise variability
as opposed to the absolute magnitudes. Under this interpretation, we identify the most variable
dimension and stretch all others relative to this direction.

3.3 Promoting Robustness and Avoiding Representation Collapse

Before providing the technical procedure for estimating M and the full technical formulation of
Elliptical Attention in Section 3.5, we first theoretically analyze in Propositions 1 and 2 how the
hyper-ellipsoidal transformation in Eqn.7 improves robustness and alleviates representation collapse.

Dimension-wise input sensitivity of Elliptical Attention and robustness. In Lemma 1, we show
that when each input component is weighted according to the Mahalanobis transformation in Eqn. 7,
the impact of perturbing the ith input coordinate on any coordinate of the output is proportional to the
corresponding weighting parameter with proportionality coefficient depending on the indices i and j.

Lemma 1 LetM : RD → RN denote the transformed Elliptical softmax operator for a given set of
keys as M(x) := 1∑

j∈[N] exp(x
⊤Mkj)

[
exp(x⊤Mk1), exp(x

⊤Mk2), . . . , exp(x
⊤MkN )

]⊤
for

weight matrix M as in Eqn. 7. Then, the achievable rate of change ofM(x) in ith input dimension
is proportional to mi, that is, supx∈X |JM(x)ji| ∝ mi, for all i ∈ [D] and j ∈ [N ] where JM is
the Jacobian matrix ofM.

By virtue of Lemma 1, which is proven in Appendix B.1, we show in Proposition 1 that choosing the
weights as properly scaled estimates of the underlying function variability, as in Elliptical Attention,
the output vectors become less prone to large errors caused by noisy input while simultaneously
respecting the dimension-wise variability pattern of the true self-attention function.

5
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Proposition 1 (Robustness of Elliptical Attention) Let f : RD → RDv be the true self-attention
function, f̂d be the Elliptical Attention estimator with metric d as described in Eqn. 7. Then for any
index i ∈ [N ] and noise ϵ ∈ RD, the following error bound holds

∥f̂d(qi)− f̂d(qi + ϵ)∥ ≤

∑
j∈[N ]

√
tr(K2

jM
2)∥vj∥

 ∥ϵ∥ , (8)

where {Kj}j∈[N ] are constant diagonal matrices that depend only on the key vectors.

Note that when the estimates are maxscaled so that mi ≤ 1, the achievable output error of Elliptical
Attention is lower than that of standard self-attention where mi = 1 for all i ∈ [D]. Besides, when
the true function exhibits approximate sparisity in some number of dimensions (i.e. mi → 0+ for
majority of indices), the error bound in Eqn. 8 becomes significantly tighter for Elliptical Attention.
The proof of Proposition 1 is provided in Appendix B.2.

Input smoothing and representation collapse. In each layer, the standard self-attention mechanism
fits a noisy estimate of the true function f , which is then fed into subsequent layers and iteratively
refit. The input to each attention layer is then partially composed of noise, which is equivalently the
common regularization method of random input smoothing. We show that by reducing the noise
component in each layer, Elliptical Attention maintains expressive power and resists representation
collapse. This is formalized in the following proposition:

Proposition 2 (Elliptical Attention maintains expressive power by reducing noise) Let hℓ
d de-

note the output of a transformer using Elliptical Attention with metric d as described in Eqn. 7 and
hℓ denote the output of a transformer using standard self-attention at layer ℓ. Let D be the sampling
distribution of the data and let c ∈ RD. Then, for any h,hd and layer ℓ, in expectation a standard
self-attention transformer attenuates towards c faster than Elliptical Attention. Formally, we have:

ED∥hℓ
d − c∥ ≥ ED∥hℓ − c∥. (9)

Proof is provided in Appendix B.3. Proposition 2 shows Elliptical Attention maintains better
expressive power than standard self-attention. We find this empirically supported as shown in Fig 3.
3.4 An Efficient Estimator of the Coordinate-wise Variability
We propose a simple difference-based estimator that effectively captures the coordinate-wise vari-
ability of the underlying function. Our estimator is easily and efficiently computed. It requires
no additional learnable parameters and demands negligible additional memory. Let En denote em-
pirical mean over n samples, vℓ(i) denote the ith component of the vector v at the ℓth layer, and
X ℓ,ℓ+1

v = {(vℓ+1,vℓ) : vℓ = f(kℓ) + ϵ} be the value feature space at neighboring layers ℓ and
ℓ+ 1 where values are generated according to the process described in Eqn. 3. Then, our approach to
estimating the ith coordinate-wise variability is described in the following proposition.

Proposition 3 (Coordinate-wise Variability Estimator) Given a function f : RD → RDv with ith
directional variation ∥f ′i∥1,µ, i ∈ [D] and some δ > 0, the directional variation can be estimated by
the quantity

mi := En
(vℓ,vℓ+1)∈X ℓ,ℓ+1

v

|vℓ+1(i)− vℓ(i)|
δ

. (10)

Remark 4 For the purposes of improving the performance of transformers by stretching the feature
space according to the direction-wise variability of f , we note that consistent estimators of ∥f ′i∥1,µ for
all i ∈ [D] are sufficient but not necessary. Instead, we require only the weaker objective of accurately
estimating the relative magnitudes of the direction-wise variability. That is, if ∥f ′i∥1,µ ≥ ∥f ′j∥1,µ, we
need only that mi ≥ mj . This is because the theory requires us only to identify coordinate directions
of more or less variability and shrink or stretch the space accordingly.

The intuition behind our estimator in Eqn. 10 lies in prior lines of research studying transformers
as an Euler discretization of a continuous-time dynamic, usually as a system of first-order ordinary
differential equations (ODEs) [40, 21, 53]. In fact, our estimator resembles the absolute value of
a forward Euler discretization of the variability of the ith component of a value vector over time
∂v(i, t)/∂t, where the layers ℓ and ℓ+1 represent consecutive time points in an interval partition with
the step size δ. We prove that our estimator in Eqn. 10 effectively estimates the relative magnitudes
of the coordinate-wise variability of f in Appendix B.5.

6
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3.5 Full Technical Formulation of Elliptical Attention

We now present the full formulation of Elliptical Attention. Given the distance function d(·, ·) as in
Eqn. 7, where M = diag(m1, . . . ,mD) is a diagonal matrix with elements mi as in Prop. 3, the
M -norm can be defined as ∥x∥M :=

√
xTMx, which produces hyper-ellipsoidal stretching in the

feature space. Then, Elliptical Attention is defined as follows.

Definition 2 (Elliptical Attention Computation) Let φd,σ : RD → R denote the Gaussian density
kernel with variance σ2I equipped with the M -norm as defined above. Then the corresponding NW
estimator at qi becomes

f̂d,D(qi) :=

∑
j∈[N ] vj exp

(
−∥qi − kj∥2M/2σ2

)∑
j∈[N ] exp (−∥qi − kj∥2M/2σ2)

. (11)

Then, the Elliptical Attention output for the ith query qi given keys {ki}Ni=1 and values {vi}Ni=1

corresponding to the NW estimator (11) with σ2 =
√
D is given by

hi =
∑
j∈[N ]

exp
(
q⊤
i Mkj/

√
D
)
vj∑

j∈[N ] exp
(
q⊤
i Mkj/

√
D
) =

∑
j∈[N ]

softmax(q⊤
i Mkj/

√
D)vj , (12)

where M = diag(m1, . . . ,mD) with mi defined as Eqn. 10 for all i ∈ [D].

Eqn. 12 is equivalently expressed in matrix form as

H = softmax

(
QMK⊤
√
D

)
V . (13)

Remark 5 We see from the form of Eqns. 12, 13 that standard self-attention is recoverable by setting
M = ID. Under our framework, this implies that standard self-attention assumes the underlying
regression function to have exactly equal variability in all coordinate directions.

Pseudocode for the Elliptical Attention computation is provided in Appendix F.12.

4 Experimental Results
In this section, we empirically justify the advantage of Elliptical Attention over baseline transformers
that take hyper-spheres around queries. We evaluate our method on robust Wikitext-103 modeling
under Word Swap contamination [45], ImageNet classification under a wide range of attacks [14, 67],
the LRA benchmark [74], and ADE20K image segmentation [87]. We compare Elliptical Attention
with state-of-the-art (SOTA) clean and robust models, including Performer [9], FourierFormer
[54], Robust Vision Transformer [44], Fully Attentional Network (FAN) [89], Mixture of Gaussian
Keys (MGK) [52], Mixture-of-Expert (MoE) based transformers, such as Switch transformer [18]
and Generalist Langauge Model (GLaM) [17], and robust kernel density estimation (KDE) based
transformers, such as Median of Means (MoM) and Scaled Projected KDE (SPKDE) [23]. We aim
to show that i) Elliptical Attention offers substantive improvements over baseline models across
tasks on both clean and contaminated data; ii) Elliptical Attention attains these improvements
on contaminated data while reducing memory requirements and increasing computational speed
compared to comparative robust models; iii) Elliptical Attention can be combined with SOTA robust
transformers to further improve robustness with negligible increase in computational overhead. We
compare Elliptical Attention with baselines of the same configuration. Results are averaged over 5
runs with different seeds. Additional results and full details on experimental setup are in Appendix F.

4.1 Robust Language Modelling

Experimental setup. We adopt the experimental setup in [54, 23]. We pretrain and evaluate our
models on the WikiText-103 benchmark in comparison with the standard baseline Transformer [82],
Performer [9], Transformer-MGK [52], FourierFormer [54], and the robust kernel density estimation-
based Transformers including Transformer-SPKDE and Transformer-MoM [23]. All models use the
44M-parameter Transformer backbone. We pretrain all models on clean data for 125 epochs before
attacking only the test set using a Word Swap Attack, which substitues random words with a generic
‘AAA’ token at a 2.5% swap rate. We report test perplexity (PPL) as the performance metric.

7
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Table 1: Perplexity (PPL) on WikiText-103 under Word Swap contamination. Elliptical achieves top PPL in
clean data and second best in contaminated. Best result in bold and second best underlined.

Model Clean Test PPL (↓) Contaminated Test PPL (↓)

Transformer [82] 34.29 74.56
Performer [9] 33.49 73.48
Transformer-MGK [52] 33.21 71.03
FourierFormer [54] 32.85 68.33
Transformer-SPKDE [23] 32.18 54.97
Transformer-MoM [23] 34.68 52.14

Transformer-Elliptical 32.00 52.59

Table 2: Top-1 and Top-5 Test accuracy on ImageNet under adversarial attacks PGD, FGSM, and SPSA with
perturbation budget 1/255. Best result shown in bold and second best shown underlined.

Method Clean Data FGSM PGD SPSA
Top 1 Top 5 Top 1 Top 5 Top 1 Top 5 Top 1 Top 5

DeiT [78] 72.23 91.13 52.61 82.26 41.84 76.49 48.34 79.36
Distill [78] 74.32 93.72 53.24 84.07 41.72 76.43 49.56 80.14
FourierFormer [54] 73.25 91.66 53.08 83.95 41.34 76.19 48.79 79.57
RVT [44] 74.37 93.89 53.67 84.11 43.39 77.26 51.43 80.98
DeiT-KDE [23] 72.58 91.34 52.25 81.52 41.38 76.41 48.61 79.68
DeiT-MoM [23] 71.94 91.08 55.76 85.23 43.78 78.85 49.38 80.02

DeiT-Elliptical 72.36 91.33 54.64 85.18 44.96 79.35 56.55 87.26

Results. Table 1 shows our Elliptical Transformer (Elliptical) achieves top test perplexity in clean
data while also achieving second top test perplexity under data contamination by Word Swap [47],
illustrating that the Elliptical Attention is highly robust and offers substantial advantages on clean
data as well.

4.2 Image Classification under Adversarial Attack

Experimental setup. We adopt the experimental setup in [23]. We train and evaluate Elliptical on
ImageNet-1K against standard vision transformers, including DeiT [78] and Distill [78], as well as the
FourierFormer [54]. We also compare Elliptical with robust vision transformers, including DeiT-KDE
[23], DeiT-MoM [23], RVT [44], and FAN [89]. The DeiT backbone is the tiny configuration of
5.7M parameters. We train all models on clean ImageNet-1K for 300 epochs before evaluating their
top-1 and top-5 accuracy on the test dataset under fast gradient sign method (FGSM) [22], projected
gradient descent (PGD) [42], and simultaneous perturbation stochastic approximation (SPSA) [81].
We also present results for performance against Auto Attack [11], which is an ensemble of auto
PGD-Cross Entropy (APGD-CE), auto PGD-targeted (APGD-T), fast adaptive boundary-targeted
(FAB-T), and Square. We display results for attacks individually and in default sequential mode.

Results. Table 2 shows Elliptical attains top robustness in PGD and SPSA and second top in FGSM
while achieving highly competitive clean accuracy. DeiT-Elliptical is particularly impressive under
black box attack SPSA, improving over the next best model, RVT, [44], by 10%. Table 4 shows
results on Auto Attack [11], where we see DeiT-Elliptical substantially outperforms standard DeiT
in each attack individually and sequentially. We again see strong performance against black box
attack Square with an 8.5% improvement. When combining with SOTA robust transformer, FAN
[89], Elliptical Attention improves robustness to sequential Auto Attack and all individual attacks
except FAB-T, for which it still remains highly competitive. This shows Elliptical Attention can
further boost robustness when combined with SOTA robust models.

4.3 Long Sequence Modelling on the LRA Benchmark

Experimental setup. We adopt the setup in [7]. For each of the 5 tasks, equation calculation (ListOps)
[50], review classification (Text) [41], document retrieval (Retrieval) [61], image classification
(Image) [32], and image spatial dependencies (Pathfinder) [37], we compare Elliptical with standard
Transformer [82], Linformer [26], Reformer [28], Performer [9], and Longformer [3].

Results. Elliptical Attention achieves top or second top test accuracy in every task and top overall
performance. This shows Elliptical Attention learns superior representations across a wide range of
modalities in long-range contexts.
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Table 3: Test accuracy on long range tasks: ListOps, Text, Retrieval, Image, and Pathfinder. Best result in bold
and second best underlined.

Dataset (seq. length) Trans. [82] Lin. [26] Re. [28] Per. [9] Long. [3] Elliptical

ListOps (2K) 37.1 37.3 19.1 18.8 37.2 37.8
Text (4K) 65.0 55.9 64.9 63.8 64.6 65.6
Retrieval (4K) 79.4 79.4 78.6 78.6 81.0 80.3
Image (1K) 38.2 37.8 43.3 37.1 39.1 40.2
Pathfinder (1K) 74.2 67.6 69.4 69.9 73.0 73.2

Average Accuracy 58.5 55.6 55.1 53.6 59.0 59.4

Table 4: Top-1 and Top-5 Test accuracy on ImageNet under Auto Attack applied both individually and sequen-
tially with perturbation budget 1/255. Best result is shown in bold.

Method DeiT [78] DeiT-Elliptical FAN [89] FAN-Elliptical
Top 1 Top 5 Top 1 Top 5 Top 1 Top 5 Top 1 Top 5

Clean Data 72.23 91.13 72.36 91.33 76.31 93.42 76.38 93.53

APGD-CE 27.75 66.48 31.27 68.28 35.05 74.56 36.13 75.69
APGD-T 27.74 73.37 29.69 74.39 35.02 80.46 36.25 81.30
FAB-T 71.61 90.54 71.74 90.81 76.35 93.65 76.16 93.45
Square 43.55 80.96 47.25 81.65 56.75 88.05 58.38 88.20

Average 42.66 77.84 45.00 78.78 50.79 84.18 51.73 84.66
Sequential Attack 26.08 64.18 27.45 67.77 33.29 74.52 34.54 75.67

Table 5: Switch Transformer Language Modeling

Model Test PPL (↓)

Switch Transformer-medium [18] 35.33
Switch Elliptical-medium 34.67

Switch Transformer-large [18] 31.18
Switch Elliptical-large 30.56

Table 6: GLaM Language Modeling

Model Test PPL (↓)

GLAM-small [17] 58.27
GLaM-Elliptical-small 56.69

GLaM-medium [17] 38.27
GLaM-Elliptical-medium 36.34

4.4 Image Segmentation on ADE20K

Experimental setup. We adopt the setup in [71]. The encoder is pretrained on ImageNet-1K
following the same specification described in 4.2. In particular, the encoder is a DeiT-tiny backbone
of 5.7M parameters pretrained for 300 epochs. After pretraining, we then attach a decoder that
contains 2-layer masked transformer and finetune the full encoder-decoder model for 64 epochs on
the ADE20K [88] image segmentation dataset.

Results. Table 7 reports pixel accuracy, mean accuracy, and mean intersection over union (IOU).
Elliptical Attention boosts performance across all metrics, with intersection over union, in particular,
improving by a substantive 4.7%.

4.5 Further Clean Data Language Modelling

Experimental setup. For experiments using Switch Transformer [18] and GLaM [17] backbones,
we adopt the setup in [60]. In particular, we integrate Elliptical into small (70M parameters) and
medium (220M parameters) GlaM backbones and train the models on WikiText-103 for 80 and 120
epochs, respectively. We consider Switch backbones at medium (220M parameters) and large (388M
parameters) configurations, both trained for 80 epochs. All models use top-2 expert routing. For the
standard transformer experiments, we continue with the setup of [54] and additionally present results
for Elliptical in a medium configuration with 90M parameters trained for 100 epochs.

Results. We present in Tables 5 and 6 the performance of Elliptical in MoE backbones. We see
moving from smaller to larger configurations, Elliptical maintains strong, consistent improvements in
test PPL. We note particularly substantive improvements with scale in the GLaM backbone, where
at the small configuration Elliptical attains a 2.7% improvement, but at the medium configuration
this performance improvement almost doubles to 5.0%. Table 8 further shows that in the standard
transformer backbone, Elliptical maintains its substantive 6.8% improvement when scaling up to a
larger configuration. These results show that Elliptical Attention scales well with model size.
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Table 7: Image Segmentation Results

Model Pixel Acc. Avg Acc. Avg IOU

DeiT [78] 77.93 46.30 35.44
Elliptical 78.46 48.04 37.09

Table 8: Wikitext-103 Results

Model Test PPL (↓)

Transformer-small [82] 34.29
Elliptical-small 32.00

Transformer-medium [82] 29.60
Elliptical-medium 27.60

5 Related Work
Theoretical Frameworks for Attention. Attention mechanisms have been studied from a range
of perspectives. [80] shows that self-attention can be derived from kernel similarity functions, and
[77] points out that self-attention projects its query vectors onto the principal component axes of
its key matrix in a feature space. [56] formulates self-attention as the support vector expansion
derived from a support vector regression problem, while [73] explains attention through nonlinear
singular value decomposition of asymmetric kernels. Attention has also been explained through
ordinary/partial differential equations, Gaussian mixture models, and graph-structured learning
[40, 68, 51, 72, 20, 52, 31, 86]. [54, 23] show that self-attention performs Nadaraya-Watson regression
with Gaussian isotropic kernels. This paper leverages this viewpoint and proposes modifying the
Gaussian isotropic kernels to include a Mahalanobis metric which can be interpreted as stretching the
hyper-spherical neighborhoods of the kernel to hyper-ellipsoids.

Robust Transformers. In vision, [43] proposes an ensemble defense strategy to white-box

Figure 4: ImageNet Efficiency: Comparison
of throughput and max memory allocated for
DeiT, Elliptical, RVT, RKDE, MoM on Tiny,
Small, and Base sizes. Elliptical is the most
efficient robust model. Numerical analysis in
Table 12 of Appendix F.

attacks while [44] proposes position-aware attention scal-
ing and patch-wise augmentation. Recently, [89] proposes
a fully-attentional network to attain state-of-the-art accu-
racy on corrupted image data. In language, [85] proposes
structurally aware table-text encoding, [38] proposes a ro-
bust end-to-end transformer for crisis detection, and [33]
proposes duration-based hard attention. [6, 4] integrate
a Gaussian process into attention for out-of-distribution
detection, and [79] develops equivariant neural functional
networks for transformers. These methodologies are moti-
vated by their respective domain and tend to have limited
generalizability to differing domains. Our approach, by
contrast, proposes a general framework that makes no
assumption on the downstream task and requires no addi-
tional parameters and negligible computational overhead.

Mahalanobis Metrics. Mahalanobis metrics have been used predominantly in classical machine
learning algorithms. In nearest-neighbor (NN) classification and regression, [84, 49] learn the
metric through backpropagation. In NN KL divergence estimation, [58] learns a Mahalanobis metric
from density approximation. In kernel regression, [57] takes eigenvalues of the estimated Jacobian
while [29, 30] estimate coordinate-wise variability of the true function. Our model similarly uses
coordinate-wise variability of the unknown function to form the Mahalanobis transformation but
instead uses a more efficient estimator that does not require materializing the prediction function
and accommodates the self-attention setting. In general, our method is among the early work in
incorporating Mahalanobis metrics into the self-attention mechanism.

6 Conclusion and Future Work
In this paper, we present Elliptical Attention, a novel variant of attention that computes a Mahalanobis
transformation to stretch the underlying feature space in directions of high contextual relevance. This
transformation can be interpreted as modifying the hyper-spherical neighborhoods around queries to
hyper-ellipsoids which upweight the attention paid to keys lying in important directions, enabling the
transformer to learn better and more robust representations. This approach makes no assumptions
on the downstream task, requires no learnable parameters, and can be applied to any transformer to
boost clean and robust performance. A limitation of our work is that we use the values over layers
to estimate the average direction-wise gradient of the true self-attention function, which makes the
estimate prone to noise. For ongoing work, we are exploring more precise estimation methods with
provable convergence guarantees that do not compromise efficiency.
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A Full Derivation of Self-Attention as Non-Parametric Regression
Recall NW estimator is a non-parametric estimator of the unknown f at any given query q described
by

f(k) = E[v|k] =
∫
RD

v · p(v|k)dv =

∫
RD

v · p(v, k)
p(k)

dv,

where the first equality comes from the noise being zero mean, the second equality comes from the
definition of conditional expectation and the final equality comes from the definition of conditional
density. Eqn. 3 implies that if we can just obtain good estimates of the joint density p(v, k) and
marginal density p(k) then we can estimate the required f(q). The Gaussian isotropic kernels with
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bandwidth σ are given by

p̂σ(v,k) =
1

N

∑
j∈[N ]

φσ(v − vj)φσ(k − kj), p̂σ(k) =
1

N

∑
j∈[N ]

φσ(k − kj), (14)

where φσ is the multivariate Gaussian density function with diagonal covariance matrix σ2ID. Given
the kernel density estimators in Eqn. 14, the unknown function can be estimated as

f̂σ(k) =

∫
RD

v · p̂σ(v,k)
p̂σ(k)

dv =

∫
RD

v ·
∑

j∈[N ] φσ(v − vj)φσ(k − kj)∑
j∈[N ] φσ(k − kj)

dv

=

∑
j∈[N ] φσ(k − kj)

∫
v · φσ(v − vj)dv∑

j∈[N ] φσ(k − kj)
=

∑
j∈[N ] vjφσ(k − kj)∑
j∈[N ] φσ(k − kj)

.

Then, using the definition of the Gaussian isotropic kernel and evaluating the estimated function at qi
we have

f̂(qi) =

∑N
j vj exp

(
−∥qi − kj∥2/2σ2

)∑N
j exp (−∥qi − kj∥2/2σ2)

=

∑N
j vj exp

[
−(∥qi∥2 + ∥kj∥2)/2σ2

]
exp(q⊤

i kj/σ
2)∑N

j exp [−(∥qi∥2 + ∥kj∥2)/2σ2] exp(q⊤
i kj/σ2)

=

∑N
j vj exp(q

⊤
i kj/σ

2)∑N
j exp(q⊤

i kj/σ2)
=
∑
j∈[N ]

softmax(q⊤
i kj/σ

2)vj .

Remark 6 Note that relaxing the assumption of normalized keys, the standard unnormalized self-
attention score can be written as

exp(q⊤
i kj/σ

2) = exp
(
−∥qi − kj∥2/2σ2

)
exp

(
(∥qi∥2 + ∥kj∥2)/2σ2

)
∝ exp

(
−∥qi − kj∥2/2σ2

)
,

which shows that the dot-product self-attention scores are proportional to the NW kernel value with
Euclidean distance. Hence the assumption of key normalization is sufficient to recover exactly the
correspondence between self-attention and NW kernel regression, but not necessary. Analogously,
the unnormalized Elliptical Attention score takes the following form:

exp(q⊤
i Mkj/σ

2) = exp
(
−d(qi,kj)

2/2σ2
)
exp

(
(∥qi∥2M + ∥kj∥2M )/2σ2

)
∝ exp

(
−d(qi,kj)

2/2σ2
)
,

where d(·, ·) is the Mahalanobis distance used in Eqn. 7 and ∥ · ∥M is the norm in the transformed
space with metric d. This observation justifies the use of the transformed dot product instead of the
full Mahalanobis distance metric in Eqn. 12 as it preserves the proportionality relationship between
the attention computation and the corresponding nonparametric regression estimator with chosen
distance metric.

B Technical Proofs
In this section, we present the omitted theorem statements and technical proofs in the main body of
the paper.

B.1 Proof of Lemma 1

LetM : RD → RN be the transformed softmax operator as defined in Lemma 1. We wish to find
its Jacobian matrix given by

JM(q) =


∂M1(q)

∂q1
∂M1(q)

∂q2 . . . ∂M1(q)
∂qD

∂M2(q)
∂q1

∂M2(q)
∂q2 . . . ∂M2(q)

∂qD

...
...

. . .
...

∂MN (q)
∂q1

∂MN (q)
∂q2 . . . ∂MN (q)

∂qD

 ,
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to measure the sensitivity of each output dimension to a change in each input dimension. Let
Mj : RD → R denote the jth component of the output vector for j ∈ [N ], that is, for a vector
q ∈ RD,

Mj(q) =
exp(q⊤Mkj)∑

s∈[N ] exp(q
⊤Mks)

. (16)

Let qi and kij denote the ith coordinates of vectors q and kj , respectively. Then,

∂

∂qi
ln(Mj(q)) =

∂

∂qi

q⊤Mkj − ln

∑
s∈[N ]

exp(q⊤Mks)


= mik

i
j −

∑
s∈[N ]

∂
∂qi exp(q

⊤Mks)∑
s∈[N ] exp(q

⊤Mks)

= mik
i
j −mi

∑
s∈[N ]

kis exp(q
⊤Mks)∑

s′∈[N ] exp(q
⊤Mks′)

= mi

kij − ∑
s∈[N ]

kisMs(q)

 .

Since the output of Eqn. 16 consists of only positive components, we have
∂

∂qi
Mj(q) =

∂

∂qi
ln(Mj(q)) · Mj(q)

= mi

kij − ∑
s∈[N ]

kisMs(q)

Mj(q).

Therefore, the triangle inequality gives∣∣∣∣ ∂∂qiMj(q)

∣∣∣∣ =
∣∣∣∣∣∣mi

kij − ∑
s∈[N ]

kisMs(q)

Mj(q)

∣∣∣∣∣∣
≤ mi

|kij(1−Mj(q))Mj(q)|+
∑

s∈[N ]\{j}

|kisMs(q)Mj(q)|

 . (17)

We now bound each term individually. Consider the terms j ̸= s first. Since 0 ≤ Ms(q) ≤ 1, we
can bound them as

|kisMs(q)Mj(q)| ≤ |kis|. (18)
Now recall that the inequality ab ≤ (a + b)2/4 holds for any real numbers a and b with equality
holding at a = b. Therefore, for the first term, we obtain

|kij(1−Mj(q))Mj(q)| ≤ |kij |
(1−Mj(q) +Mj(q))

2

4
=
|kij |
4
. (19)

Combining inequalities 17, 18 and 19, we finally arrive at

|JM(q)ji| =
∣∣∣∣ ∂∂qiMj(q)

∣∣∣∣ ≤ mi

 |kij |
4

+
∑

s∈[N ]\{j}

|kis|

 = κijmi (20)

for all i ∈ [D] and j ∈ [N ], where κij ≥ 0 denotes the coefficient in the bracket. □

B.2 Proof of Proposition 1
Let us estimate the distance between two output vectors of Elliptical attention mechanism correspond-
ing to clean and contaminated query inputs, namely:

h =
∑
j∈[N ]

softmax(q⊤Mkj/σ
2)vj =

∑
j∈[N ]

Mj(q)vj

hϵ =
∑
j∈[N ]

softmax((q + ϵ)⊤Mkj/σ
2)vj =

∑
j∈[N ]

Mj (q + ϵ)vj ,
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whereM is defined as in Lemma 1. We omit the keys and scaling parameter for convenience since
they do not affect the analysis. Then,

∥h− hϵ∥ =

∥∥∥∥∥∥
∑
j∈[N ]

(Mj(q)−Mj(q + ϵ))vj

∥∥∥∥∥∥
≤
∑
j∈[N ]

|Mj(q)−Mj(q + ϵ)| ∥vj∥

≤
∑
j∈[N ]

∥∇Mj(q̂)∥ ∥ϵ∥ ∥vj∥ (21)

=
∑
j∈[N ]

√∑
i∈[D]

(JM(q̂)ji)
2∥vj∥ ∥ϵ∥

≤
∑
j∈[N ]

√∑
i∈[D]

κ2ijm
2
i ∥vj∥ ∥ϵ∥ (22)

=
∑
j∈[N ]

√
tr(K2

jM
2)∥vj∥ ∥ϵ∥ ,

where Kj := diag(κ1j , κ2j , . . . , κDj) and κij is defined as in Eqn. 20. Note that 21 follows from
mean value theorem for some β ∈ [0, 1] and q̂ := q + βϵ while 22 follows from Lemma 1. □

It should be noted that Proposition 1 addresses the impact of noise exclusively on the query vectors.
However, the resulting bound can be extended to account for noise in all tokens by employing
the same technique utilized in the proof. For completeness, we also provide the extension. Let
M : RD × RD × · · · × RD︸ ︷︷ ︸

N

→ RN be the Elliptical Softmax function defined as

M(q,k1, . . . ,kN ) =
1∑

j∈[N ] exp(q
⊤Mkj)

 exp(q
⊤Mk1)
...

exp(q⊤MkN )

 . (23)

Again, take the difference between output vectors calculated from clean and noisy tokens as follows
hϵ =

∑
j∈[N ]

Mj(q + ϵq,k1 + ϵk, . . . ,kN + ϵk)(vj + ϵv), (24)

h =
∑
j∈[N ]

Mj(q,k1, . . . ,kN )vj . (25)

Let ∥ϵ̄∥ := max{∥ϵq∥, ∥ϵk∥, ∥ϵv∥} denote the noise with the largest norm among query, key and
value noises. Then,

∥hϵ − h∥ ≤
∑
j∈[N ]

|Mj(q + ϵq,k1 + ϵk, . . . ,kN + ϵk)−Mj(q,k1, . . . ,kN )|∥vj∥

+
∑
j∈[N ]

Mj(q + ϵq,k1 + ϵk, . . . ,kN + ϵk)∥ϵv∥ (26)

≤
∑
j∈[N ]

∥∇qMj(q̄)∥+
∑
s∈[N ]

∥∥∇ksMj(k̄s)
∥∥ ∥ϵ̄∥∥vj∥+ ∥ϵ̄∥. (27)

Following the same steps as Lemma 1, one can derive the bound∣∣∣∣ ∂∂kisMj

∣∣∣∣ ≤ mi · |qi|
(
1− 3δsj

4

)
∝ mi (28)

for s, j ∈ [N ]. Therefore, we obtain

∥hϵ − h∥ ≤

1 +
∑
j∈[N ]

∑
s∈[N+1]

√
tr(C2

s,jM
2)∥vj∥

 ∥ϵ̄∥, (29)

where Cs,j are the diagonal matrices whose elements are the proportionality coefficients in the
derived upper bounds.
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B.3 Proof of Proposition 2

There are two avenues through which to see resistance to representation collapse. In this section, we
provide a proof based on noise propagation through layers, which decreases representation capacity
as representations in deeper layers are increasingly composed of uninformative noise. We refer
the reader to Appendix B.4 for an additional lens on representation collapse, where we show that
Elliptical Attention is more sensitive to the variation and local features of the underlying function.

Let the output at layer ℓ be denoted as hℓ, the standard self-attention estimator and Elliptical estimator
fitted at layer ℓ be denoted f̂ ℓ and f̂ ℓd respectively, where d is the Mahalanobis metric described in
Eqn. 7, and f be the true underlying function described in Eqn. 3. By assumption, f̂ is a higher
variance estimator than f̂d for any layer. The output for either estimator at layer ℓ can be decomposed
into ground truth and noise as follows:

hℓ = f̂ ℓ(qℓ) = f(qℓ) + ϵℓ (30)

hℓ
d = f̂ ℓd(q

ℓ) = f(qℓ) + ηℓ, (31)

where ηℓ ∼ γ(0, Vη), ϵℓ ∼ γ(0, Vϵ) are the noise components of the estimate at qℓ and f(qℓ) is the
ground truth. By assumption of f̂d being lower variance, Vϵ − Vη is a positive semi-definite matrix.

We first require the following Assumption 1, which is described as:

Assumption 1 (Random Input Noise Causes Estimator Attenuation) . Let f̂ be any estimator of
true function f and let the input x ∼ µ drawn from marginal µ be randomly corrupted by random
noise ϵ ∼ (0,V ) of some unknown distribution and covariance matrix V . Let c be some constant.
Then, random input noise attenuates the estimator as follows:

Ex,ϵ∥f̂(x+ ϵ)− c∥ ≤ Ex∥f̂(x)− c∥ (32)

Assumption 1 is a well-studied phenomenon in parametric regression, often referred to as attenuation
bias [69], regression dilution [19], or errors-in-variables [34]. In parametric regression, it can be
shown to have an exact form where the estimated gradients of the model are attenuated towards 0
proportional to the variance of the noise ϵ. In non-parametric regression, addition of input noise is
often referred to as random smoothing or random input smoothing [46, 10], and is well known to be
used as regularization technique to introduce bias into the model. In non-parametric models, no exact
closed forms exist to express the attenuation bias, but for our purposes we only note the attenuation
exists and provide a general form of it in Assumption 1.

The outputs of 30 and 31 then become the inputs to the following layer after being self-added, normal-
ized, projected, and linearly transformed. For notational simplicity and because these operations do
not change the analysis, we denote the input at the next layer as the previous layer output qℓ+1 = hℓ.
We therefore have the following process:

hℓ+1 = f̂ ℓ+1(qℓ+1) = f̂ ℓ+1(hℓ) = f̂ ℓ+1(f(qℓ) + ϵℓ︸ ︷︷ ︸
zℓ

), (33)

where we see the output hℓ+1 is obtained by fitting f̂ ℓ to input zℓ which is composed of ground truth
f(qℓ) and noise ϵℓ passed through from the previous layer.

The result then follows directly from the fact that in any given layer, the standard self-attention
estimator produces noisier estimates, where that noise is then passed into the subsequent layer as
input noise. This is

E∥hℓ+1 − c∥ = E∥f̂ ℓ+1(qℓ+1)− c∥ = E∥f̂ ℓ+1(f(qℓ) + ϵℓ)− c∥ (34)

≤ E∥f̂ ℓ+1(f(qℓ) + ηℓ)− c∥ (35)

≈ E∥f̂ ℓ+1
d (f(qℓ) + ηℓ)− c∥ (36)

= E∥f̂ ℓ+1
d (f(qℓ+1)− c∥ = E∥hℓ+1

d − c∥, (37)

where line 35 follows from combining the fact that ηℓ is lower variance with Assumption 1 and line
36 follows from the fact that E∥X∥ ≈ E∥Y ∥ when X,Y have the same mean and roughly similar
distribution.
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Therefore we obtain at any layer ℓ the following

E∥hℓ+1 − c∥ ≤ E∥hℓ+1
d − c∥, (38)

as required. □

B.4 Edge-preservation Perspective on Representation Collapse

To further substantiate our findings on the mitigation of representation collapse in transformers, we
now present an additional proposition that examines this phenomenon from a different perspective.
In Proposition 4, we show that Elliptical attention reduces representation collapse by retaining the
important local features (bumps etc.) better than the standard self-attention in the case of sparse
piece-wise constant functions.

Proposition 4 (Representation Collapse) Let f : A→ RD for A ⊆ RD be a piece-wise constant
function with f |Ai(q) = f i ∈ RD where A =

⋃
i∈I Ai for some (possibly infinite) index I . Let q1

and q2 be the queries lying in any of the adjacent domain pieces with distant function values. Then,
the Elliptical estimates at these queries retain the distance better than the standard self-attention
estimates which is formulated as

E∥f̂d(q2)− f̂d(q1)∥ ≥ E∥f̂(q2)− f̂(q1)∥. (39)

Proof. Assume all output vectors are normalized. Then, the Euclidean distance between two vectors
is determined by their dot product since

∥a− b∥2 = ∥a∥2 + ∥b∥2 − 2a⊤b. (40)

Without loss of generality, we take A1 and A2 to be the two adjacent pieces so that f(qi) = f i for
i = 1, 2. Denote f̂(qi) = hi and f̂d(qi) = hid. Then, Eqn. 39 is equivalent to proving

ED[h
⊤
1dh2d] ≤ ED[h

⊤
1 h2], (41)

where the expectation is taken over the whole sampling distribution D but the points q1 ∈ A1 and
q2 ∈ A2 are fixed as described in the definition. We drop the subscript D as this will be the default
distribution for computing expectation unless specified otherwise. Let rS = cossim(f1,f2) = f⊤

1 f2
be the cosine similarity of the two piece-wise values. By definition of q1 and q2 and since the
estimates work by averaging the output vectors with a small amount of noise, we have rS ≤
min

{
E[h⊤

1dh2d],E[h⊤
1 h2]

}
. We now decompose h1d and h2d in terms of components along and

orthogonal to f1 and f2, respectively:

h1d = (h⊤
1df1)f1 + f⊥

1 , h2d = (h⊤
2df2)f2 + f⊥

2 , (42)

where f⊤
i f

⊥
i = 0. Then, for their dot product, we have

h⊤
1dh2d =

[
(h⊤

1df1)f1 + f⊥
1

]⊤ [
(h⊤

2df2)f2 + f⊥
2

]
= (h⊤

1df1)(h
⊤
2df2)f

⊤
1 f2 + (h⊤

1df1)f
⊤
1 f

⊥
2

+ (h⊤
2df2)f

⊤
2 f

⊥
1 + (f⊥

1 )
⊤f⊥

2 . (43)

The analogous decomposition of h⊤
1 h2 can be obtained. By Theorem 2 we have that the Elliptical

estimator is lower variance and so we have E∥f i − hid∥2 ≤ E∥f i − hi∥2. This has the following
implications:

1. 1 ≥ E[h⊤
idf i] ≥ E[h⊤

i f i] i.e. the component of hid along f i is larger than that of hi, and
hence h⊤

idf i is closer to 1.

2. Due to the first implication above, the orthogonal component f⊥
i becomes smaller in terms

of magnitude so that f⊤
j f

⊥
i and (f⊥

i )
⊤f⊥

j are closer to 0 for Elliptical compared to the
standard self-attention.

These two arguments, combined with Eqn. 43, imply that in expectation h⊤
1dh2d is closer to 1 ·

(f⊤
1 f2) + 0 = f⊤

1 f2 = rS which, by definition, is the smallest dot product over S, and hence,
rS ≤ E[h⊤

1dh2d] ≤ E[h⊤
1 h2] as desired. □
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B.5 Proof of Proposition 3
The lemma below encapsulates the necessary calculations that will then be used in the following
proofs.

Lemma 2 Given a normally distributed zero mean random variable ξ ∼ N (0, σ2), the expectation
of a random variable obtained by its absolute value is E|ξ| =

√
2σ2/π.

Proof. Since ξ ∼ N (0, σ2), by definition of expectation, we have

E|ξ| =
∫ ∞

−∞

|x|√
2πσ2

exp

(
− x2

2σ2

)
dx

=

∫ 0

−∞

−x√
2πσ2

exp

(
− x2

2σ2

)
dx+

∫ ∞

0

x√
2πσ2

exp

(
− x2

2σ2

)
dx (44)

=
2√
2πσ2

∫ ∞

0

x exp

(
− x2

2σ2

)
dx (45)

=

√
2

πσ2

[
−σ2 exp

(
− x2

2σ2

)] ∣∣∣∣∞
0

=

√
2σ2

π
,

where we used the variable change x← (−x) in the first integral of 44 to obtain 45. □

We derive the bounds for the impact of noise in 3, with respect to its variance, on our estimator 10 in
Lemma 3. Henceforth, we omit the factor δ in Eqn. 10 since it does not affect the further analysis.

Lemma 3 Given that the noise term in 3 follows a normal distribution with zero mean and variance
σ2, the following inequality ∣∣∣mi − E|fi(kℓ+1)− fi(kℓ)|

∣∣∣ ≤ 2√
π
σ (46)

holds for all i ∈ [D], where fi denotes the ith component of f(kℓ) = (f1(k), f2(k), . . . , fD(k))
⊤.

Proof. Since all value vectors are taken from the data generating process 3, we have
mi = E

(vℓ,vℓ+1)∈X ℓ,ℓ+1
v

|vℓ+1
i − vℓ

i |

= E|fi(kℓ+1)− fi(kℓ) + ϵℓ+1
i − ϵℓi |, (47)

where ϵℓi and ϵℓ+1
i denote the ith components of the noise terms ϵℓ and ϵℓ+1, respectively. Note

that for real numbers a and b, we have by triangle inequality that |a+ b| ≤ |a|+ |b| and |a+ b| =
|a− (−b)| ≥ ||a| − |−b|| ≥ |a| − |b|. Applying these and the linearity of expectation to 47, we
obtain

E|fi(kℓ+1)− fi(kℓ)| − E|ϵℓ+1
i − ϵℓi | ≤ mi ≤ E|fi(kℓ+1)− fi(kℓ)|+ E|ϵℓ+1

i − ϵℓi | (48)

Recall that ϵℓi ∼ N (0, σ2) and independent. Now we have that ϵℓ+1
i − ϵℓi ∼ N (0, 2σ2) as the mean

value does not change while variance accumulates when subtracting two zero-mean normal variables.
Therefore, the Lemma 2 gives that

E|ϵℓ+1
i − ϵℓi | =

2√
π
σ.

Plugging this back into the inequalities 48, we get

E|fi(kℓ+1)− fi(kℓ)| − 2√
π
σ ≤ mi ≤ E|fi(kℓ+1)− fi(kℓ)|+ 2√

π
σ,

which is equivalent to 46 as desired. □

Remark 7 Note that in Lemma 3, we may also take into account the possible noise in the value
vectors. Let ϵℓi,v ∼ N (0, σ2

v) be the noise in the values vectors as mϵ
i = E|vℓ+1

i − vℓ
i + ϵℓ+1

i,v − ϵℓi,v|.
Then, applying the triangle inequality, we obtain

E|vℓ+1 − vℓ| − E|ϵℓ+1
i,v − ϵ

ℓ
i,v| ≤ mϵ

i ≤ E|vℓ+1 − vℓ|+ E|ϵℓ+1
i,v − ϵ

ℓ
i,v|.

Now applying Lemma 2 and Lemma 3, we arrive at∣∣∣mϵ
i − E|f(kℓ+1)− f(kℓ)|

∣∣∣ ≤ 2√
π
(σ + σv).
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Figure 5: Left: Evolution of mean values of key perturbations over successive layers. Right: Mean key
perturbations at different layers after 300 epochs. The figures show that as the number of layers increases, mean
key perturbations over layers stabilize around a constant value.

Proof of Proposition 3. We shall first make the following assumptions on the data generating process
3:

Assumption 2 The underlying coordinate system in the feature space Xk is independent, implying
that the function f : RD → RD in Eqn. 3 can be separated as f(k) = (f1(k1), . . . fD(kD))⊤

Assumption 3 The noise term in Eqn. 3 has independent components with each component ϵℓj
following a normal distribution N (0, σ2) for small σ, for all j ∈ [D] and ℓ ∈ N

Assumption 4 The magnitude of each component of key perturbations across consecutive layers,
defined as |kℓ+1

i − kℓi |, follows a distribution with small, layer-independent mean (δ) and variance
(ν)

Remark 8 The assumption of layer-independence in Assumption 4, especially for deeper layers, is
supported well empirically, as shown in Figure 5. Given the over-smoothing observed in transformers
[24], where token representations stabilize after initial few layers, it is also practical to assume that
key perturbations across layers have relatively small mean and variance when modelled as a random
process.

Proof. Under the Assumptions 2, 3, 4, we show that ∥f ′i∥1,µ ≥ ∥f ′j∥1,µ implies mi ≥ mj with high
probability where mi is defined as in (10).

Directly from the Lemma 3, we have∣∣∣mi − E|fi(kℓ+1)− fi(kℓ)|
∣∣∣ ≤ 2√

π
σ.

Letting σ → 0 in this inequality, which is feasible under the Assumption 3, one can get with a small
error that

mi ≈ E|fi(kℓ+1)− fi(kℓ)|, (49)

which in turn implies that the impact of the noise in (10) is negligible and the error of ignoring them
can be controlled by the bounds given by (46). Now according to the theorem statement,

∥f ′i∥1,µ ≥ ∥f ′j∥1,µ ⇐⇒ E∥Jf (k)ei∥1 ≥ E∥Jf (k)ej∥1

⇐⇒ E

∑
s∈[D]

∣∣∣∣∂fs(k)∂ki

∣∣∣∣
 ≥ E

∑
s∈[D]

∣∣∣∣∂fs(k)∂kj

∣∣∣∣


⇐⇒ E |f ′i(ki)| ≥ E
∣∣f ′j(kj)∣∣ (50)
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where we used the separability of f as given in Assumption 2 which simplifies the Jacobian matrix as

Jf (k) =


∂f1(k)
∂k1

∂f1(k)
∂k2

. . . ∂f1(k)
∂kD

∂f2(k)
∂k1

∂f2(k)
∂k2

. . . ∂f2(k)
∂kD

...
...

. . .
...

∂fD(k)
∂k1

∂fD(k)
∂k2

. . . ∂fD(k)
∂kD

 =


∂f1(k1)

∂k1

∂f1(k1)
∂k2

. . . ∂f1(k1)
∂kD

∂f2(k2)
∂k1

∂f2(k2)
∂k2

. . . ∂f2(k2)
∂kD

...
...

. . .
...

∂fD(kD)
∂k1

∂fD(kD)
∂k2

. . . ∂fD(kD)
∂kD



=


f ′1(k1) 0 . . . 0

0 f ′2(k2) . . . 0
...

...
. . .

...
0 0 . . . f ′D(kD)

 ,
so that [Jf (k)]ii = f ′i(ki). Using the definition of derivative, the inequality 50 is equivalent to

E
∣∣∣∣ limτ→0

f i(kℓi + τ)− f i(kℓi )
τ

∣∣∣∣ ≥ E

∣∣∣∣∣ limτ→0

f j(kℓj + τ)− f j(kℓj)
τ

∣∣∣∣∣ . (51)

Next, we note that for a small δ, the limits in (51) can be approximated with fs(kℓ
s+δ)−fs(kℓ

s)
δ for

s ∈ {i, j}:
E|f i(kℓi + δ)− f i(kℓi )|

δ
≥

E|f j(kℓj + δ)− f j(kℓj)|
δ

. (52)

Let us choose δ = E|kℓ+1
i − kℓi |. Then, by Chebyshev’s inequality, we have for any ε > 0 that

1− ν2

ε2
≤ P

(∣∣|kℓ+1
i − kℓi | − δ

∣∣ ≤ ε)
= P

(
δ − ε ≤ |kℓ+1

i − kℓi | ≤ δ + ε
)
. (53)

Given that the variance ν is sufficiently small as in the Assumption 4, the inequality (53) implies that
kℓ+1
i ≈ kℓi ± δ with high probability. Therefore, it follows from (52) with high probability that

E|f i(kℓ+1
i )− f i(kℓi )|

δ
≥

E|f j(kℓ+1
j )− f j(kℓj)|

δ
,

which, due to 49, is equivalent to mi ≥ mj as desired. □
B.6 Lipschitz smoothness in (X , d)
Below we show how Lipschitz smoothness of f changes when moving from Euclidean to the
Mahalanobis transformed space. We shall follow similar steps to [29] and [30] but for a more general
class of functions.

Proposition 5 (Change in Lipschitz smoothness for f ) Suppose there exists a positive constant
Gi such that ∥∇fi(k)∥ ≤ Gi for any k ∈ Xk and mi > 0 for all i ∈ [D]. Then for any q,k ∈ Xk,
the following inequality holds:

∥f(q)− f(k)∥ ≤

∑
i∈[D]

Gi√
mi

 d(q,k).

Proof. Let ω := q−k
∥q−k∥ denote the unit vector pointing from k to q. The fundamental theorem of

calculus implies that

f(q)− f(k) =
∫ ∥q−k∥

0

d

dt
f(k + tω) dt =

∫ ∥q−k∥

0

ω⊤Jf (k + tω) dt,

where Jf is the Jacobian matrix of f as usual. Starting with the distance between outputs f(q) and
f(k) we have

∥f(q)− f(k)∥ =

∥∥∥∥∥
∫ ∥q−k∥

0

ω⊤Jf (k + tω) dt

∥∥∥∥∥ ≤
∫ ∥q−k∥

0

∥∥∥∥∥∥
∑
i∈[D]

ωi∇fi(k + tω)

∥∥∥∥∥∥ dt
≤
∫ ∥q−k∥

0

∑
i∈[D]

|ωi| ∥∇fi(k + tω)∥ dt ≤
∑
i∈[D]

Gi|ωi|
∫ ∥q−k∥

0

dt

=
∑
i∈[D]

Gi|qi − ki|, (54)
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where, as for all other vectors, qi denotes the ith component of vector q. Now note that

|qi − ki| ≤
√

(qi − ki)2 +
∑
j ̸=i

mj

mi
(qj − kj)2 =

√
(q − k)⊤M(q − k)

mi
=
d(q,k)
√
mi

. (55)

Combining 54 and 55, we finally attain

∥f(q)− f(k)∥ ≤
∑
i∈[D]

Gi√
mi

d(q,k), (56)

which completes the proof. □

C Additional Theorems
The following Theorem 1 is a classic result from [70]. We refer the reader to their work for details.

Theorem 1 (Minimax rate for functions of bounded variability [70]) Let Fλ denote the class of
distributions PX,Y on X × [0, 1] such that ∀i ∈ [d], the directional derivates of f(x) := E[Y |X = x]

satisfy |f ′i |sup := supq∈Xk
∥∇fi(q)∥sup ≤ λ. Then for any f ∈ Fλ, estimator f̂ , sample size n ∈ N,

there exists a c̃ ≤ 1 independent of n satisfying

inf
fn

sup
f∈Fλ

E
Xn,Y n

∥f̂ − f∥2 ≥ 2c̃2/(2+d)(dλ)2d/(2+d)n−2/(2+d)
(57)

Theorem 2 (Improvement in MSE for approximately sparse functions [30]) Let the norm of the
largest gradient be λ := supi∈[D] ∥∇fi(q)∥sup and f̂d be an estimator in metric space (Xq, d) where
d is defined as Eqn. 7. Then,

E∥f̂d − f∥22 < inf
f̃

sup
Fλ

E∥f̃ − f∥22. (58)

Proof. We provide an abridged proof for completeness. We refer the reader to [30] for the full details.

First, the full bound is described as follows:

E∥f̂d − f∥22 ≤ 2C2/2+r
κR

(CDλdd(X ))2r/2+rn−2/2+r < inf
f̃

sup
Fλ

E∥f̃ − f∥22, (59)

where d(X ) is the d-diameter of X defined as supx,x′∈X d(x, x
′), R ⊂ [D], 1 ≤ CκR

≤ C ′(4κR)
|R|,

C and C1 are universal constants and λd ≥ supi ∥f ′i∥sup/
√
mi. Let

r(ϵ) ≤

{
|R| if ϵ ≥ ϵ̸R/d(X )
D − (D − |R|) log(d(X )/ϵ ̸R)

log(1/ϵ) if ϵ < ϵ̸R/d(X )
.

For bandwidth ϵn, r = r(ϵn) and let |R| ≤ r ≤ D. Let ϵ > 0, c̃ be defined as the same c̃ in
Theorem 1, and n ∈ N, define the function ψn,d = Cϵ−r(ϵ)/n and ψ

n,�d
(ϵ) = C ′

1ϵ
−D/n where

C1 = c̃ (λ/Cλdd(X ))D. Also define ϕ(ϵ) = C2D2λ2dd(X )2 · ϵ2.

For any fixed n, let ϵ
n,�d

be a solution to ψ
n,�d

(ϵ) = ϕ(ϵ). Solving for ϵ
n,�d

obtains the following lower
bound on the minmax rate of

2ϕ(ϵ
n,�d

) = 2c̃2/(2+D)(Dλ)2d/(2+d)n−2/(2+d). (60)

For any n ∈ N there exists a solution ϵn,d to the equation ψn,d(ϵ) = ϕ(ϵ) since r(ϵ) is nondecreasing.
Therefore it is possible to obtain the following:

EXn,Y n∥fn,ϵ,d − f∥22 ≤ 2ϕ(ϵn,d). (61)

Since ϕ is independent of n, and both ψn,d and ψ
n,�d

are strictly decreasing functions of n, we have
that ϵn,d and ϵ

n,�d
both tend to 0 as n → ∞. Therefore we can define n0 such that, for all n ≥ n0,

both ϵn,d and ϵ
n,�d

are less than ϵ�R/d(X ).

Thus, ∀n ≥ n0, we have ϵn,d < ϵ
n,�d

if, for all 0 < ϵ < ϵ�R/d(X ), ψn,d(ϵ) < ψ
n,�d

(ϵ), which
completes the proof □.
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D A Consistent Estimator
In this section, we present a consistent centered difference-based quotient estimator of the coordinate-
wise variability obtained by perturbing the estimated function in the ith direction and measuring the
L1 norm of the difference. Similarly, this estimator requires no learnable parameters or gradients.
The estimator is described in the following proposition.

Proposition 6 (Consistent Estimator) Given a function f : RD → RDv with ith directional varia-
tion ∥f ′i∥1,µ, i ∈ [D], the directional variation can be estimated by the quantity

m̂i := En

[
∥f̄(k + tei)− f̄(k − tei)∥1

2t

]
, (62)

where t is a hyperparameter controlling the degree of locality of the estimator and En denotes the
empirical expectation for n samples.

Despite m̂i in proposition 6’s simple formulation, it is nonetheless a consistent estimator of the
coordinate-wise variation in the underlying function. We utilize a simplified version of a theorem from
[30], adapted to suit our specific needs, as the original formulation is more detailed than necessary
for our purposes.

Theorem 3 (Consistency of Centered Difference-based Estimator for Scalar Function [30])
Let φ : RD → R be a smooth scalar function and ∥φ′

i∥1,µ := Ex∼µ|e⊤i ∇φ| be the coordinate-wise
variability for that scalar function. Then, for any direction i and any 0 < δ < 1/2, the following
bound holds with probability of at least 1− 2δ:∣∣∣∣En

|φ̄(x+ tei)− φ̄(x− tei)|
2t

− ∥φ′
i∥1,µ

∣∣∣∣ ≤ O(n−1/2t−1 ln(2D/δ)1/2). (63)

Note that the Theorem 3 is different from our setting by studying a scalar function as opposed to
a vector valued function. However, we show that the result can be generalized to the latter case in
Corollary 1 below via the estimator 62.

Corollary 1 (Consistency of the Estimator (62) for Vector-valued Function) Let f : RD →
RDv be a vector valued function and ∥f ′i∥1,µ be defined as in Definition 1. Then, for any direction i
and any 0 < δ < 1/2, the following bound holds with probability of at least 1− 2δ:

|m̂i − ∥f ′i∥1,µ| ≤ O(n−1/2t−1 ln(2D/δ)1/2). (64)

Proof. We first derive the relation between the left hand side of 64 and its coordinate-wise differences
as follows:

|m̂i − ∥f ′i∥1,µ| =
∣∣∣∣En

[
∥f̄(k + tei)− f̄(k − tei)∥1

2t

]
− Ek∼µ [∥Jf (k)ei∥1]

∣∣∣∣
=

∣∣∣∣∣∣En

∑
j∈[D]

|f̄j(k + tei)− f̄j(k − tei)|
2t

− Ek∼µ

∑
j∈[D]

|e⊤i ∇fj |

∣∣∣∣∣∣ (65)

=

∣∣∣∣∣∣
∑
j∈[D]

En
|f̄j(k + tei)− f̄j(k − tei)|

2t
−
∑
j∈[D]

Ek∼µ|e⊤i ∇fj |

∣∣∣∣∣∣ (66)

=

∣∣∣∣∣∣
∑
j∈[D]

(
m

(j)
i − ∥f

′
i∥

(j)
1,µ

)∣∣∣∣∣∣ (definition of mi and ∥f ′i∥1,µ for components fj)

≤
∑
j∈[D]

∣∣∣m(j)
i − ∥f

′
i∥

(j)
1,µ

∣∣∣ (triangle inequality)

≤ O(n−1/2t−1 ln(2D/δ)1/2), (Theorem 3)
where line 65 follows from the definition of the ℓ1 norm, line 66 follows from the linearity of
expectation, the superscript j indicates that the case is reduced to the scalar function case for each jth
summand individually. Note that the probability of the last bound is at least (1− 2δ/D)D since each
component-wise bound holds with probability at least 1− 2δ/D. However, since we can choose δ
small enough such that 2δ < 1, by Bernoulli’s inequality (1− 2δ/D)D ≥ 1− 2Dδ/D = 1− 2δ. □
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Table 9: Evaluation of the performance of our model and DeiT across multiple robustness benchmarks, using
appropriate evaluation metrics for each.

Dataset ImageNet-R ImageNet-A ImageNet-C ImageNet-C (Extra)
Metric Top-1 Top-1 mCE (↓) mCE (↓)

DeiT 32.22 7.33 72.21 63.68
DeiT-Elliptical 32.66 7.63 73.59 65.71

Remark 9 Despite the proven consistency of this estimator, we opt for the efficient estimator pre-
sented in our main body described in Eqn 10. This is because the consistent estimator requires
materialising the prediction function – that is, computing a forward pass of the self-attention mecha-
nism – twice per dimension. This makes the consistent estimator unusable in most problem settings.
We present results for the consistent estimator in Appendix F.11.

E Implementation Procedure and Computational Efficiency
Training and Inference. Given Elliptical Attention requires keys and values from the previous
layer in order to compute the required transformation, we can only implement Elliptical Attention
from the second layer on. We incorporate our Elliptical Attention into both training and inference
stages. This is because, firstly, Elliptical Attention is designed to offer improvements to both clean
and contaminated data, and so even in the presence of completely clean train and test data, it is
advantageous to incorporate Elliptical Attention into both stages. Secondly, it is commonplace to
encounter data contamination in test data and indeed also highly possible to encounter it in train data
as well. Therefore, in the interest of robustness as well, we also incorporate Elliptical Attention into
both stages.

Computational Efficiency. Computing the required transformation requires no learnable parame-
ters and is obtained simply by averaging absolute differences in values over layers. These operations
are therefore just of the order O(bhnD) = O(n) for batch size b, head number h, key/value length
n, and dimension D. Hence upper-bound time complexity of the overall Transformer is unaffected.
We provide efficiency analysis in terms of computation speed and max GPU memory allocated (cal-
culated by CUDA max_memory_allocated in Figure 4, which shows that compared with baseline
robust models, Elliptical is the fastest and most memory efficient. Elliptical exhibits no perceptible
slowdown versus DeiT of the same configuration and only a 0.99% increase in max memory allocated,
which is why Elliptical and DeiT are shown as the same data point in the Figure 4.

F Experimental Details and Additional Experiments
F.1 Out-of-Distribution Robustness and Data Corruption on ImageNet-A,R,C
ImageNet-A,R,C are benchmarks capturing a range of out-of-distribution and corrupted samples.
ImageNet-A contains real world adversarially filtered images that fool current ImageNet classi-
fiers. ImageNet-R contains various artistic renditions of object classes from the original ImageNet.
ImageNet-C consists of 15 types of algorithmically generated corruptions with 5 levels of severity
(e.g blurring, pixelation, speckle noise etc). Given that Elliptical Attention learns attention weights
dependant on the transformation M , which is itself dependant on the train data distribution, our
proposed model is not designed for situations in which the test distribution is substantially different
from the train distribution. This then includes OOD robustness and robustness to heavy corruption to
the point where the underlying data distribution is fundamentally different. We nonetheless evaluate
Elliptical Attention on ImageNet-A,R,C to assess these important forms of robustness as well. Table
9 shows that Elliptical Attention is still able to offer improvements over baseline DeiT in terms
of OOD robustness, while maintaining approximately the same performance as the baseline for
ImageNet-C. Figure 7 shows for Fog and Pixelate corruptions how Elliptical compares with DeiT
over the 5 severity levels, where we see that at low severity levels Elliptical improves over DeiT,
however as the severity level gets too high Elliptical falls behind. This agrees with our expectation
that as the severity level grows, the distribution is further shifted relative to the train distribution and
so Elliptical Attention is unable to improve performance.

F.2 Representation Collapse
We provide in Figure 6 additional representation collapse results for ImageNet and ADE20K, showing
that across modalities Elliptical Attention resists representation collapse.
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Figure 6: Additional Representation Collapse Results on ADE20K, WikiText-103 and ImageNet. Elliptical
reduces token similarity over layers across a range of modalities

Table 10: Additional Results on Imagenet Increasing Heads But Maintaining Overall Embedding Dimension

Model Num. Heads Head Dim. #Params. Top-1 Accuracy Top-5 Accuracy

DeiT 3 64 5M 72.23 91.13
Elliptical 3 64 5M 72.36 91.33

DeiT-6head 6 32 5M 72.34 91.22
Elliptical-6head 6 32 5M 73.00 91.77

F.3 Head Redundancy

We present in Table 18 head redundancy results on the two large-scale tasks, WikiText-103 language
modelling and ImageNet-1K object classification. Mean L2 distance between vectorized attention
heads, with the mean taken over a batch of size 1000 and averaged layer-wise. We see that Elliptical
improves head redundancy on WikiText-103 versus the baseline transformer while performing
approxiamtely equally to the DeiT baseline on ImageNet.

Figure 7: Comparison of DeiT versus Deit-Elliptical accuracies on two types of ImageNet-C corruptions, namely,
Fog (left) and Pixelate (right). The figures show two out of many cases where DeiT-Elliptical outperforms its
counterpart while vanilla DeiT manages to exceed only at higher severity levels.

F.4 Efficiency Results

We present here the comparative efficiency results for DeiT and DeiT-Elliptical in a side-by-side
comparison at tiny, small, and base sizes, along with DeiT-Elliptical compared with other robust
baselines.

F.5 Elliptical Attention in Mixture of Expert Architectures

We additionally evaluate Elliptical Attention within Mixture of Expert architectures. Specifically, we
show in Tables 13, 14, and 15 the performance of Elliptical Attention within the Switch Transformer
[18] and Generalized Language Model (GLaM) backbones [17].
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Table 11: Side-by-side Efficiency comparison of DeiT and DeiT-Elliptical

Model Compute Speed (it/s) Max Memory (K) FLOPs / sample #Params (M)

Tiny

DeiT 0.347 2.08 1.77 5.7
DeiT-Elliptical 0.342 2.12 1.79 5.7

% Change -1.44% 1.92% 1.12% -

Small

DeiT 0.297 4.89 6.91 22.1
DeiT-Elliptical 0.289 4.96 6.99 22.1

% Change -2.69% 1.43% 1.16% -

Base

DeiT 0.132 10.27 26.37 86.6
Deit-Elliptical 0.130 10.54 26.63 86.6

% Change -1.52% 2.63% 0.98% -

Avg. % Change 1.88% 1.99% 1.09% -

Table 12: Efficiency Comparison between Elliptical and baseline robust models

Model Compute Speed (it/s) Max Memory (K) FLOPs / sample #Params (M)

DeiT-MoM 0.331 2.24 1.74 5.7
DeiT-RKDE 0.271 3.12 1.77 5.7
DeiT-SPKDE 0.168 3.35 1.75 5.7
DeiT-RVT 0.292 3.91 1.89 7.1

DeiT-Elliptical 0.342 2.12 1.79 5.7

F.6 Additional Adversarial Attack Results on DeiT-Small Configuration
We present here additional results for DeiT and DeiT-Elliptical at the Small configuration [78] (22.1M
parameters) under adversarial attack. Table 16 shows the result of Elliptical against PGD, FGSM,
and SPSA. Table 17 shows the results of Elliptical against Auto Attack. Given the larger model size,
we attack with a perturbation budget of 3/255.

F.7 Wikitext-103 Language Modelling and Word Swap Attack

Dataset. The WikiText-1032 dataset contains around 268K words and its training set consists of
about 28K articles with 103M tokens. This corresponds to text blocks of about 3600 words. The
validation set and test sets consist of 60 articles with 218K and 246K tokens respectively.

Corruption. Word Swap Text Attack3 corrupts the data by substituting random words with a
generic token ’AAA’. We follow the setup of [23] and assess models by training them on clean data
before attacking only the evaluation set using a substitution rate of 2.5%.

Model, Optimizer & Train Specification. We adopt the training regime of [54]. To this end, the
small backbone uses 16 layers, 8 heads of dimension 16, a feedforward layer of size 2048 and an
embedding dimension of 128. We use a dropout rate of 0.1. We trained with Adam using a starting
learning rate of 0.00025 and cosine scheduling under default PyTorch settings. We used a batch size
of 96 and trained for 120 epochs and 2000 warmup steps. The train and evaluation target lengths
were set to 256.

The medium backbone uses 16 layers, 8 heads of dimension 32, a feedforward layer of size 2048 and
embedding dimension of 256. We use a dropout rate of 0.1. We trained with Adam using a starting

2www.salesforce.com/products/einstein/ai-research/the-wikitext-dependency-language-modeling-dataset/
3Implementation available at github.com/QData/TextAttack
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Table 13: Elliptical Switch Transformers Pretrained on WikiText-103 and Finetuned on Stanford Sentiment
Treebank 2 (SST-2)

Model Test PPL (↓) Finetune Test Acc. (↑)

Switch Transformer-medium 35.33 76.27
Switch Elliptical-medium 34.67 77.32

Switch Transformer-large 31.18 76.79
Switch Elliptical-large 30.56 78.08

Table 14: Elliptical Switch Transformers Pretrained on EnWik8 and Finetuned on Stanford Sentiment Treebank
2 (SST-2)

Model Test BPC (↓) Finetune Test Acc. (↑)

Switch Transformer 1.153 63.27
Switch Elliptical 1.142 67.75

learning rate 0.00025 and cosine scheduling under default PyTorch settings. We used a batch size of
56 and trained for 100 epochs and 2000 warmup steps. The train and evaluation target lengths were
set to 384.

For Elliptical Attention, we use an Elliptical layer on all possible layers 2 through 16. We use a
constant delta of 1.

Compute Resources. All models are trained and evaluated on two NVIDIA A100 SXM4 40GB
GPUs.

F.8 ImageNet Image Classification and Adversarial Attack
Dataset. We use the full ImageNet dataset that contains 1.28M training images and 50K validation
images. The model learns to predict the class of the input image among 1000 categories. We report
the top-1 and top-5 accuracy on all experiments.

Corruption. We use attacks FGSM [22], PGD [42], and Auto Attack [11] with perturbation budget
1/255 while SPSA [81] uses a perturbation budget 0.1. All attacks perturb under l∞ norm. PGD
attack uses 20 steps with step size of 0.15.

Model, Optimizer & Train Specification. The configuration follows the default DeiT tiny con-
figuration [78]. In particular, we follow the experimental setup of [23, 54]. To this end, the DeiT
backbone uses 12 layers, 3 heads of dimension 64, patch size 16, feedforward layer of size 768 and
embedding dimension of 192. We train using Adam with a starting learning rate of 0.0005 using
cosine scheduling under default PyTorch settings, momentum of 0.9, batch size of 256, 5 warmup
epochs starting from 0.000001 and 10 cooldown epochs, for an overall train run of 300 epochs. The
input size is 224 and we follow the default AutoAugment policy and color jitter 0.4.

For Elliptical Attention, we use an Elliptical layer on all possible layers 2 through 12. We use a
constant delta of 1.

Compute Resources. We train and evaluate all models on four NVIDIA A100 SXM4 40GB GPUs,
with the exception of the robustness experiments on ImageNet-C which are conducted using four
NVIDIA Tesla V100 SXM2 32GB GPUs.

F.9 LRA Long Sequence Classification.
Dataset. The LRA benchmark consists 5 tasks involving long range contexts of up to 4000 in
sequence length. These tasks consist of equation calculation (ListOps) [50], review classification
(Text) [41], document retrieval (Retrieval) [61], image classification (Image) [32] and image spatial
dependencies (Pathfinder) [37].

Model, Optimizer & Train Specification. We adopt the same experimental setup as [7]. To that
end, the Transformer backbone is set with 2 layers, hidden dimension of 128, 2 attention heads
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Table 15: Test Perplexity of Elliptical GLaM on WikiText-103 Modeling

Model Test PPL

GLAM-small 58.27
GLAM-Elliptical-small 56.69

GLAM-medium 38.27
GLAM-Elliptical-medium 36.34

Table 16: DeiT and DeiT-Elliptical Accuracy on ImageNet Under Adversarial Attacks PGD, FGSM, and SPSA
with Small Backbone Configuration

Method Clean Data PGD FGSM SPSA
Top 1 Top 5 Top 1 Top 5 Top 1 Top 5 Top 1 Top 5

DeiT-small 79.89 95.04 21.41 51.50 51.57 82.12 65.68 91.28
Elliptical-small 79.92 95.06 22.39 54.02 51.86 82.87 72.02 92.45

Table 17: DeiT and DeiT-Elliptical Accuracy on ImageNet under Auto Attack with Small Backbone Configura-
tion

Method Clean Data APGD-CE APGD-T FAB-T Square
Top 1 Top 5 Top 1 Top 5 Top 1 Top 5 Top 1 Top 5 Top 1 Top 5

DeiT-small 79.89 95.04 19.18 50.75 16.54 63.84 80.66 95.09 49.98 89.17
Elliptical-small 79.92 95.06 18.88 51.07 17.30 65.28 81.64 95.59 55.89 89.36

Table 18: Head Redundancy Results

Model Num. Heads Dim. Head L2 Distance

WikiText-103

Transformer-Small 8 16 5.40 ± 2.21
Elliptical-Small 8 16 6.45 ± 2.38

ImageNet

DeiT 3 64 5.11 ± 1.67
Elliptical 3 64 4.98 ± 1.54

of dimension 32, and embedding dimension of 64. We use a dropout rate of 0.1. Built on top of
the standard transformer backbone, Reformer uses 2 hashes, Performer has 256 random feature
dimensions and Linformer uses a projection dimension of 256. We train with Adam using a learning
rate of 0.0001 with linear decay. We use a batch size of 32 for ListOps, Retrieval, and Text and 256
for Image and Pathfinder32. We use 1000, 175, 312, 800, and 1000 warmup steps for ListOps, Image,
Pathfinder32, Retrieval, and Text respectively.

Elliptical places the Elliptical Attention layer on the final layer (as the only one possible) and uses
delta equal to 1.

Compute Resources. All models are trained and evaluated on a single NVIDIA A100 SXM4 40GB
GPU.

F.10 ADE20K Image Segmentation

Dataset. ADE20K [88] contains challenging scenes with fine-grained labels and is one of the
most challenging semantic segmentation datasets. The training set contains 20,210 images with 150
semantic classes. The validation and test set contain 2,000 and 3,352 images respectively.

Model, Optimizer & Train Specification. We follow the experimental setup as in [71]. The
encoder is pretrained on ImageNet following the specification described in F.8 using the setup in
[78, 54]. That is, the encoder is a DeiT backbone using 12 layers, 3 heads of dimension 64, patch
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Table 19: Perplexity (PPL) of Elliptical and baselines on WikiText-103 under Word Swap data contamination.
Best results are in bold. Our Elliptical method achieve substantially better robust PPL without compromising
performance on clean data.

Model Clean Test PPL (↓) Contaminated Test PPL (↓)

Transformer 34.29 74.56
Performer 33.49 73.48
Transformer-MGK 33.21 71.03
FourierFormer 32.85 68.33
Transformer-SPKDE 32.18 54.97
Transformer-MoM 34.68 52.14
Elliptical 32.00 52.59

Random Ablation 37.84 46.82
Elliptical-Consistent 32.95 54.67
Elliptical-Meanscale 31.94 52.78

size 16, feedforward layer of size 768 and embedding dimension of 192. We train using Adam with a
starting learning rate of 0.0005 using cosine scheduling under default PyTorch settings, momentum
of 0.9, batch size of 256, 5 warmup epochs starting from 0.000001 and 10 cooldown epochs, for an
overall train run of 300 epochs. The input size is 224 and we follow the default AutoAugment policy
and color jitter 0.4. After pretraining the encoder, we then attach as decoder a masked transformer
consisting of 2 layers. Each layer contains 3 heads of dimension 64, embedding dimension of 192
and feedforward dimension of 768. The decoder uses a dropout rate of 0.1. The full segmenter
(encoder and decoder) is then finetuned using SGD with starting learning rate 0.001 and polynomial
scheduling. The batch size is set to 8.

Compute Resources. All models are trained and evaluated on a single NVIDIA A100 SXM4 40GB
GPU.

F.11 Ablation Studies

Ablation Models. We consider the following models in our ablation studies:

• Random Ablation. To validate the efficacy of our proposed estimator given in Eqn. 10, we
consider an alternate model in which M is populated by weights uniformly drawn from the
[0, 1] interval followed by the same maxscaling as in Elliptical.

• Elliptical-Meanscale. We ablate the effect of maxscaling by considering meanscaling of
the estimates mi. That is, each mi ← mi/m̄ is scaled by the mean variability estimate
m̄ = ED[mi].

• Elliptical-Consistent. We consider also the performance of Elliptical when using the
consistent estimator of ∥f ′i∥1,µ described by Equation 62.

Language Modelling. Results are shown in Table 19. Amazingly, the random ablation model
performs extremely well on contaminated data. In general, this most likely suggests that training
a model with randomness injected into the attention matrix can generate some robustness benefits,
which is intuitive. It does, less surprisingly, come at the cost of clean data performance, where
Random Ablation performs almost 10% worse than baseline transformer.

F.12 Pseudocode

Algorithm 1 presents a pseudocode for implementing Elliptical Attention as given by Eqn. 13 on top
of conventional self-attention.

ImageNet Classification and Attack. Table 21 shows the ablation model’s performance on both
clean ImageNet and under Auto Attack. The ablation model shows a slight improvement over
the DeiT baseline in Top 1 accuracy, however Top 5 accuracy is substantially lower. Reasonable
performance again Auto Attack is overall unsurprising given that the random Random Ablation model
is essentially employing random defence. Nonetheless, it still does not surpass the performance of
Elliptical.
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Algorithm 1 Computation of Elliptical Attention

Require:
1: Tensor Q ∈ RN×D ▷ current layer queries
2: Tensor K ∈ RN×D ▷ current layer keys
3: Tensor V ∈ RN×D ▷ current layer values
4: Tensor V prev ∈ RN×D ▷ previous layer values
5: float δ ∈ R+ ▷ step size
6: integer D ∈ N ▷ head dimension

7: function ELLIPTICAL_ATTENTION(Q, K, V , V prev, δ, D)
8: M ← ELLIPTICAL_WEIGHTS(V ,V prev, δ) ▷ compute weight matrix M

9: logits← Q×M ×K⊤ × 1√
D

▷ modify the dot-product computation
10: attention← SOFTMAX(logits)
11: output← attention× V
12: return output
13: end function

14: function ELLIPTICAL_WEIGHTS(V , V prev, δ)
15: with torch.no_grad() do
16: N ← V .size(0) ▷ sequence length
17: value_diff← (V − V prev)/δ
18: M ← 1

N × NORM(value_diff, p = 1, dim = 0) ▷ column-wise average of L1 norms
19: M ← DIAG_EMBED(M) ▷ embed the vector into a diagonal matrix
20: return M
21: end function

Table 20: Evaluation of the performance of our model and DeiT across multiple robustness benchmarks, using
appropriate evaluation metrics for each.

Dataset ImageNet-R ImageNet-A ImageNet-C ImageNet-C (Extra)
Metric Top-1 Top-1 mCE (↓) mCE (↓)

DeiT 25.38 3.65 72.21 63.68
Elliptical 31.37 6.76 73.59 65.71

Random Ablation 30.87 5.85 74.02 65.90
Elliptical-Consistent 31.46 6.71 82.92 71.74
Elliptical-Meanscale 32.66 7.63 72.28 63.79

Table 21: Auto Attack Ablation Study: Top 1 and Top 5 test accuracies on clean ImageNet and under Auto
Attack. The ablation model fails to fit the clean data well and is highly prone to adversarial attack.

Method DeiT [78] DeiT-Elliptical Random Ablation
Top 1 Top 5 Top 1 Top 5 Top 1 Top 5

Clean Data 72.23 91.13 72.36 91.33 71.44 91.29

APGD-CE 27.75 66.48 31.27 68.28 27.85 61.74
APGD-T 27.74 73.37 29.69 74.39 28.60 68.72
FAB-T 71.61 90.54 71.74 90.81 68.54 89.43
Square 43.55 80.96 47.25 81.65 47.24 78.87

Average 42.66 77.84 45.00 78.78 43.06 74.69
Sequential Attack 26.08 64.18 27.45 67.77 26.33 60.85

G Broader Impacts
Our research offers benefits to both clean data and robust performance. We in particular show
improved results in domains with wide social applicability. These include image segmentation, with
benefits to self-driving cars, and language modeling, with benefits to AI chatbot assistants. We in
particular show strong improvements against contamination by adversarial attack, which we hope
can protect vital AI systems from malicious actors, and competitive performance in contaminated
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language modeling, which we hope can improve language models evaluated on imperfect data as is
often the case in the real world. There is always possibility of misuse of AI systems, however our
research shows substantive improvements in fundamental architectures and theory which we hope
can spur further socially beneficial outcomes.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our paper claims that using a Mahalanobis metric inside of the self-attention
mechanism to produce hyper-ellipsoidal neighborhoods around queries improves both
robustness and representation collapse. We provide a theoretical framework for this with
proofs and a large amount of empirical validation.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We mention in our future work (section 6) that our estimator is noisy. In
Appendix D we provide and prove a consistent estimator but note it is too computationally
expensive, hence we need to opt for our noisier but more efficient estimator. As a result we
do not prove the consistency of our estimator, but just the weaker requirement which is that
it accurately estimates the relative magnitudes of the direction-wise variability. For this we
assume approximate separability of the true function.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All theoretical results are numbered and have a referenced section in the
Appendix where all required lemmas and assumptions are stated and proven. All proofs
make each step as clear as possible.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include in Appendix F all hyperparameters, model configuration, training
and inference specifications, and dataset details. For corruption, we additionally include
all perturbation budgets, steps, step sizes, norm specification, and additional details. We
provide the exact equation for our coordinate-wise variability estimator.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide all code used, packaged into folders for each set of experi-
ments (e.g Wikitext-103). Each folder then contains a bash to run the required result (e.g
run_elliptical.sh or run_baseline.sh). Where possible, we also include bashes to download
the data. Folders also contain readme files providing information on version and package
dependencies.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Appendix F we provide all dataset details, train and test splits, compute
resources, and other experimental configuration information. We also include citations to
other authors who we compare with for which we adopt the same experimental setting.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
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7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: In our head redundancy experiments we report error bars, in particular showing
the difference in performance between DeiT and Elliptical is not statistically significant.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide an efficiency analysis figure (Figure 4) containing computation
time and memory resources. We also provide in Appenxix F the exact GPU resources used.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research involves no human subjects or privacy concerns. Our research
also has no clear links to discriminatory, unsafe, or harmful outcomes. Rather, as it is in
large part concerned with robustness, particularly to adversarial attack, we hope our research
might be usable to defend vital AI systems from ill-intentioned actors.
Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss broader impacts in Appendix G. We see our improved accuracy and
robustness as offering societal benefits, for example with self-driving cars by our improved
image segmentation results or with our adversarially robust vision models to defend against
ill-intentioned actors.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper contains no such models with high risk of misuse such as pretrained
language models, image generators, or scraped datasets. We use widely accepted, stan-
dard benchmark datasets and propose a fundamental and general improvement to a core
architecture.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: In places where code has been borrowed from public repositories or baseline
models have been implemented, we have duly credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We include details about training and implementation as well as limitations for
our novel class of Elliptical Attention mechanisms.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We do not use any crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not use any crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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