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Abstract

Homomorphic encryption (HE)-based deep neural network (DNN) inference pro-
tects data and model privacy but suffers from significant computation overhead.
We observe transforming the DNN weights into circulant matrices converts gen-
eral matrix-vector multiplications into HE-friendly 1-dimensional convolutions,
drastically reducing the HE computation cost. Hence, in this paper, we propose
PrivCirNet, a protocol/network co-optimization framework based on block circu-
lant transformation. At the protocol level, PrivCirNet customizes the HE encoding
algorithm that is fully compatible with the block circulant transformation and re-
duces the computation latency in proportion to the block size. At the network level,
we propose a latency-aware formulation to search for the layer-wise block size
assignment based on second-order information. PrivCirNet also leverages layer
fusion to further reduce the inference cost. We compare PrivCirNet with the state-
of-the-art HE-based framework Bolt (IEEE S&P 2024) and HE-friendly pruning
method SpENCNN (ICML 2023). For ResNet-18 and Vision Transformer (ViT) on
Tiny ImageNet, PrivCirNet reduces latency by 5.0x and 1.3x with iso-accuracy
over Bolt, respectively, and improves accuracy by 4.1% and 12% over SpENCNN,
respectively. For MobileNetV2 on ImageNet, PrivCirNet achieves 1.7x lower
latency and 4.2% better accuracy over Bolt and SpENCNN, respectively. Our code
and checkpoints are available on Git Hub.

1 Introduction

The past few years have witnessed the rapid evolution of deep learning (DL) as well as its increasing
adoption in sensitive and private applications, including face authentication [1], medical diagnosis [2],
code auto-completion [3], etc. Privacy emerges as a major concern and leads to a growing demand
for privacy-preserving DL [4, 5, 6, 7]. Homomorphic encryption (HE) is proposed as a promising
technology for privacy protection and attracts a lot of attention [8, 9, 10, 7]. By encrypting the data
into ciphertexts, HE allows computation over the encrypted data directly and produces encrypted
results, without leaking any knowledge of the data itself [8].

To apply HE for private deep neural network (DNN) inference, there are two main approaches,
including the end-to-end HE-based schemes [8, 11, 12, 13, 14, 15, 16, 17, 18] and the hybrid
HE/multi-party computation (MPC)-based schemes [7, 10, 19, 20, 21, 22, 23]. As shown in
Figure 1 (a), the hybrid HE/MPC scheme leverages HE and MPC protocols to evaluate the linear
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Figure 1: (a) Illustration of Hybrid HE/MPC-based private inference; (b) latency breakdown of linear
layers and nonlinear layers based on Bolt’s protocol; (c) latency breakdown of linear layers of the
original model and SpENCNN with 50% sparsity; (d) GEMV with a circulant weight matrix.

and nonlinear layers separately, which usually demonstrates better accuracy due to its ability to
realize accurate activation functions [24]. In contrast, the end-to-end scheme relies on polynomial
approximation or TFHE schemes for activation functions, which either suffer from low accuracy or
low computation efficiency [25, 11]. Hence, we focus on the hybrid scheme in our paper.

While formal privacy protection can be achieved, HE-based DNN inference suffers from high
computation cost and orders of magnitude latency overhead [7, 10]. Previous works have proposed
algorithm-level optimizations on HE encoding and DNN architectures. HE encoding translates
high-dimensional tensor operations of DNNs into 1-dimensional polynomial operations of HE and
directly impacts the computation efficiency. For example, Cheetah [10] and Falcon [26] propose
efficient encoding algorithms for convolutions while Iron [24] and BubbleBee [22] optimize for
general matrix multiplications (GEMMs). Neujeans [27] and Bolt [7] further introduce the baby-step
giant-step (BSGS) algorithm to reduce the number of HE rotations and achieve state-of-the-art (SOTA)
performance. While significant speedup has been achieved, the overall latency of MobileNetV2 [28]
and Vision Transformer (ViT) [29] still exceeds 60s and 170s with Bolt, respectively, as shown in
Figure 1 (b) and (c). Meanwhile, linear layers account for more than 75% of total latency due to HE
multiplications and rotations, thus, becoming the main optimization target of PrivCirNet.

DNN model optimizations focus on developing HE-friendly architectures. [30, 31, 32, 33, 34, 35, 36]
optimize the activation functions for communication and computation reduction, which is orthogonal
to our work. [37, 38, 39] propose HE-friendly structured pruning to reduce both HE rotations and
multiplications. However, as shown in Figure 1 (c), as these methods are not fully compatible with
the SOTA protocols, their latency reduction remains limited, especially for HE rotations'.

To further reduce the computation cost of linear layers and bridge the latency gap, in this paper, we
propose PrivCirNet. Our key observation is that the circulant transformation of weight matrices
enables to convert a general matrix-vector multiplication (GEMV) into a HE-friendly 1-dimensional
convolution, simultaneously reducing the HE multiplications and rotations, as shown in Figure 1 (d).
While directly transforming the whole weight matrix into a circulant matrix incurs high accuracy
degradation, we propose block circulant transformation and answer the following two questions.
First, existing HE encoding algorithms are not fully compatible with block circulant weight matrices,
limiting the efficiency gain. How to co-design the encoding algorithm to fully unleash the potential is
the first question. Meanwhile, as block circulant transformation introduces structure constraints to
weight matrices and inevitably impacts the accuracy, how to determine the layer-wise block sizes for
better accuracy/efficiency trade-off becomes the second question.

PrivCirNet features a novel encoding algorithm optimized for block circulant weight matrices, dubbed
CirEncode, that reduces the HE computation in proportion to block size. PrivCirNet also co-design a
latency-aware optimization formulation for layer-wise block size assignment based on second-order
information. PrivCirNet further leverages layer fusion to reduce the inference cost. With extensive
experiments across different DNN architectures (i.e., MobileNetV2, ResNet-18 and ViT) and datasets
(i.e, CIFAR, Tiny ImageNet, and ImageNet), we demonstrate PrivCirNet reduces the latency of
MobileNetV2, ResNet-18, and ViT by 1.7x, 5.0x and 1.3x compared with Bolt [7], respectively.
Compared with SOTA HE-friendly pruning method SpENCNN [37], PrivCirNet achieves 4.2%,
4.1%, and 12% better accuracy on MobileNetV2, ResNet-18, and ViT, respectively, demonstrating
great capability to accelerate private inference for both ConvNets and Transformers.

'The incompatibility is due to the BSGS algorithm and is explained in Appendix D in detail.
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2 Preliminaries

Notations. We represent matrices with upper-case letters (e.g., X) and vectors with lower-case letters
(e.g., ). We also use lower-case letters with a “hat” symbol (e.g., Z) to represent a polynomial,
and [i] to denote the i-th coefficient of &. We use x to represent polynomial multiplication and
© to denote element-wise multiplication. Let [-] denote ceiling operations and [n] denote the set
{0,...,n— 1} forn € Z*, where Z denotes the integer domain. We also denote the set of integer
polynomials with A,, = Z[X]/(X™ — 1), whose degree n is a power-of-two integer (e.g., 2'3
following Bolt [7]). We use (d1,ds, d3) to denote the input, hidden, and output dimensions of a
GEMM, respectively. For convolution, we use (H, W, C) to represent the input height, width, and
number of input channels, and (R, K') to denote the kernel size and number of output channels.

2.1 Cryptographic Primitives

BFV HE Scheme. Following most hybrid HE/MPC schemes [7, 8, 9, 10, 20], PrivCirNet leverages
the lattice-based Brakerski-Fan-Vercauteren (BFV) HE scheme [40] and mainly involves the following
HE operations, including ciphertext addition (denoted as HE-Add), ciphertext-plaintext multiplication
(denoted as HE-Pmult), and ciphertext rotation (denoted as HE-Rot). While HE-Pmult and HE-Rot
dominate the overall computation cost, each HE-Rot operation is usually an order of magnitude
slower than HE-Pmult [37, 41].

HE Encoding Methods. HE operates over polynomials with 1-dimensional coefficient vectors
while DNNs compute over tensors. Encoding is the procedure to map a tensor to a polynomial and
directly determines the computation efficiency. Existing encoding methods can be classified into
two categories: coefficient encoding [10, 24, 26, 22] and single instruction multiple data (SIMD)
encoding [9, 6, 42, 27, 7]. Coefficient encoding can support convolutions efficiently with a single
HE-Pmult [10]. In contrast, SIMD encoding only supports element-wise multiplications and requires
multiple HE-Rot for convolutions [9]. For GEMMs, either coefficient encoding [22] or SIMD
encoding [7] requires HE-Pmult and HE-Rot, while the SIMD encoding algorithm Bolt [7] achieves
the SOTA computation efficiency.

The two encoding methods can be transformed to each other through the discrete Fourier transform
(DFT) as shown in Lemma 1 [27]. The main reason is that polynomial multiplication implements
convolutions in the coefficient domain and is equivalent to element-wise multiplications in the
frequency domain, leading to Lemma 1 [27]. While [27] only leverages such nested encoding for
convolutions, we show how such schemes can be improved to support block circulant GEMMs and
convolutions. We refer interested readers to [27] for a more detailed description.

Lemmal. (DFT(w))qup X (DFT(2))giup = (DFT(w) © DFT(2))gpup = DET(W) coer X (%) coett)

2.2 Threat Model and Security Guarantee

PrivCirNet works in a general private inference scenario that involves two parties, i.e., server and client.
A server holds the proprietary DNN model and a client owns private data [10, 24]. PrivCirNet enables
the client to obtain the inference results while keeping the server’s model weights and the client’s data
private. Consistent with previous works [7, 9, 10, 24], we assume the DNN architecture (including
the block sizes) is known to both sides and adopt an honest-but-curious security model in which
both parties follow the specification of the protocol but also try to learn more from than allowed.
Following [7, 10], PrivCirNet is built upon cryptographic primitives, including BFV and MPC
protocols, and focuses on co-optimizing the DNN architecture and the HE encoding algorithm. The
security can hence be guaranteed following [40, 43].

2.3 Related Works

To improve the efficiency of HE-based DNN inference, existing works mainly focus on optimizing
the HE encoding algorithm [10, 24, 26, 9, 6, 42, 27, 7] and the DNN architectures [31, 30, 32, 33, 34,
35, 36, 38, 39, 37, 25]. In Table 1, we compare PrivCirNet with prior-art works qualitatively. As can
be observed, PrivCirNet features network and encoding co-optimization to improve the efficiency of
both GEMMs and convolutions.
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Table 1: Comparison with existing private inference works.

Method . HE Encoding thlmlzatlon . Target Ops Network Optimization
Encoding # HE-Rot Reduction # HE-Pmult Reduction
[31, 30, 35, 33] X X X ReLU/GELU ReLU/GELU Pruning
Cheetah [10] Sparse X GEMYV, Conv /
Tron [24] Sparse X GEMM /
Neujeans [27] Dense X Conv /
Bolt [7] Dense X GEMM Token Pruning
[38, 39, 37] Dense X GEMM, Conv Weight Pruning
PrivCirNet (ours)| Dense GEMM, Conv | Block Circulant Transformation

Table 2: Comparison between PrivCirNet and previous works that use circulant matrix.

- s Variable . . Customized
Method Application Initialization method block size Block size assignment Encoding Method Network
C¥rCNN [44] Convolution in plaintext Forbenius norm Uniform/Manually set / ConvNets
CirConv [45]
Falcon [25] |End-to-end HE-based private inference| Forbenius norm X Uniform X Three-layer network

PrivCirNet
(ours)

Hybrid HE+MPC private inference Loss-aware Latency-aware block size assignment ConvNets, Transformers

Attempts have been made to use the circulant matrix to accelerate inference in plaintext [44, 45]
and ciphertext [25] domains. However, two unresolved problems remain in both domains: 1) how
to initialize circulant matrices, and 2) determining block sizes for each layer. As a result, it is hard
for [44, 45, 25] to be applied to more efficient networks, e.g., MobileNetV2, Transformers, etc.
Additionally, in the ciphertext domain, [25] cannot fully leverage block circulant matrices, resulting
in limited or even increased latency. In contrast, PrivCirNet maximizes the potential of block circulant
matrices by customizing the HE encoding algorithm and proposing new initialization and block size
assignment algorithms, achieving a superior accuracy-latency trade-off. We give a comprehensive
comparison between PrivCirNet and [44, 45, 25] in Table 2. We leave a more detailed review of
existing works in Appendix A.

] 1l i Rt o ek R Layer-wise block sizes | Top-1 Acc. | Latency
S -50% L 1-1-1-1 66.13 | 425
> 5 L 16-16-16-1 64.51 25s
é 16-16-1-16 64.16 195
s 16-1-16-16 63.23 16s

1-16-16-16 62.17 16s

Non-circulant SIMD  Coefficient Ideal
Figure 2: Directly using coefficient or Table 3: Accuracy and latency impact of applying

SIMD encoding to block circulant GEMMs block circulant transformation to different layers
((dy,ds,ds,b) = (256,192,576,2)) leads to of MobileNetV2 on Tiny ImageNet. 32 layers are
limited efficiency improvement. partitioned into 4 groups.

3 PrivCirNet Framework

3.1 Motivation

While the circulant transformation enables to convert a GEMYV into a HE-friendly 1-dimensional
convolution, directly transforming the whole weight into a circulant matrix introduces large accuracy
degradation due to the high compression ratio. We propose to leverage block circulant transformation
and to trade off accuracy with efficiency by controlling the block sizes. However, we observe the
following challenges that need to be addressed.

Challenge 1: existing encoding algorithms are incompatible with block circulant weight matri-
ces. The computation of a GEMM with a block circulant weight matrix can be naturally decomposed
into two steps, i.e., a circulant GEMV within each block and a general GEMM across blocks. Within
each block, a circulant GEMV can be converted to a 1-dimensional convolution and be computed
with a single HE-Pmult through coefficient encoding. However, when processing the GEMM across
blocks, coefficient encoding suffers from either high communication cost [10, 24] or extensive HE
rotations [22]. In contrast, while SIMD encoding can process the GEMM across blocks more effi-
ciently [7], it still requires HE rotations to process the convolution within each block. As shown in
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Figure 4: An example of CirEncode for block circulant GEMM where (dy, d3, ds, b) = (4,8, 8,4).

Figure 2, with existing encoding algorithms, block circulant transformation only introduces limited
efficiency improvement. Therefore, it is important to design the encoding algorithm to fully unleash
the efficiency potential of the block circulant transformation.

Challenge 2: accuracy and latency impact of block circulant transformation varies across
layers. We apply the block circulant weight transformation with different block sizes to different
layers of a MobileNetV2 on Tiny ImageNet. As shown in Table 3, the accuracy and latency impact
on the MobileNetV2 varies significantly. Hence, to better explore the Pareto optimal of efficiency and
accuracy, layer-wise block size assignment becomes important.

PrivCirNet Overview. In this paper, we introduce Priv-

CirNet, which features a joint optimization of the block b3
circulant network and the private inference protocol. Fig- Sre 3.2
rcu 1etw! : priv. € 1n pr - g | Latency-aware |
ure 3 provides an overview of PrivCirNet. We first propose block size assignment | ——————
. . . . . etwork-protoco
CirEncode for the GEMMs with block circulant weights in ProtocolTsupport o fusion
Section 3.2. Then, we develop a latency-aware optimization | CirEncode | Sec.34
algorithm to determine the block sizes for each layer based Sec. 3.2
on second-order information in Section 3.3. We also pro- a

pose network—pro?ocol go—fusign methods to further boost Figure 3: Overview of PrivCirNet.
the inference efficiency in Section 3.4.

3.2 CirEncode: nested encoding for block circulant GEMMs

High-level idea. Consider a GEMM Y = WX, where Y € Z%xh W ¢ Zd3xd2 X ¢ 7d2xd 1y
is a block circulant matrix with block size b. Then, CirEncode encodes the GEMM following two
steps: for each block with W € Z"*? and X € Zb*%, we convert the computation into d; parallel
GEMYVs and leverage the coefficient encoding to avoid HE-Rot as shown in Figure 4 (a); then, for
across blocks, we regard it as a GEMM and leverage the SIMD encoding to further reduce the HE-Rot
as shown in Figure 4 (b). Thereby, CirEncode combines the advantages of both encoding schemes.

Encoding within a circulant block. We elaborately design the encoding rule for a circulant GEMM.
Formally, we define two encoding functions 7y : 7b%b 5 A, and 7y : Zb*% — A, as follows:

W = mw (W), where w[id,] = Wi, 0], Vi€ [b],j € [di]
& = mx(X), where &lidy +j] = X[i,j], Vi€ [b],j € [di]
where other coefficients of w are set to 0. § = w X & directly gives the result of Y = WX as
described in Theorem 1 and we defer the proof to Appendix I.1.

Theorem 1. Given a circulant matrix W € Z2*® and an input matrix X € 7Zb% ywhere bd; < n,
define two polynomials 1 = 7w (W) and & = 7x(X). Then, a GEMM Y = WX € Z"*% can be
evaluated by the polynomial multiplication §j = W X &, where Y[i, j| = glidy + j],Vi € [b], ] € [d4].

Compared with prior-art coefficient encoding algorithms for a GEMM, e.g., Iron [24], CirEncode fea-
tures two key advantages: 1) the encoding density, i.e., number of useful elements encoded per

2CirEncode uses mod ™ — 1 which is different from [10], the explanation is in Appendix L1.
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Table 4: Theoretical complexity comparison of CirEncode with prior works. The data of
GEMM is measured with dimension (d1,ds,d3) = (512,768,3072), and that of convolution is
(H,W,C,K,R) = (16, 16,128,128, 3). The polynomial degree n = 8192 and block size b = 8.

GEMM Convolution
Framework . .
# HE-Pmult # HE-Rot # Ciphertexts # HE-Pmult # HE-Rot # Ciphertexts
O(dydads/n)  O(dy(do + dg3)/n+d3)  O(dy(da + d3)/n) O(HWCK/n) OHW(C+K)/n+K) O(HW(C' + K)/n)
CrypTFlow2 [6] 147456 312 240 9216 208 16
O(dydads/n) O(dydy/n+ [dy/n]d3)| O(HWCK /n) OHWC/n+ [HW/n]K)
Cheetah [10] 147456 0 3120 1408 0 134
O(dydads/n) O(y/dydods/n) O(HWCK R?/n) O(VHWCKR?/n)
Tron [24] 147456 0 960 12672 0 257
Bumblebee [22] | O\hdads/n)  Oldidslogyn/(2ym))  O(di{dy + ds)/m) | O(HWCK/m) O(HWK logyn/(2y/m))  O(HW(C + K)/n)
umblebee 147456 6144 240 1408 256 16
. O(dydads/n) O(y\/dydads/n) O(dy(dy + ds)/n) O(HWCK/n) O(HWCK /n) O(HW(C' + K)/n)
Neujeans+BSGS [271) ) 47456 588 240 1024 48 16
BoleBsGs (7] | Cllids/m)— O(/didads/m) O(d\(dy + ds)/n) |O(HWCKR2/n) O(VHWCKR:n)  OHW(CR:+ K)/n)
© 147456 528 240 11700 106 100
GEMM with circulant weight matrix Convolution with circulant weight kernel
CirEncode (0US) | () dodz/(nb))  O(y/dydads/(nh)) O(di(dy +d3)/n)  |O(HWCK/(nb))  O(/HWCK](nb)) O(HW(C + K)/n)
18432 48 240 128 8 16

polynomial, is much higher, minimizing the communication cost; 2) the input and output of a GEMM
follow the same encoding rule described above, enabling layer fusion in Section 3.4.

Encoding across circulant blocks. Consider each circulant block as a unit, the computation across
blocks can be regarded as a GEMM with dimension (1, d—b% d—b?’) We apply the SIMD diagonal
encoding to pack different circulant blocks in parallel and use DFT for each block to transform the
coefficient encoding into the SIMD encoding format, as shown in Figure 4 (b). Similar to Lemma 1,

the correctness is given by Theorem 2 and we defer the proof to Appendix 1.2.

Theorem 2. Given M circulant weight matrices Wy, ... Wy—1 € 7% and input matrices
Xo,.., Xaro1 € ZP*%, define polynomials ,, and &, with m € [M| following the coeffi-
cient packing in Theorem 1. Then, Y,, = W,, X,,, can be evaluated simultaneously through the
polynomial multiplication in SIMD encoding:

(DET(go)[ - - IDFT(Gar-1)) coert
= (DFT(ty)| ... | DFT(tar—1))smip % (DFT(&0)|...| DET(Zar-1))ginn »

where | represents concatenation of polynomial coefficients and Y, [i, ] = Gm[id1 + j],Vi € [b],j €
[d1],m € [M].

We further extend the BSGS algorithm [7] to CirEncode with details in Appendix B. We also
design CirEncode for block circulant convolutions as described in Appendix C.

Theoretical complexity analysis. Table 4 shows the theoretical complexity comparison of CirEn-
code with prior-art encoding methods in the number of HE-Pmult, HE-Rot, and ciphertexts. CirEn-
code computes a (dy, b, b) circulant GEMM with only O(bd; /n) HE-Pmult and 0 HE-Rot. Therefore,
compared to the SOTA scheme, i.e., Bolt and Neujeans, CirEncode reduces the number of HE-Pmult
and HE-Rot by a factor of b and v/b, respectively, for both GEMM and convolution. A detailed proof
of theoretical complexity is available in Appendix B.

3.3 Latency-aware block size assignment with loss-aware initialization

Previous works use uniform block size [44, 25] or manually set the block sizes [45] for each layer,
resulting in sub-optimal performance. We now propose a novel latency-aware block size assignment
algorithm based on second-order information together with loss-aware initialization, which achieves
a superior Pareto front of latency and accuracy.

Loss-aware initialization for circulant matrices. Previously, circulant matrices were initialized
by minimizing the Frobenius norm between the non-circulant and circulant matrices [46, 45], i.e.,
min ||W] - W; Hg, where W/ represents the weight matrix after the circulant transformation of layer
1. While this method minimizes the min square error (MSE) of the weight matrix, it overlooks that
the network accuracy has different sensitivity towards the MSE of different layers. Therefore, we
propose to directly assess the final loss instead of MSE for the transformation with Taylor expansion:
oL (D)

_ 0L (D) 1 T , 13
(D) = g AW+ AW HAW, +0 (JAWi°). (M

(3

Lyw; (D) — Lw,
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Figure 5: Layer-wise sensitivity and block size visualization for ViT on CIFAR-100.

where L is the task loss, D is the training dataset, H is the Hessian matrix and AW, = W/ — W;.
The first term can be neglected as the model has already converged on the training dataset [47]. The
Hessian matrix can be approximated using diagonal Fisher information matrix [48]. We then define
the sensitivity of layer ¢ as ;:

2
Q; = AW, HAW; =~ AW, diag <<a§$ )) ) AW, 2)

Hence, we propose initializing the circulant matrix by minimizing €2; instead of the Frobenius norm,

2
which can be solved analytically as W/ = E [Wi ® <%) ] . Egiag is the expectation of each

dia

diagonal of a matrix. An example is provided in Appendix E. !

Latency-aware block size assignment. Given an L-layer network, we denote the block size of
each layer as {by,...,br}, where b; € {2° ...,2F71}. The search space contains k” possible
architectures, which can be extremely large, e.g., 2 x 10?2 for k = 5, L = 32, rendering exhaustive
search impractical. Therefore, we propose to formulate the search problem as an integer linear
programming (ILP) problem, aiming to minimize the overall network sensitivity under the latency
constraint [49, 50, 51]:

tSi=1 =1

L L
Objective: migl Z Q;”', Subject to: Z LAT;” < Latency Limit 3)
i=1

Here, Qf is the ¢-th layer’s sensitivity with block size b;, LATi-” is the associated latency in private
inference. LATli“ can be pre-computed given the dimension of the layer.

Visualization analysis. We visualize the layer-wise sensitivity and the searched structure of different
initialization methods in Figure 5. As we can observe in Figure 5 (a), the previous method fails to

tell the different sensitivity of block size 4, 8, and 16 for most of the layers. In contrast, our method,
depicted in Figure 5 (b), better captures the effects of varying block sizes on task loss.

3.4 Network-Protocol Co-Fusion

Circulant ConvBN Fusion. During the inference, con- Inverted Residual block in MBV2
volution (conv) and batch normalization (bn) layers
are usually fused for lower latency. However, naive X1 Xres

1x1 Con

fusion destroys the block circulant structure. Hence,
we propose a fusion method for circulant conv and Batch Norm

bn. Consider the learnable scaling factor v € Z¢ ‘
for a bn layer. We combine the elements of v into

groups of size b and set 7/ € Z% such that 7/[i] =
S UgYli+i—(i mod b)]

V1

xres + Y1

5 ,Vi € [C]. We use the same strat-
egy for the learnable bias, running mean and variance,
which maintains the circulant structure after fusion. )

Inverted Residual (IR) Fusion Protocol. In the hy-

brid HE/MPC-based DNN inference, the network is 1 8ure 6: Network-Protocol Co-Fusion.
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circulant weight with block size b.

evaluated layer by layer. We identify the potential for layer fusion of consecutive linear lay-
ers in MobileNetV2 [28]. Figure 6 (b) shows where we implement fusion, aiming to compute
convbn(x,.s + convbn(z1)) all together. Thanks to the encoding consistency provided by CirEn-
code, we can fuse layers with equal block size. Details of the fusion algorithm are in Appendix F.

4 Experiments

4.1 Experimental Setup

Implementation. PrivCirNet is built on top of the SEAL library [52] in C++. We use the OpenChee-
tah [10] to evaluate Cheetah [10] and CrypTFlow2 [6]. We also implement Falcon [26], Neujeans [27]
and Bolt [7] protocols. Following [10, 53, 54], we simulate a LAN network setting via Linux Traffic
Control, where the bandwidth is 384 MBps and the echo latency is 0.3ms. All the experiments are
performed on a machine with 2.4 GHz Intel Xeon CPU. Following [7], we set n = 8192, security
parameter A = 128, plaintext bitwidth p = 41 and ciphertext bitwidth ¢ = 218, which is also the
default setting in SEAL library [52].

Datasets and Models. We evaluate PrivCirNet on MobileNetV2 [28], ResNet-18 [55], and ViT [29]
across four datasets: CIFAR-10, CIFAR-100, Tiny ImageNet and ImageNet.3 Detailed model
architectures and training settings can be found in Appendix G.

Baselines. We compare PrivCirNet with prior-art HE-based DNN inference frameworks, including
CrypTFlow?2 [6], Cheetah [10], Falcon [26], Neujeans [27] and Bolt [7]. We also compare with
SpENCNN [37] which is the SOTA HE-friendly pruning method.

4.2 Micro-Benchmark on Single GEMM and Convolution

Latency comparison. In Figure 7, we benchmark PrivCirNet on both GEMMs and convolutions
with different block sizes. The layer dimensions are chosen from MobileNetV2, ResNet-18, and ViT.
It can be observed that PrivCirNet supports both GEMMs and convolutions efficiently. Compared
with Bolt and Cheetah, PrivCirNet (b8), i.e., block size of 8, achieves 5 ~ 7x latency reduction.
With PrivCirNet (b2), we can reduce latency by 1.7 on average.

The number of HE-Pmult and HE-Rot comparison. In Table 5, we show the number of HE-
Rot and HE-Pmult comparisons with different protocols. The layer dimensions are chosen from
MobileNetV2, ResNet-18, and ViT. It can be observed that: 1) Compared with SOTA algorithms
Bolt and Neujeans, PrivCirNet (b8) achieves on average 7x HE-Rot reduction and 8.5x HE-Pmult
reduction. And PrivCirNet (b2) achieves on average 2.1 x HE-Rot reduction and 1.9 x HE-Pmult
reduction which is consistent with the theoretical complexity. 2) PrivCirNet supports both GEMM
and convolution efficiently. On the contrary, Neujeans performs worse in GEMM while Bolt performs
worse in convolution.

4.3 End-to-End Inference Evaluation

In Figure 8 and Figure 9, we benchmark PrivCirNet at the full network scale and plot the Pareto front
of accuracy and latency of linear layers. We make the following observation:

3Each of the models in the paper is capable of only classifying to the ImageNet 1k categories.
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Table 5: The number of HE-Rot / HE-Pmult comparisons of different protocols for GEMMs and

convolutions with different dimensions.

MobileNetV2 ViT ResNet-18

Method Average
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Neujeans+BSGS [27]| 32/288 447384 8871024 | 9071152  150/3456  120/2304 |32/1024 48/1024 4271134 7271310

Bolt+BSGS [7] 21/288 33/384 557960 60/1152 94 /3456 7812304 |63/9216 106/11700 116/4608|70 /2504
PrivCirNet (b2) 9/ 144 217192 377480 36/576 60/1728 5471152 16/512  32/726 28/567 | 33/675
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Figure 8: Comparison with SpPENCNN and other prior-art protocols on MobileNetV2.
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Figure 9: Comparison with SpPENCNN and other prior-art protocols on ResNet-18 and ViT.

Comparison with prior-art HE-based frameworks. PrivCirNet consistently outperforms prior-art
frameworks, including Bolt, Neujeans, Falcon, etc, in both ConvNets and Transformers. Specifically,
on Tiny ImageNet, compared with Bolt, PrivCirNet achieves 1.9x,5.0x, 1.3 x latency reduction
with iso-accuracy on MobileNetV2, ResNet-18, and ViT, respectively. Compared to Cheetah, PrivCir-
Net achieves 1.3 ~ 4.8 x latency reduction with iso-accuracy across three models.

Comparison with prior-art structured pruning method SpPENCNN. PrivCirNet achieves SOTA
accuracy/latency Pareto front across different datasets and models. Especially in larger compres-
sion ratios, SpENCNN suffers from huge accuracy loss. In comparison, PrivCirNet outperforms
SpENCNN by 5.2% on MobileNetV2, 4.1% on ResNet-18, and 12% on ViT on Tiny ImageNet.

Benchmark on ImageNet. We benchmark PrivCirNet on ImageNet with MobileNetV2 in Figure 8
(d). PrivCirNet achieves 1.4 x latency reduction compared with prior-art framework Neujeans and
achieves 4.2% accuracy improvement over SpPENCNN with lower latency.

4.4 Ablation Study

Effectiveness of latency-aware block size assign-

. . Dataset: Tiny ImageNet . 3 : L (Y
ment. Table 6 shows the comparison of different e o (MB) 2ot ()

block size assignment methods, including uniform _Baselme MOb'_'ENe'VZ | —— S
block size, mixed block sizes with Frobenius norm ~* "™ @8a] w2 Kesz
initialization [46, 45], and mixed block sizes with +CirEncode (Sec.32) 0042l ] Ae2s3 res2s
loss-aware initialization. According to the results, e sagmen e 39 B0 ] %23 %63
we find that: 1) PrivCirNet achieves the highest ac- +ConvBN Fusion (sec.349 25417 ] Yr216 6630
curacy across most datasets and models. 2) Priv- +IR Fusion (Sec.3.4) | ___2435] ] %208 %6630
CirNet exhibits enhanced performance at higher 0 a6

compression ratios, emphasizing the importance of
latency-aware block size assignment in networks
with limited capacity.

Figure 10: Ablation study of our proposed
optimizations in PrivCirNet on MobileNetV2.
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Table 6: Accuracy comparison of different block size assignment methods. Latency limitation
represents the proportion of latency relative to the original uncompressed model.

Latency Top-1 Ace. 1
Method | = L MobileNetV2 ViT
CIFAR-10 |CIFAR-100 | Tiny ImageNet| CIFAR-10 [CIFAR-100]Tiny ImageNet
Uncompressed| 100% 94.74 78.70 66.14 93.54 74.77 62.65
50% 94.81 (-0.23) | 77.98 (-0.60) | 65.26 (-1.10) |93.38 (-0.06) | 74.41 (-0.30)| 61.87 (+0.08)
Uniform 25% 93.97 (-0.33)|76.30 (-1.41)| 62.76 (-2.07) |92.57 (-0.33)|72.00 (-0.76)| 58.11 (-0.85)
12.5% 92.71 (-0.55)|73.89 (-0.96)| 60.34 (-1.50) |90.98 (-0.46) |67.51 (-2.22)| 51.90 (-2.16)
50% 94.71 (-0.35) | 78.28 (-0.30)| 65.98 (-0.38) |93.40 (-0.04) | 74.58 (-0.13)| 61.33 (-0.46)
Frobenius 25% 94.23 (-0.07)|76.38 (-1.33)| 63.76 (-1.07) |92.40 (-0.50) | 72.07 (-0.69)| 58.00 (-0.96)
12.5% 92.65 (-0.61)|74.32 (-0.53)| 61.14 (-0.70) |90.32 (-1.12) |68.02 (-1.71)| 51.92 (-2.14)
Loss.aware 50% 95.04 78.58 66.36 93.44 74.71 61.79
o 25% 94.30 77.71 64.83 92.90 72.76 58.96
(PrivCirNet)
12.5% 93.26 74.85 61.84 91.44 69.73 54.06

Effectiveness of different optimizations in PrivCirNet. We demonstrate the effectiveness of the
proposed optimizations by adding them step by step on MobileNetV2 and Tiny ImageNet. As in
Figure 10, we observe that: 1) without CirEncode, circulant transformation harms the accuracy and
cannot reduce latency due to incompatibility with existing encoding algorithms; 2) latency-aware
block size assignment significantly improves the accuracy and even outperforms the uncompressed
model; 3) the fusion methods reduce both the latency and communication with negligible accuracy
loss.

Additional Results. We present extra experiments to show 1) latency breakdown, and 2) comparison
on more networks in Appendix H.

5 Limitation and Future Work

PrivCirNet focuses on improving the HE computation ef-

ficiency, which accounts for 75% total latency and is the  Method (CIFAR-100)[Top-T Acc.[Nonlincar latency [Total latency
3 3 Original ResNet-18 76.52 12.64 s 73.72s

bottleneck' 1n.the hybpd HE/MPC scherpe. W? can a}so e s =

extend PrivCirNet with activation function optimization  SsSNL50%ReLU) | 7672 6325 30445

methods, e.g., ReLU pruning method SNL [30]. As shown  _*SNLC60%ReLD) | 7627 5065 3818

in Table 7, we prune 50% ReLUs in PrivCirNet (b2) with- Taple 7: Extend PrivCirNet with non-

out accuracy loss, achieving 2 x la.tency reduction in NON-  [inear layer optimization method SNL.

linear layers. We regard a more in-depth study of joint

linear/nonlinear layer optimization as our future work.

6 Conclusion

In this paper, we introduce PrivCirNet, a network/protocol co-optimization framework to enhance
the efficiency of HE-based DNN inference. PrivCirNet leverages block circulant transformation
to reduce the HE computation. PrivCirNet features a novel encoding method, CirEncode, and a
latency-aware block size assignment algorithm. PrivCirNet significantly improves the network-level
inference efficiency while maintaining a high accuracy. PrivCirNet achieves a latency reduction
of 1.3 ~ 5.0x compared to Bolt in MobileNetV2, ResNet-18 and ViT. Moreover, when compared
with SpENCNN, PrivCirNet attains up to 12% higher accuracy, demonstrating a high potential to
accelerate private inference across both ConvNets and Transformers.
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A Related Works

To improve the efficiency of HE-based DNN inference, existing works mainly focus on optimizing the
HE encoding algorithm [10, 24, 26, 9, 6, 42, 27, 7] and the DNN architectures [31, 30, 56, 32, 33, 34,
35, 38, 39, 37, 25]. HE encoding optimizations focus on improving the encoding density (i.e., useful
elements per polynomial) to reduce communication [24, 26, 22] and HE computations [10, 7, 27].
For example, Cheetah [10] proposes an efficient rotation free encoding algorithm for convolutions
and Falcon [26] further improve the communication efficiency for group-wise convolution. Iron [24]
and BubbleBee [22] optimize the encoding algorithm for general matrix multiplications (GEMMs).
Neujeans [27] and Bolt [7] further introduce the baby-step giant-step (BSGS) algorithm to reduce the
number of HE rotations.

DNN architecture optimizations focus on developing HE-friendly architectures to improve inference
efficiency including HE-friendly activation approximation or pruning [31, 30, 56, 32, 33, 34], weight
pruning [38, 39, 37], etc. [30, 31, 32, 33, 34] optimize the ReLU functions through pruning and
approximation for communication and computation reduction. [35, 57] propose to prune and approxi-
mate GeLU functions for efficient private transformer inference. [37, 38, 39] propose HE-friendly
structured pruning to reduce both HE rotations and multiplications.

B Baby-step Giant-step (BSGS) Algorithm for CirEncode

Wll W12 W13 W14

W21 WZZ W23 W24

W31 W32 W33 W34

W41 W4-2 W43 W44

«: HE-Rot

Baby-step Giant-step

Figure 11: An example of GEMYV using BSGS algorithm.

The BSGS algorithm is used for GEMV and GEMM to reduce the number of HE rotations [7, 27].
We visualize the high-level idea of the BSGS algorithm in Figure 11. Instead of rotating each input
polynomial once, the BSGS algorithm divides the rotations into two steps: baby-step and giant-step
which can be formulated as

B

G
Zl (Z w((j;afl)3+i O @& << (i— 1))) << (j—-1)B )

=1
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Figure 12: Illustration of our BSGS algorithm for block circulant GEMM with tiling.

Here, G, B are the number of giant-step and baby-step, respectively. The total number of rotations
is reduced to B + G — 2. In GEMM with dimension (d;, da, d3), tiling is needed to split matrices
into smaller blocks whose maximum size is HE polynomial degree n. Moreover, when extend BSGS

ds ds

to CirEncode, the dimension of GEMM becomes (d;, %, 3¢ ) and the polynomial degree becomes 7.

bob

We do not encode the d; dimension into each circulant block, instead, we treat the computation cross
blocks as a GEMM and use the BSGS algorithm to determine the tiling size of the d; dimension.
Therefore, how to tile and choose B, G is crucial to minimize the number of rotations. We propose to
formulate this optimization problem as a nonlinear programming problem as

min #Rot = 1% (B—1)+ dids (G-1)
n n
st. BxG=d
n
dy =3 ®)
dy < dy
. dy
d< &3 22
mln( b ) b )

We give an illustration of our BSGS algorithm in Figure 12. The tile sizes of input and weight are
(d},d) and (d, d), respectively. The constraints in Equation 5 are derived from a tile containing at
most n elements and a tile size cannot exceed the size of the matrix. This problem has a small solution

space. With B, G < min(d—;, d—lf), The solution space is at most min(d—;, df)?, allowing us to directly
solve it using a search algorithm with the complexity of O((min(df’, %2)2)) Our experiments show

that the search algorithm can find the optimal solution within milliseconds for all cases.

Complexity analysis of # Rot. We proof in Equation 6 that the complexity of #Rot with our BSGS

algorithm is O(\/dyd2ds/(nb)).

#Rot =

https://doi.org/10.52202/079017-3550

dids

(B—l)—l—%(G—l)

> 2%\/@@(3 —1)(G-1)
— dy(B—1) =ds(G—1)

O(# RO'[) = O(%\/ d2d3d)

= O(d1 V/dadsn/bdy)

6)
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Figure 13: A toy example of CirEncode within a circulant convolution where (H, Wb, R) =

Here we omit the last constraint in Equation 5 for simplicity.

Complexity analysis of # Mul. The complexity of # Mul is given by Equation 7.

de ds bd
O Mul) = O(5" - 32+ =) o

Boundary cases. When d; min(%, 92) < %, the tile size of input will be d; min(4, ©2) although

it’s not often the case. In addition, the second constraint in Equation 5 should actually be [d}b],. d =
n. [-]o» means the next nearest power of 2. This is because NTT requires the input size to be a power
of 2. Consequently, we consider all these boundary conditions in the search algorithm in practice.

C CirEncode for Convolutions

In this section, we extend CirEncode to convolutions. We denote the input, weight and output of
a block circulant convolution operation as X € ZCXHXW 1 ¢ ZKXOXRXRy — 1/ @ X €
7K *(H=R+1)x(W=E+1) Here ® represents the convolution operation. We assume stride=1 for
simplicity. W is a block circulant matrix with respect to the first two dimensions with block size b.

Encoding within a circulant block. For each circulant block, we define two encoding functions
mhe 1 ZPHXW 5 A and il @ ZEXOXEXE 5 AL as follows:

i =rk(X) st @[iHW + jW + k] = X[i, j,k],i € [b], € [H], k € [W]
W=l (W) st. @[HW + (W +1)(R—1) — jW — k| = W[i,0,4,k].i € [b],j € [R].k € [R]

where other coefficients of w are set to 0. Multiplication of polynomials § = w X & directly gives the
result of Y = W ® X as described in Theorem 3. We defer the proof to Appendix 1.3.

Theorem 3. Assuming HWb < n, given a circulant convolution kernel W € ZV*Y*EXE gnd input
tensor X € ZP*H*W - Define two polynomials v = miy;(W) and & = 7% (X). The polynomial
multiplication result §j = W X & directly maps to the result of Y = W @ X e 70> (H-R+1)x(W—R+1)
where Yi, j, k] = gliHW + (W + 1)(R — 1) + jW + k].

We show a toy example of CirEncode for circulant convolution in Figure 13.

Encoding across circulant blocks. Consider each circulant block with input dimension (b, H, W)
and weight dimension (b, b, R, R) as a basic unit. The computation across circulant blocks can be
regarded as a GEMV with dimension (1, %, %) Then we leverage SIMD diagonal encoding which
is the same as the block circulant GEMM.

BSGS algorithm for block circulant convolution. Similar to block circulant matrix multiplication,
the BSGS algorithm for block circulant convolution can be formulated as an non-linear programming
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Figure 14: Tllustration of our BSGS algorithm for block circulant convolution with tiling.

problem as
min #Rot:Lm(B—l)+w(G—l)
n n
st. BxG=d g
HWbd =n ®)
C
d <min(—, —
—mln(b7 b)

We give an illustration in Figure 14 where the tile sizes of input and weight are (1,d) and (d, d),
respectively. This problem has a small solution space. With B, G < min(%, %), The solution space
is at most (min(%7 %))2, allowing us to directly solve it using a search algorithm with a complexity
of O((min(%, £)?). Our experiments show that the search algorithm can find the optimal solution
within milliseconds for all cases.

Complexity analysis of # Rot. We proof in Equation 9 that the complexity of # Rot in block circulant
convolution with our BSGS algorithm is O(\/HW CK/(nb)).

#Rot = TWC gy HWE (o
n n

> 2¥JCK(B —1)(G-1)

e C(B-1)=K(G-1)

O(# Rot) = 0(¥ CKd) ®)
HW |CKn
n VHWD

HWCK)
nb

Here we omit the last constraint in Equation 8 for simplicity.

=0( )

=0(

Complexity analysis of # Mul. The complexity of # Mul is given by Equation 10.

C K HWb

= O(HWCK/(nb))

D Why does structured pruning fail in BSGS algorithm?

HE-friendly structured pruning [38, 37] reduces the number of rotations by pruning the diagonals
of weight matrices. However, this technique is not feasible in the BSGS algorithm. Figure 15
demonstrates the limitations of structured pruning in BSGS. To illustrate, consider a GEMM where
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Figure 15: Illustration of the limitation of structured pruning in BSGS algorithm.

input and weight matrices are tiled into smaller blocks, such as X7, Xo and Wy, Wio, Way, Wos.
First focusing on the multiplication between X; and Wi, note that in BSGS, rotations are split
into baby-step and giant-step. Assuming B = 2, G = 4, there are four groups, each containing two
ciphertexts (&, Z < 1), and eight weight polynomials 0y, . . . , W7 which are the eight diagonals of the
weight matrix W7;. Each group requires one baby-step rotation to achieve < 1 and one giant-step
rotation. Pruning diagonals to reduce rotations in BSGS is challenging. For instance, to reduce a
baby-step rotation, all diagonals in the same position across different groups, such as wy, w3, Ws, W7,
must be pruned. Additionally, considering tiling, X; must multiply with all weight matrices in the
first row, i.e., W11, Wio. Thus, to decrease a single baby-step rotation, diagonals in the same position
across all groups for all first-row weight matrices must be pruned. A similar challenge exists for
giant-step rotations; to reduce one giant-step rotation, entire groups like wg, w1, in all first-column
of the weight matrices must be pruned. Consequently, it is difficult for existing structured pruning
methods to meet these constraints, leading to the limitation of reducing the number of rotations.

E An example of our loss-aware initialization for circulant matrices

We give an example of our circulant transformation initialization in Equation 11. The input matrix

W is a2 x 2 matrix and the values of W and 85‘(,[7,3 ) are artificial for simplicity.

ATHICONN

min||W’—W||§:>W’: 2 3}

3 2
r 2 2 2 2
. , 1%12 2x22 Lt B2 dns 2.92 3.38
win i = W= R { 4532 3452 | T | 2204 1215’ | = | 333 2.92
diag 22432 12452
(11)

F Inverted Residual Fusion Algorithm

The key idea of the inverted residual fusion is to compute consecutive linear layers at once with one
round communication. The algorithm is described in Algorithm 1 where ()¢, (-} are the secret
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shares held by the client and the server. H, H, X represent homomorphic addition, subtraction, and
multiplication, respectively.

Algorithm 1: Inverted Residual Fusion Algorithm

Input: Client holds (X )¢, and Server holds (X 1), Enc(X ,¢s), W1 and Ws.
Output: Client and Server get (Y5)¢, (Y,)?, respectively, where
Y > = ConvBN(Wy, X ,..s + ConvBN(W 1, X1)).
Client encodes and encrypts (X 1) as Enc((X;)¢) and sends it to Server.
Server computes Enc(Y;) = W1 X [Enc((X1)¢) B (X)%].
Server computes Enc(X,cs + Y1) = Enc(X,cs) H Enc(Y).
Server computes Enc(Ys) = Wa K Enc(Xes + Y7).
Server samples random noise R which has the same shape as Y5. Server then computes
Enc(Yy — R) = Enc(Y2)BHBR.
Server sends Enc(Y s — R) to Client and sets (Y3)® = R.
7 Client decrypts Enc(Y5 — R) to get (Y2)¢ =Y, — R.

N oA W N =

=)

G Details of Experimental Setup

G.1 Network Architectures

We evaluate PrivCirNet on MobileNetV?2 [28], ResNet-18 [55], and ViT [58]. The detailed archi-
tectures across different datasets are in Table 8. It should be noted that for ViT, we use ViT-lite
architectures from [58].

G.2 Training Details

All baseline methods and PrivCirNet are trained using identical hyper-parameters, including data
augmentation, number of epochs, and others. These hyper-parameters are detailed in the ‘configs’
folder within our codebase. We also leverage self knowledge distillation to guide the training of the
circulant networks and the pruned networks.

G.3 Computational Resources in Experiments

For CIFAR and Tiny ImageNet datasets, we train all models on a single NVIDIA RTX4090 GPU and
a single NVIDIA A6000 GPU. For ImageNet, we train all models on 8 NVIDIA A100 GPUs. The
epochs are 300 and the total training time is around 1 day for CIFAR and Tiny ImageNet as well as
ImageNet datasets.

H Additional Experimental Results

H.1 Latency breakdown of PrivCirNet
In Figure 16, we present the latency breakdown of PrivCirNet (b8) applied to MobileNetV2 and ViT

on CIFAR-10. It is observed that PrivCirNetsignificantly reduces the latency associated with HE
rotations and multiplications, shifting the bottleneck to nonlinear layers. Furthermore, in ViT, the

Table 8: PrivCirNet evaluation benchmarks.

Model Layers # Params (M) MACs (G) Dataset
MobileNetV2 52 CONV, 1 FC, 1 AP, 35 ReLU 2.24 0.093 CIFAR/Tiny ImageNet
MobileNetV2 52 CONV, 1 FC, 1 AP, 35 ReLU 35 0.32 ImageNet

ResNet-18 52 CONV, 1 FC, 1 AP, 35 ReLU 11.17 0.558 CIFAR/Tiny ImageNet
ViT Hidden Dim=256, Number of blocks=7 3.72 0.24 CIFAR
ViT Hidden Dim=192, Number of blocks=9 2.77 0.69 Tiny ImageNet
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(a) MobileNetV2 (b) Vision Transformer
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Figure 16: Latency (s) breakdown of PrivCirNet (b8) on MobileNetV2 and ViT on CIFAR-10.
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Figure 17: Comparison with SpPENCNN and other prior-art protocols on ResNet-18 and ViT on
CIFAR-100.
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Figure 18: Comparison with Bolt on RegNet and ConvNeXt.

self-attention layers account for a large proportion of the total HE operations. Since these layers lack
weight matrices, they cannot benefit from block circulant transformations.

H.2 Results on more networks

Results of ResNet-18 and ViT on CIFAR-100 In Figure 17, we show the results of ResNet-18
and ViT on CIFAR-100. We compare PrivCirNet with SOTA HE-based DNN inference frameworks
and HE-friendly structured pruning method SpENCNN. We find that: 1) PrivCirNet achieves 1.8 x
latency reduction on ResNet-18 and 1.4 x latency reduction on ViT compared with SOTA frameworks
Cheetah and Bolt with iso-accuracy. 2) Compared with SpENCNN, PrivCirNet achieves 3.9% and
7.9% higher accuracy on ResNet-18 and ViT with lower latency, respectively. 3) Bolt performs worse
than Cheetah in ResNet-18 because Bolt needs to transform convolution into GEMM which increases
the hidden dimension by 9x in 3 x 3 convolutions. By contrast, PrivCirNet support both convolution
and GEMM efficiently.
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Figure 19: Result of applying PrivCirNeton DeepReshape.

Table 9: Accuracy and latency results when combining PrivCirNet and DeepReshape (ReLU reduc-

tion).
Method Top-1 Acc. Linear la}z;s’ latency | Nonlinear l?sy)ers’ latency
HybReNet (5x5x3x) + PrivCirNet (b2)| 79.99 49.52 94
+DeepReshape (-53% Rel.U) 79.67 49.52 4.4
HybReNet (2x5x3x) + PrivCirNet (b2)| 79.49 35.25 9.0
+DeepReshape (-50% ReLU) 79.03 35.25 4.5
+DeepReshape (-72% ReLU) 7791 35.25 2.5

Results of RegNet and ConvNeXt In Figure 18, we show the results of RegNet [59] and Con-
vNeXt [60] on CIFAR. We compare PrivCirNet with SOTA HE-based DNN inference framework
Bolt.

Comparion with DeepReshape [61] DeepReshape optimizes ReLLUs and FLOPs by designing
a series of more FLOPs-efficient networks, dubbed HybReNets while pruning the ReLU layers.
DeepReshape achieves a better latency-ReLU trade-off than SENet [32], SNL [30], etc. DeepReshape
and PrivCirNet are orthogonal and can be applied together to further reduce the inference latency.

In Figure 19 and Table 9, we show the application of PrivCirNet to HybReNets on CIFAR-100, which

also yields promising results. We apply the ReL.U pruning method proposed in DeepReshape to
reduce the latency of nonlinear layers.

From the results, we can see that PrivCirNet is effective when combined with DeepReshape, achieving
significant latency reduction in both linear and nonlinear layers.

Discussion on the impact of selecting different baseline networks The varying accuracy degra-
dation observed across different baseline networks (MobileNetV2, ResNet, HybReNet, RegNet,
ConvNeXt) can be partly attributed to the differing proportions of parameters occupied by standard
convolutional layers. For instance, in ConvNeXt, 98% of the parameters are derived from standard
convolution, with less than 2% from depth-wise/group-wise convolution, providing significant com-
pression potential using PrivCirNet. In contrast, standard convolution parameters account for only
64% and 78% of RegNet and MobileNetV2, respectively. As a result, RegNet and MobileNetV2
exhibit larger accuracy degradation at higher compression rates.
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I Proofs

I.1 Proof of Theorem 1

For a given input matrix X and a circulant matrix W, we have
W e 2% Wi, j] = W[0,(b—i+j) mod b],Vi € [b],V] € [b]
X € 2" X[i, j],Vi € [b],Vj € [di]

The matrix multiplication result Y is

(12)

b—1 b—1
Y =WX e 2 Yi,j] =Y Wi, KXk, j]=>_ W[0,(b—i+k) modb)X[k,j] (13)
k=0 k=0

The polynomials & = mx (X)), w = 7w (W) after CirEncode are

&€ A,, 2lidy + j] = X|[i, 4], Vi € [b],Vj € [d1]

W € Ay, w[idy) = Wi, 0] = W[0,(b—4) mod bl],Vi € [b],
The other slots of w are set to 0. The polynomial multiplication result § = w x & directly gives the
matrix multiplication result Y as

y

(14)

€A,

I
T
=

X
1

glidy + j] W[(i — k)di]2[kdy + 5]

|
(]

S
Il
=]

W[0,(b—i+k) mod bJX[k,j] (1)

|
(]

S
Il
= o

Wi, k] X[k, j] = Yi, jl

0
i] = b[bdy +14],¥i < 0.

S

Besides, we extend the definition of

Explanation of CirEncode Modulo 2™ —1 . CirEncode performs Discrete Fourier Transform (DFT)
modulo ™ — 1 on the plaintext. After the DFT, it applies SIMD encoding to enable element-wise
multiplication. The correctness is demonstrated by the equation DFT (@) ® DFT(z) = DFT(w X &
mod z" — 1)

1.2 Proof of Theorem 2

Given M circulant weight matrices Wy, ..., W1 € Zb*? and input matrices X, ..., X1 €
7Zb*d1 | define the polynomials w0, = mw(W,,) and &, = 7x(X,,) with m € [M] following the
coefficient packing in Theorem 1. We have:

(DET ()| ... |DFT(war—1))gpup X (DFT(Z0)] ... |DFT(Z0-1))simp

= (DFT (o) ® DFT(Zo)|...|DFT(war—1) © DFT(Zp-1))siup

= <DFT(1I]O X LIA,‘())‘ . | DFT(?f}]V[_l X jM—l))Coeﬁ

= (DFT(go)! - - - IDFT(Jr1-1)) coest
Then we can perform inverse DFT and directly extract elements following Theorem 1 from g, to
get Yy,,, Vm € [M]. The second and the third lines of Equation 16 follow directly from Lemma 1

while the last line is derived from Theorem 1. Through Equation 16, we simultaneously evaluate M
circulant GEMMs with CirEncode.

(16)

1.3 Proof of Theorem 3

For a given input X and a circulant weight W of a convolution, we have
W e ZP* 0> BXR yrfi e ) = WI0,(b—i+j) modb,:,]
=W[b-—j+1i) modb,0,:,:],Vi € [b],V] € [b] (17)
X € ZPHXW X i, 4, k). Vi € [b],Vj € [H],Vk € [W]
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The convolution result Y is
Y — W @ X c ZbX(H*R‘Fl)X(W*R%’l)
b—1 R—1 R—1 (18)

Y0kl =Y > Wli,l,m,h|X[l,j +m,k+h]

1=0 m=0 h=0
The polynomials & = 74 (X)), W = w3y (W) after CirEncode are
&€ A, 2[iHW + jW + k] = X[i, j, k]

W € A, Wi HW + (W + 1)(R — 1) — jW — k] = Wi, 0, j, (19)
X

k]

The other slots of w are set to 0. The polynomial multiplication result § = w
convolution result Y as

Z directly gives the

§=1 %7€ An
b—1 R—1 R—1
JliHW + (W +1)(R— 1)+ jW + k] =
1=0 m=0 h=0
(@i — DVHW + (W + 1)(R — 1) — mW — hJ&[LHW + (j + m)W + (k + h)])
b—1 R—1 R—1
=> 3> Wi, l,m kX[, j+m,k+ h]
1=0 m=0 h=0
= [ivja k]
(20
Besides, we extend the definition of w[(i — )HW +...] = @[(b+i—D)HW +...],Vi < L.
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used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Proofs of all theoretical results are available in the Appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our code and checkpoints are available on Git Hub.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Our code and checkpoints are available on Git Hub.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All training details are available in our code on Git Hub.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We conduct experiments on multiple models and datasets, which require
significant computational resources. In addition, our code has been released, making it easy
to reproduce the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Information about our computing resources is available in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: /
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: /
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: /
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: /
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: /
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: /
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: /
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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