BECAUSE:
Bilinear Causal Representation for Generalizable
Offline Model-based Reinforcement Learning

Haohong Lin', Wenhao Ding', Jian Chen', Laixi Shi?, Jiacheng Zhu?, Bo Li*, Ding Zhao'
ICMU,  2Caltech, SMIT, *UChicago & UIUC
{haohongl, wenhaod}@andrew.cmu.edu

Abstract

Offline model-based reinforcement learning (MBRL) enhances data efficiency by
utilizing pre-collected datasets to learn models and policies, especially in scenarios
where exploration is costly or infeasible. Nevertheless, its performance often
suffers from the objective mismatch between model and policy learning, resulting in
inferior performance despite accurate model predictions. This paper first identifies
the primary source of this mismatch comes from the underlying confounders
present in offline data for MBRL. Subsequently, we introduce BilinEar CAUSal
rEpresentation (BECAUSE), an algorithm to capture causal representation for both
states and actions to reduce the influence of the distribution shift, thus mitigating
the objective mismatch problem. Comprehensive evaluations on 18 tasks that vary
in data quality and environment context demonstrate the superior performance of
BECAUSE over existing offline RL algorithms. We show the generalizability and
robustness of BECAUSE under fewer samples or larger numbers of confounders.
Additionally, we offer theoretical analysis of BECAUSE to prove its error bound
and sample efficiency when integrating causal representation into offline MBRL.
See more details in our project page: https://sites.google.com/view/be-cause.

1 Introduction

Offline Reinforcement Learning (RL) has shown great promise in learning directly from pre-collected
datasets, especially in scenarios where active interaction is expensive or infeasible [1]. Specifically,
offline model-based reinforcement learning (MBRL) [2| 3| 4], learning policies with an estimated
world model, generally perform better than their model-free counterparts in long-horizon tasks
such as self-driving vehicles [3]], robotics [6], and healthcare [[7]. However, offline RL suffers from
distribution shift because the rollout data is either sampled from some suboptimal behavior policies
or sampled from slightly different training environments compared to the deployment time [8].

Although identifying distribution shift issues, ... Datacollectionwithbehaviorpolicy
many of the current offline MBRL works fail to ' (Unknown)
model the shift in environment dynamics, which DataBuffer __ Model __  Policy test Environment
is ubiquitous and could cause catastrophic fail- (5057} T(s'ls,a) m(als) T(s'ls, @)
ure of trained policy at a slightly different de- _—

: l— Objective Mismatch
ployment stage. Furthermore, since the learn-
. . . . low model loss # success X low model loss = success &/
ing objectives of the world models and poli- oomes Our method
cies are isolated from each other, a significant Failure ‘

challenge in offline MBRL is objective mis-
match [9.[10] problem (shown in Figure([I): mod-
els that achieve a lower training loss are not nec-
essarily better for control performance. For example, a dynamics model achieve relatively low

Model Loss Model Loss
Figure 1: The objective mismatch problem.
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prediction loss, yet it may not be sufficient to guide the planner to the high-reward region. Previous
works [9,110] have attempted to reduce such objective mismatch by jointly learning the model and
policy. However, the performance is suboptimal due to the lack of digging into the underlying cause
of the mismatch issue [8]].

In this work, we identify that the objective mismatch between model estimation and policy learning
comes from two sources of distribution shift in offline MBRL: (1) shift between the online optimal
policy and offline sub-optimal behavior policies, and (2) shift between the data collection environment
and online testing environments. Unlike humans, who make decisions based on reasoning over task-
relevant factors, models in offline RL. memorize correlations without learning the causality. The
sub-optimal behavior policies introduce spurious correlations [11] between actions and states, making
the model memorize specific actions. When online testing environments differ from the data collection
environment, the model could overfit spurious correlations in the state and fail to generalize to unseen
states. Based on the analysis of the above mismatch, our work differs from previous work of causal
model-based RL [[12} [13] in that we model causality in both model and policy learning., We aim to
avoid spurious correlation by discovering underlying structures between abstracted states and actions.

To alleviate objective mismatch and generalize well, we introduce the BilinEar CAUSal rEpresenta-
tion (BECAUSE) that integrates the causal representation in both world model learning and planning
of MBRL agents. Inspired by preliminary works that use bilinear MDPs to capture the structural
representation in MBRL [14]], we first approximate the causal representation to capture the low-rank
structure in the world model, then use this learned representation to facilitate planning by quantifying
the uncertainty of sampled transition pairs. Consequently, we factorize the spurious correlations and
learn a unified representation for both the world model and planner.

In summary, the contribution of this paper is threefold:

* We formulate offline MBRL into the causal representation learning problem, highlighting the tight
connection between structural causal models and low-rank structures in MDPs. To the best of
our knowledge, this is the first work that systematically reveals the connection between causal
representation learning and Bilinear MDPs.

* We propose BECAUSE, an empirical causal representation framework, based on the above formu-
lation. BECAUSE first learns a causal world model, then fosters the generalizability of offline RL
agents by quantifying the uncertainty of the state transition, which facilitates conservative planning
to mitigate the objective mismatch.

* We provide extensive empirical studies and performance analysis in tasks of multiple domains to
demonstrate the superiority of BECAUSE over existing baselines, which illustrates its potential to
improve the generalizability and robustness of offline MBRL algorithms.

2 Problem Formulation

To alleviate the objective mismatch problem and the degraded performance caused by the spurious
correlation, we first provide our novel formulation of learning the underlying causal structures of
Markov Decision Process (MDP) under the bilinear MDP setting, then introduce the causal discovery
for MDP with confounders.

2.1 Preliminary: MDP and Bilnear MDP

We denote an episodic finite-horizon MDP by M = {S VAT, H, T}, which is composed of state
space S, action space A, a set of transition functions 7, planning horizon H and reward function r
associated with task preferences. Without loss of generality in many real-world practices, we assume
that the reward function is bounded by r;, € [0,1],Vh € [H]. Specifically, we are interested in a
goal-conditioned reward setting, where Vg € S, r(s,a;g) = 1 if and only if s = g.

Given a policy 7 and the state-action pair (s,a) € S x A, we then define the state-action value

function in the timestep h as Q7 (s, a) = E, [Zszh ri(8i,a;)|$n, = s,ap, = al, and the value func-

tion V7' (s) = Ex [Zih ri(si,a;)|sn = 3] The expectation E; here is integrated into randomness

throughout the trajectory, which is essentially induced by the random action of the policy a; ~ 7(-|s;)
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and the time-homogeneous transition dynamics of the environment s;1 ~ T'(:|s;, a;), Vi € [h, H].
In the offline dataset, the data rollouts can be seen as generated by some (mixed) behavior policy 7g,
resulting in a dataset D with in total n samples {s;, a;, s}, 7 }1<i<n.

Definition 1 (Bilinear MDP [[14]). For each (s,a) € S x A,s’ € S, we have the corresponding

feature vector ¢(-,-) : RISl x R4l — R () : RISI — RY. With some core matrix M € R4
we can represent the transition function kernel 7'(-|-, -) as

Vs,a,8 € Sx Ax S, T(s'|s,a) = ¢(s,a)T Mpu(s'), (1)

where ¢(s,a) and p(s’) are embedding functions that map the original state and action to the latent
space, M is the core matrix that models the transition relationship between the previous timestep
and next timestep in the latent space. Such a linear decomposition in the transition dynamics allows
us to embed structures of the transition model without the loss of general function approximation
capabilities to derive state and action representations.

2.2 Action State Confounded MDP

We consider the existence of confounders in
the MDP to represent thg offline data collec- . CausalPath O StateNodes () Confounders
tion process, and define action-state confounded -+ Confounder Path () Action Nodes

MDP (ASC-MDP):

Definition 2 (ASC-MDP). Besides the compo-
nents in standard MDPs M = {S, A, T, H,7},
we introduce a set of unobserved confounders
u. In ASP-MDP, confounders are factorized as
u = {Um Uc}1<h<H, where u, € U denotes  (a) Confounded MDP (b) SC-MDP (c) ASC-MDP (Ours)
the confounders between s and a ~ mg(s) in- ] )

duced by behavior policies, and u. € U denotes Figure 2: Comparison of our ASC-MDP with two
the confounders within the state-action pairs of ~€Xisting formulations.

the environment transition, that is, the inher-

ent structure between (s,a) and s’. Here we

assume a time-invariant confounder distribution v ~ P,(-), Vh € [H], which is a common assump-
tion [[15, (16, 17]]

The resulting causal relationship of ASC-MDP is demonstrated in Figure Originating from
the original MDP, ASC-MDP is different from the Confounded MDP [18]] and State-Confounded
MDP (SC-MDP) [19] in that it models both the spurious correlation between the current state s and
the current action a, as well as those between the next state s’ and (s, a). Yet, confounded MDP and
SC-MDP only model part of the possible confounders between states and actions. The factorization
of the confounder in ASC-MDP aligns with the source of spurious correlation in offline MBRL.

3 Proposed Method: BECAUSE

We propose BECAUSE, our core methodology for modeling, learning, and applying our causal
representations for generalizable offline MBRL. Section [3.1] models the basic format of causal
representations and analyzes their properties. Section [3.2] gives a compact way to learn the causal
representation ¢(s, a) and fu(s’), as well as the core mask estimation M. Section [3.3]utilizes these
learned causal representations in both world model learning and MBRL planning from offline datasets.

3.1 Causal Representation for ASC-MDP

In the presence of a hidden confounder u, we model the confounder behind the transition dynamics
as a linear confounded MDP [[18]]:

T(s'|s,a,u) = d(s,a,u) " u(s), @)

where u ~ P,(-). Inspired by the Bilinear MDP in Definition , we decompose ¢(s, a,u) into a
confounder-aware core matrix M (u) and a feature mapping ¢(s, a), which factorize the influence of
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the confounders. Given the factorization of confounder u = {u., u, } in Definition[2| we derive via
d-separation in the graphical model in Figure 2that s" Ll u.|{s,a,u.}. As a result, we only need to
consider the confounder u. from the environment when decomposing the transition model:

T(s'|s,a,u) = T(s'|s,a,u.) = ¢(s,a)T M(ue)u(s'). 3)

dxd
Definition 3 (Construction of causal graph GG). In ASC-MDP, G = {0

core matrix M, the causal graph G is bipartite, thus V G, G € DAG.

gd'xd  od'x d/} . for all (sparse)

Definition [3]reveals the connection between the core matrix M and causal graph G, as is formulated
in the ASC-MDP. To reduce the influence of u and estimate the unconfounded transition model
T(s'|s, a), one way is to identify the causal structures induced by the confounder u,. for the transition
dynamics [20]. Existing methods in differentiable causal discovery [21}, 22| [23]] transform causal
discovery on some causal graph G, into a maximum likelihood estimation (MLE) with regularization:

G = argmaxlog p(D; ¢, 4, G) — \|G| = M = argmaxlogp(D; ¢, u, M) — A|M|, (4)
GEDAG M

Since in our case, M is a sub-matrix of the causal graph G. Given the Definition[3} G automatically

satisfies the formulation of ASC-MDP, thus discovering G is essentially estimating the sparse

submatrix M without DAG constraints: M = arg max,, log p(D; ¢, u, M) — \|M|. We elaborate

Definition [3]and show the relationship between core matrix M and causal graph G in Appendix[A.3]

We also make the assumption that the sparse G and M remain invariant with different environment
confounders in the offline training and online testing.

Assumption 1 (Invariant causal graph). We denote the causal graph G under confounder u as G(u).
The generalization problem that we aim to solve satisfies the invariance in the causal graph G (u.),

where G(u.) = G(u.), M(u.) = M (u.,), u. and u/, are the confounders in training and testing.

Remark 1. The assumption[T|can also be interpreted as task independence in [24]], invariant state
representation [25]], or invariant action effect in [26]]. See detailed comparison in appendix Table 4}

3.2 Learning Causal Representation from Offline Data

We first learn the causal world model T'(s'|s, a)
in the presence of confounders w in the offline Uncertainty

datasets. As formulated in ASC-MDP 2] there Yele) sotan < O

are two sets of confounders: u, and u.. To Break correlation Planning \ -
estimate an unconfounded transition model and b4 ~0O— .. —Qgoal
remove the effect of confounder, we first remove s.a

the impact of u, which comes from the dynam- ’_' o0

ics shift by estimating a batch-wise transition  gge & = i
matrix M (u.), then we apply a reweighting for-  Buffer o6 M P15,0) Ee (5.2)
mula to deconfound ., induced by the behavior | o | World Model Uncertainty‘Quantifier
policies and mitigate the model objective mis- KC) t 1
match.

Figure 3: BECAUSE learns a causality-aware rep-
As discussed in Definition 3] we only need to  resentation from the buffer and uses it in both the
optimize the part of the parameters of the causal world model and uncertainty quantification to ob-
graph G, i.e. M. Thus, we can remove the con- tain a pessimistic planning policy.
straints in @]), then transform the original causal
discovery problem into a regularized MLE prob-
lem as follows:

m]Vi[n Linask (M) =min (—log p(D; ¢, p, M) + A|M])

M
=min (Epomenln? (K =67 (s)MIF +  AMlg ). ©
——
World Model Learning Sparsity Regularization

where K, := Y s pu(s")pu(s")T is an invertible matrix. The derivation of Equation (5) is elaborated
in Appendix In practice, we use the x2-test for discrete state and action space and the fast
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Conditional Independent Test (CIT) [27] for continuous variables to estimate each entry in the core
matrix M. We regularize the sparsity of M by controlling the p-value threshold in CIT and provide a
more detailed implementation in Appendix [C.1]

Estimating the core mask provides a more accurate relationship between state and action represen-
tations, and we further refine the state action representation function ¢ and p to help capture more
accurate transition dynamics. We optimize them by solving the following problem, according to the
transition model loss and spectral norm regularization [28] to satisfy the regularity constraints of the
feature in Assumption [3}

%gl‘crep(¢>ﬂ) = IgiﬁlE(s,a,s/)eD ||/LT(S/)K;1 - ¢T(37G)MH§ + XollBll2 + )‘MH/‘”Q- (6)

The world model learning process is illustrated in Figure [3| The estimation of individual M (u..)
mitigates the spurious correlation brought by u.. To further deal with the spurious correlation in
u, induced by the behavior policy m5(als, ur ), we utilize the conditional independence property in
the ASC-MDP shown in Equation (3)). The following equation shows that the true unconfounded
transition 7" can be rewritten in the reweighting formulas. This reweighting process in mask M serves
as the soft intervention approach [18} 29] to estimate the treatment effect in the transition function T’
in an unconfounded way:

Ep, [¢(s,a)" M (uc)p(s') - mp(als, ux)]
E,,ms(als, ux)

7 Ep, [M(uc)ms(als, ur))
Epuﬂﬁ((ﬂsa uﬂ‘)

T(s'|s,a) =

(N

= d(s,a u(s') £ (s, a)" M(u)p(s).
The derivation of Equation is illustrated in Appendix [A.5] Equation basically shows
a re-weighting process given the empirical estimation of M (u.) in every batch of trajectories:

M(u) = Zeu I[E]\i(:;)(ﬁfﬂ:’)u“)] . Compared to the general reweighting strategies in previous MBRL

literatures [18l [29]] which reweights the entire value function, this re-weighting process is conducted
only on the estimated matrix, while the representation ¢(s, a) and p(s’) are subsequently regularized
by weighted estimation of M. The pipeline of causal world model learning is described in the
first part of the Algorithm |lI} We discuss more details of the implementation and experiment in

Appendix [C]

3.3 Causal Representation for Uncertainty Quantification

To avoid entering OOD states in the  Ayo 0 ¢hm 1: BECAUSE Training and Planning
online deployment, we further design - -
a pessimistic planner according to the Input: Offline datasetz, causal discovery frequency &
uncertainty of the predicted trajecto- Output: Causal mask M, feature function ¢, 11, policy 7
ries in the imagination rollout step to // Causal world model learning

mitigate objective mismatch. My « [1]%*d

We use the feature embedding from for i € [K] 90 R )
bilinear causal representation to help Update ¢y, fin by Lrep(¢, p1) in @)

quantify the uncertainty, denoted as if i mod k/:\O then
Ey(s,a). As we have access to the Update M, with Linask (M) in
offline dataset, we learn an Energy- Weighted average M, with

based Model (EBM) [30, 31]] based // Uncertainty quantifier learning

on the abstracted state representation  Fit Fy(s, a) with Lggym

¢ and core matrix M. A higher out- [piti-lize ‘7H+1(5> =0,Y(s,a)

put of the energy function Ey(-,-) in- // pessimistic planning

dicates a higher uncert'ai.nty inthe cur- ywpae 1 < H do

;ent. state ?’S they anla Vlsged by ttllle bIe- Estimate the uncertainty with score Ey(s, a)
avior policies 7g less frequently. In = .

practice, the energy-based model usu- (A:ompute @n (s, aLw1th @)

ally suffers from a high-dimensional Vi(s,a) = maXe Q(s,a)

data space [32]. To mitigate this over- a < argmax, Q(s,a)

head of training a good uncertainty s',r < env.step (a, g)
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quantifier, we first embed the state
samples through the abstract representation p(s’), and the state action pair via ¢(s, a).

Lepm(0) =Bz, o Eoln(s)6(s, a)] = Eg(s,a Eolu(s7)Ié(s, )] + Aesul0]l2,  (8)

where p(s)™ refers to the positive samples from the approximated transition dynamics T'(+|s, a),
and p(s™) refers to the latent negative samples via the Langevin dynamics [30]. Additionally, we
regularize the parameters of EBM to avoid overfitting issues. We attach more training details and
results of EBMs in Appendix The learned energy function Fy(s,a) is used to quantify the
uncertainty based on the offline data.

During the online planning stage, we use the learned EBM to adjust the reward estimation based on
Model Predictive Control (MPC) [33]]. At timestep h, we basically subtract the original step return
estimation 7, (s, a) by its uncertainty Ey(s,a):

Qi (s,a) = Qn(s,a) — Eg(s,a) = r(s,a) — Eg(s,a) + Z T(s'|s, @) Vi1 (s)).
s’eS

©))

Adjusted Return

3.4 Theoretical Analysis of BECAUSE

Then we move on to develop the theoretical analysis for the proposed method BECAUSE. Based
on two standard Assumption 2] and [3| on the feature’s existence and regularity, we achieve the
finite-sample complexity guarantee — an upper bound of the suboptimality gap as follows, whose
proof is postponed to Appendix

Theorem 1 (Performance guarantee). Consider any 0 < § < 1 and any initial state s € S. Under
the Assumption and that the transition model T is an SCM (defined in{), for any accuracy level
0 < & < 1, with probability at least 1 — 6, the output policy  of BECAUSE (Algorithm|[I)) based on
the historical dataset D withn = Z(S)a)E‘SXA n(s, a) samples generated from a behavior policy mg

satisfies:

H

V() — Vi(3) < min {C) log <‘“§”°>m Coo/TH0)} S Eye

h=1

log(1/8) | - _ ~]

n(sp,an)

. . » . .. /
where C1, C are some universal constants, o is SCM’s noise level (see Deﬁnmon, and M € R¥*4
is the optimal ground truth sparse transition matrix to be estimated.

The error bound shrinks as the offline sample size n over all state-action pairs increase. It also grows
proportionally to the planning horizon H, SCM’s noise level o, and the ¢y norm of the ground true
causal mask M, which describes the intrinsic complexity of the world model.

Consequently, with Proposition[I]in the Appendix, we can achieve &-optimal policy (Vi (3)— V{7 (8) <
&) as long as the historical dataset satisfies the following conditions: V0 < ¢ <1,

min {C? log” (1212)[S|, C202|| Mo} - H?log(1/5)
&2 '

min E -« [n(sp,a s1=35| >
(s,a,h)ESXAX[H] [n(snran) [ s1=3] 2

4 Experiment Results

In this section, we conduct a comprehensive em-
pirical evaluation of BECAUSE’s generalization
performance in a diverse set of environments,
covering different decision-making problems in
the grid world, manipulation, and autonomous
driving domains, shown in Figure[d]

Lift Unlock Crash

Figure 4: Three environments used in this paper.

4.1 Experiment Setting

Environment Design We design 18 tasks in 3 representative RL environments in Figure ] Agents
need to acquire reasoning capabilities to receive higher rewards and achieve goals.
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Figure 5: Results of BECAUSE and baselines in different tasks. (a) Average success rate in distri-
bution and out of distribution. (b) Average success rate w.r.t. ratio of offline samples. (c) Average
success rate w.r.t. spurious level in the environments. We evaluate the mean and standard deviation of
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 Lift: Object manipulation environment in RoboSuite [34]. We designed this environment for the
agent to lift an object with a specific color configuration on the table to a desired height. In the
OOD environment Lift-O, there is an injected spurious correlation between the color of the cube
and the position of the cube in the training phase. During the testing phase, the correlation between
color and position is different from training.

* Unlock: We designed this environment for the agent to collect a key to open doors in Minigrid [35]].
In the OOD environment Unlock-O, there will be a different number of goals (doors to be opened)
in the testing environments from the training environments.

* Crash: Safety is critical in autonomous driving, which is reflected by the collision avoidance
capability. We consider a risky scenario where an AV collides with a jaywalker because its view is
blocked by another car [36]. We design such a crash scenario based on highway-env [37]], where
the goal is to create crashes between a pedestrian and AVs. In the OOD environment Crash-0O, the
distribution of reward (number of pedestrians) is different in online testing environments.

For all three different environments, we set a specific subset of the state space as the goal g € S, and
the reward is defined as the goal-reaching reward (s, a, g) = I(r = g). When the episode ends in
the goal state within the task horizon H, the episode is considered a success. We then use the average
success rate as the general evaluation metrics for our BECAUSE and all baselines.

In each environment, we collect three types of offline data: random, medium, and expert based on
the different levels of u, in the behavior policies. In Unlock environments, we collect 200 episodes
from each level of behavior policies as the offline demonstration data, and the number of episodes is
1,000 in the environments Lift and Crash, which all have continuous state and action space. A more
detailed view of the environment hyperparameters and behavior policy design is in Appendix [C.3]

Baselines We compare our proposed BECAUSE with several offline causal RL or MBRL baselines.
ICIL [38] learns a dynamic-aware invariant causal representation learning to assist a generalizable
policy learning from offline datasets. CCIL [39] conducts a soft intervention in our offline setting
by jointly optimizing policy parameters and masks over the state. MnM [9]] unifies the objective of
jointly training the model and policy, which allocates larger weights in the state prediction loss in the
high-reward region. Delphic [40] introduces delphic uncertainty to differentiate between uncertainties
caused by hidden confounders and traditional epistemic and aleatoric uncertainties. TD3+BC [41]
is an offline model-free RL approach that combines the Twin Delayed Deep Deterministic Policy
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Gradient (TD3) algorithm with Behavior Cloning (BC) to adopt both the actor-critic framework
and supervised learning from expert demonstrations. MOPO [2] is an offline MBRL approach that
uses flat latent space and count-based uncertainty quantification to maintain conservatism in online
deployment. GNN [42] is a GNN-based baseline using a Relational Graph Convolutional Network to
model the temporal dependency of state-action pairs in the dynamic model with message passing.
CDL [24] uses causal discovery to learn a task-independent world model. Denoised MDP [12]] and
IFactor [[13]] conduct causal state abstraction based on their controllability and reward relevance.
The last three methods are designed for online settings, so we only implement their model learning
objectives. We attach more details of the baseline implementation in Appendix

4.2 Experiment Results Analysis
We empirically answer the following research questions.

* RQ1: How is the generalizability of BECAUSE in the online environments (which may be unseen)?
Specifically, how does BECAUSE perform under diverse qualities of demonstration data (different
level of u,), and different environment contexts (different w.)?

* RQ2: How does the design in BECAUSE contribute to the robustness of its final performance
under different sample sizes or spurious levels?

* RQ3: How does BECAUSE scale up to visual RL tasks with image observation input compared to
other visual RL baselines?

* RQ4: How does BECAUSE achieve the aforementioned generalizability by mitigating the objective
mismatch problem in offline MBRL?

For RQ1, in Figure [5[a), we evaluate the success rate in the online environment against different
baselines. The result shows that under different environments and different qualities of behavior
policies 7g (different u,), BECAUSE consistently achieves the best performance in 8 out of 9 for
both the in-distribution (I) and out-of-distribution (O) for all the demonstration data quality (different
level of u,). Where O here indicates the tasks under unseen environment with confounder u., # u,
different from offline training. Another finding is that model-based approaches generally perform
better than model-free approaches at various levels of offline data, which shows the importance of
world model learning for generalizable offline RL. We attach the detailed results in the Appendix
Table[6] [7]and the causal masks discovered in each environment in Appendix Figure 8] for reference.

For RQ2, we compare different aspects of BECAUSE’s robustness with MOPO without causal
structures [2]]. We compare their performance with different ratios of the entire offline dataset and
illustrate the success rates in Figure[5[b). The result shows that, for any selected number of samples,
BECAUSE consistently outperforms MOPO with a clear margin. We also evaluate BECAUSE
performance at higher spurious levels in Figure [5{c). We add up to 8x of the original number of
confounders in the environments to test the robustness of the agent’s performance. BECAUSE
consistently outperforms MOPO and the margin enlarges as the spurious level grows higher.

For RQ3, we conduct experiments with Table 1: Comparison of visual RL performance.
visual inputs in the Unlock environments
with ICIL [38] and IFactor [[13]. We param-  Tgagks ‘ ICIL IFactor BECAUSE

eterize the feature encoder as a three-layer
CNN with 128 dimensions hidden size for ~ Unlock-I-random | 0.8+08  4.3+1.1  15.7+433
all the baselines and our methods. The re- ~ Unlock-O-random | 1.5+18 47416 5.9+09

sults in TableE] show that BECAUSE can Unlock-I-medlL.lm 5.3+20 30.2+4.1 62.0+4.6
signiﬁcantly improve both in-distribution Unlock-O-medium 8.6+42 154424 71.6+9.1

and out-of-distribution performance under UIﬂOCk-I-CXpeI‘t 8.7+34 34.0+48 63.7+39
different quahty of behavior policies. Unlock—O—expert 17.1+42 16.7+31 73.6+195

For RQ4, we aim to understand whether BECAUSE achieves higher performance by resolving the
objective mismatch problem. We first collect two groups of trajectories: and , each with
positive reward (success) and negative reward (failure) in Unlock task with sparse goal-reaching
reward. We want to have a model whose loss is informative for discriminating control results,
that is, we wish L,,04e1( ) < Lomodel( ). According to our visualization in Figure [6] in
Unlock-Expert and Unlock-Medium, the ratio of is much higher in BECAUSE than MOPO
among the trajectories with low model loss. In Unlock-Random, the mismatch of the model and
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Figure 6: Evaluation of the difference between the distribution of episodic model loss for success
and failure trajectories. The higher difference indicates a reduction in model mismatch issues. An
example of failure mode is trying to open the door without having the key.

control objective is more significant, since the demonstration is poor in state coverage. MOPO cannot
succeed even when the model loss is low, whereas our methods can. We perform a hypothesis test
with Hy : Linoder ) < Lnodel ). In BECAUSE, this desired property is more significant
than MOPO attributed to the causal representation we learn, indicating a reduction of objective
mismatch. We attach detailed discussions for the mismatch evaluation in Appendix [C.3|and Table 5]

4.3 Ablation Studies

We conducted ablation studies with three  Table 2: The ablation studies between BECAUSE and
variants of BECAUSE and report the aver- s variants. We report the overall Success rate (%) over
age success rate across nine in-distribution 9 in-distribution (I) and 9 out-of-distribution (O) tasks,
and nine out-of-distribution tasks in Ta- respectively. Bold is the best.

ble 2] The Optimism variant conducts
optimistic planning instead of pessimistic  Variants | BECAUSE Optimism Linear ~ Full

o e 4 ¢
planning in Equation ), which uses uni- =~ m e o

form sampling in the planner module. The
Linear variant assumes a full connection ~ OVverall-O | 43.0+49 324433 332452 25.2439

to the causal matrix M, then directly uses

linear MDP to parameterize the dynamics model 7", which removes the causal discovery module
in BECAUSE. The Full variant learns from the full batch of data to estimate the causal mask with-
out iterative update. We report the results of the task-wise ablation with confidence interval and
significance in Appendix Table[]and[9]

5 Related Works

Objective Mismatch in MBRL The objective mismatch in MBRL refers to the fact that
pure MLE estimation of the world model does not align well with the control objective. Previous
works [29, propose reweighting during model training to alleviate this mismatch, [46] proposes
a goal-aware prediction by redistributing model error according to their task relevance. These works
essentially reweight loss for the entire model training, while our work conducts reweighting just
over the estimated causal mask more efficiently. More recently, [9,[10] proposed a joint training
between the world model and policies. Although joint optimization improves performance, they do
not address the generalizability of the learned model under the distribution shift setting. In the offline
setting, Model-based RL [2 3, 4] [47] employs model ensemble, pessimistic policy optimization or
value iteration 149]], and an energy-based model for planning [30] to quantify uncertainty and
improve test performance. To the best of our knowledge, no previous work explored or modeled the
impact of distribution shift on the objective mismatch problem in MBRL.
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Causal Discovery with Confounder Most of the existing causal discovery methods [51] can
be categorized into constraint-based and score-based. Constraint-based methods [52] start from
a complete graph and iteratively remove edges with statistical hypothesis testing [53| [54]. This
type of method is highly data-efficient but not robust to noisy data. As a remedy, score-based
methods [55) 156]] use metrics such as the likelihood or BIC [57] as scores to manipulate edges in
the causal graph. Recently, researchers have extended score-based methods with RL [58]], order
learning [59] or differentiable discovery [22, 60, 61]. To alleviate the non-identifiability under
hidden confounders, active intervention methods have been explored [62], aiming to break spurious
correlations in an online fashion. With extra assumptions on confounders, some recent works detect
such correlations [63} 64, 165]] so that models can effectively identify elusive confounders.

Causal Reinforcement Learning Recently, many RL algorithms have incorporated causality
to improve reasoning capability [66]] and generalizability. For instance, [67]] and [68] explicitly
estimate causal structures with the interventional data obtained from the environment in an online
setting. These structures can be used to constrain the output space [19] or to adjust the buffer
priority [69]]. Building dynamic models in model-based RL [24! |70l [71]] based on causal graphs
is widely studied. Most existing causal MBRL works focus on estimating the causal world model
by predicting transition dynamics and rewards. Existing methods learn this causal world model
via structural regularization [23} [72| 73], conditional independence test [24} 70, [74], variational
inference [[75}[12], counterfactual data augmentation [[76 [77], hierarchical skill abstraction [78l [79],
uncertainty quantification [40]], reward redistribution [24} 80], causal context modeling 81} 82]] and
structure-aware state abstraction [12 [13 |83} |84] based on the controllability and task or reward
relevance. However, the presence of confounders during data collection can skew the learned policy,
making it susceptible to spurious correlations. Deconfounding solutions have been proposed either
between actions and states [39, 185, [86] or among different dimensions of state variables |19, [87].

6 Conclusion

In this paper, we study how to mitigate the objective mismatch problem in MBRL, especially under
the offline settings where distribution shift occurs. We first propose ASC-MDP and the bilinear
causal representation associated with it. Based on the formulation, we proposed how to learn this
causal abstraction by alternating between causal mask learning and feature learning in fitting the
world dynamics. In the planning stage, we applied the learned causal representation to an uncertainty
quantification module based on EBM, which improves the robustness under uncertainty in the
online planning stage. We theoretically justify BECAUSE’s sub-optimality bound induced by
the sparse matrix estimation problem and offline RL. Comprehensive experiments on 18 different
tasks show that given a diverse level of demonstration as the offline dataset, BECAUSE has better
generalizability than baselines in different online environments, and it robustly outperforms baselines
under different spurious levels or sample sizes. We empirically show that BECAUSE mitigates the
objective mismatch with causal awareness learned from offline data. One limitation of BECAUSE
lies in its simplified assumption of time-homogeneous causal structure, which may not always hold in
long-horizon or non-stationary settings. Besides, the current implementation is still based on vector
observations. It will be interesting to scale up the causal reasoning framework into high-dimensional
observations to discover concept factors in long-horizon visual RL settings.
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A Auxiliary Details of BECAUSE Framework

A.1 Notation Summary

We illustrate all the notations used in the main paper and appendix in Table[3]

Table 3: Notations used in this paper and their corresponding meanings.
Explanation

Notation |
A a Action space, action
S, s State space, state
Reward
Discount factor
(| -) Transition dynamics
Timestep h, Horizon H
Optimal policy in the online environments
Behavior policy generating the offline datasets
V() State value function
Q) Action-state value function
Offline datasets
Number of samples for (s, a) pairs in offline datasets
Bellman operator

3
» 9%
2

&%
>

) Feature representation of state and action
Feature of state, action and confounder in Equation
Feature representation of next state
Dimensions of features for ¢(-,-) and u(-)
Feature matrix expanded from p in Equation
Feature regularity
Sparsity-related constant
Restrictive eigenvalue constant
Feature Kronecker product
Confounders
Binary transition matrix (under certain confounders)
Causal graph

(u) Estimated causal matrix
Optimal / estimated parameters in causal matrix
Parental node in the causal graph G

Exogenous noise in SCM by Deﬁnition

A Spectrum regularizer weight in Equation (6)
Standard deviation of exogenous noise in SC

13 Accuracy level of the policy

K Iterative update steps in BECAUSE

EUSS

;m@;) §F Q .
=~ IS $ ~

e IR HE ARRLET
T RE & §

>
>
S

il

FEy Energy-based model

Level of ‘high probability’

r'(,-) Uncertainty quantification function
d-uncertainty quantifier set

Regularizer weight for the ¢ norm in EBM

A.2 Equivalence of the Assumptions with Previous Works

A.3 Derivation of Definition 3|
dxd

The node of this causal graph G = [ gdxd  (dx d} contains two groups of entities: (1) The state

action abstraction ¢(s, a), and (ii) the next state abstraction u(s’). We denote ¢ (-, ~)(i) as the i'"
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Table 4: Summary of assumptions and equivalent forms.

Assumption ‘ Base and Equivalent Format

T(s'ls, a;u) = T(¢(s)|0(s), a) - pe(u'[s, u)
T(s'|s,a;u) o< T'(d(s")|d(s),a)

T(¢(s)6(5), a) = T(sclsc, s, a)p(sklsr)

T 160, 050D) = T(6(sD)I(s®), ;)
) = 22, T(s']s, a,u)p(uls)

) =22, T(s'|s, a,u)p(uls)

Tnnline(s/‘Sa (]) X Tnfﬂine(Sl ‘Sa (1)

Invariant State Abstraction [25]]

Task Independence [24]

Tonline ( S/ |
Invariant Action Effect [26] Totatine (5]

s,a
S, a

ut) £ u<2),M(u(1>) — M(u@))

Invariant Causal Graph
T(s'|s,a;uM) = T(s'|s,a;u?)

factor in the abstracted state action representations, and u(~)(j ) for the 4" factor in the abstracted
state representations.

The source node of all the nodes G is ¢(s, a)(*), which is the abstracted state-action representation,
and the sink node of all the edges in G is the to p(s)'(*).

dxd
T(s'|s,a) = [o(s,a)"  pu(s)7] |:(())d><d’ O%d} {(ﬁéf;%)] = ¢(s,a)" Mu(s"), (10)

Therefore, G is a bipartite graph, since there will be no edges between ¢(s,a)®, ¢ (s, a)), or
1(s)D, pu(s) ).
Consequently, we show that G € DAG.

A4 Derivation of Equation (5)

Definition 4 (Structured Causal Model). An SCM 6 := (S,€) consists of a collection S of d
functions [[11]],

Sj = fj(PAG(Sj)76]’), ] c [d]7 (11)
where PAJG C {s1,...,54}\{s;} are called parents of ; in the Directed Acyclic Graph (DAG) G,

and & = {¢;}¢, are jointly independent. For instance, in continuous state and action space, we
parameterize the world model with joint Gaussian Distribution, i.e. € ~ N (0,0 ga:).

We then use bilinear MDP to approximate the original likelihood function in Equation (@), i.e.

p(D;g M) o [ exn(=lln" ()K" —¢"(s,a)M|3), (12)
(s,a,s")ED

where K, := Y, .5 p(s")p(s’)T is an invertible matrix. Then we can apply an MLE in Equation .

In our BECAUSE algorithm, the optimization of the causal world model is conducted by solving
the regularized MLE problem in Equation (I3)). The biggest difference between BECAUSE and the
offline version of [[14} [15] is that it aims to apply ¢, regression instead of ridge regression to estimate
matrix M:

M,, = argmax [log p(D; ¢, u, M) — A\| M|
M

. T/ -1 T 2
= arg min sYK, - — s,a)M||5+ M| M .
g > W (K =" (s,a) M5 1Ml (13)

(s,a,s")ED Sparsity Regularization

World Model Learning
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A.5 Proof of Equation (7)

The derivation depends on the following re-weighting formula in [[18]:

T(s’\s,a) _ EpuT(S/|57avu)7Tﬁ(a|5,u7r)

14
]Epu g (CL‘S, u‘ﬂ') ( )

Then we apply equation to the decomposition in Equation (2) and Equation (3)), which yields
E,, [T(s/|s, a,u)mp(als, u,,)]
Ep,ms(als, ux)
_ ]Epu [QS(S’ a)TM(uC)Iu’(S,)/]Tﬁ(a’|S) uﬂ')]
Ep, [ms(als, ux)] (15)
7 | Epu [M (uc)ms(als, ux)] ,
B 1(s")
p.[T(als, ux)]
= ¢(s,a)" M(u)p(s),

Epy [M(uc)mp(als,ux)]
Bp, [mg(als,ux)]  *

T(s'|s,a) =

= ¢(57a)

where the last equality holds by letting M (u) :=

B Proof of Theorem[l

In this section, we provide the proof of the sub-optimality upper bound in Theorem[I] We first show
some useful definitions and lemmas in Section Armed with them, we provide the theoretical
results tailored for the causal discovery setting in Section[B.2] Furthermore, we give a detailed proof
of the uncertainty set form in our causal discovery problems in Section[B.3]

B.1 Preliminary

In this subsection, we first define the J-uncertainty quantifier I, then we refer to the lemmas in the
previous literature to construct a suboptimality bound based on the defined uncertainty quantifier I".

First, we define the Bellman operator By, for some value function V' : S — R, the Bellman operator
can be defined as:

(BLV)(s,a) = E[rn(sn,an) + V(spt1)|sn = s, an = al. (16)
Similarly, we denote the approximate Bellman operator of the empirical MDP constructed from the
offline dataset D as By, for any h € [H].
Definition 5 (5-Uncertainty Quantifier). We let {T',}L,, T, : S x A — R to be a d-uncertainty

quantifier with respect to data distribution Pp if the event:
& = {|BaVis1)(s, ) — (BVii1)(5,0)| < Tals,a),¥(s,a,h) € S x A x [H]}
satisfies Pp(€) > 1 — 4.
As we consider the offline model learning and planning, we define the model evaluation error at each
step h € [H] as
V(s,a) €S x A (s, a) = (IB%hYA/hH)(S,a) - @h(s,a), (17

where ¢}, is the error induced by the approximate Bellman operator, especially the transition ker-
nel based on D. We then identify the source of sub-optimality in our offline MBRL setting by
decomposing the sub-optimality error in Lemma ]

Lemma 1 (Decomposition of Suboptimality [88]]).

H H
VseS: Vi(s)—Vyi(s)=— Z Erlen(sn,an)|sn = s + Z Er«[tns (sn, ans)|sn = 8]
h'=h h/=h
H o~
+ 57 En-[(@Qne (s, )y 7 Cosnr) = R m0)) alsn = o],
h'/=h

(18)
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where T is any learned policy, ™" is the optimal policy that maximizes the cumulative return as below:

H
7
T = arg maxEﬂ[ g AP r(sh/,ah/)|sh]
T
h'=1

Based on this decomposition, we will get the basic form of sub-optimality error bound for general
offline RL settings in Lemma [2}

Lemma 2 (Suboptimality in standard MDP [88]). Suppose we have {I‘h}hH:1 as O-uncertainty
quantifier. Under € defined in Equation (3, the suboptimality error bound by conservative planning
satisfies:

H
VseS: Vi(s) = Vi(s) 2> Ene[Dw(snr,an)ls1 = s].
h'=h

The basic form of sub-optimality bound in Lemma 2]involves an uncertainty quantifier I'5,, which in
our case will be further replaced by an exact bound in our sparse matrix estimation problem of causal
discovery algorithms.

B.2 Proof of Theorem [

The main results hold under the following two assumptions:

Assumption 2 (Existence of a core matrix given the feature embedding). For each (s,a) € S x A,
feature vectors ¢(s,a) € R?, pu(s) € R% are approximated as a priori. Given a specific confounder
set u, there exists an unknown matrix M (u)* € R *? such that,

T(s'|s,a,u) = ¢(s, a)TM(u),u(s'). (19)

Assumption 3 (Feature regularity). We assume feature regularity [[14}[15] for the following compo-
nents of the confounded bilinear MDP:

 Vu,[[M(u)||% < Cwnd,
e V(s,a) € S x A,||¢(s,a)||3 < Cyd,
e ¥s' € RISL |||l < Culls'lloos 18K H 2,00 < Cs

e Vs,a,8' € Sx A S, |¢(s,a)u(s) T < Cp.

where C'yr, Cy, Cl, C’L are some universal constants.

Here, for any matrix X,

Xll2,00 1= max; 4 /3, X7, represents the operator 2 — oo norm.

Proof pipeline. Armed with the above assumptions, we turn to the bilinear MDP setting, which this
work focuses on. We shall develop the finite-sample analysis by specifying the main error term —-
d-uncertainty quantifier I' (see Lemma[2) for our time-homogeneous core matrix estimation problem
in the following lemma.

Lemma 3 (Uncertainty bound for Bilinear Causal Representation). Under the Assumption|2} [3land
that T is an SCM (defined in , for the BECAUSE algorithm, for the &-optimal policy (V*(s) —
VI (8) <€), V0 <& <1, we have the d-uncertainty set as:

EpEcause = {|(@h‘7h+1)(33 a) — (Bh‘?hﬂ)(sa a)l

< min {C log (”Mg”o)m, Cso/|[M]lo)} m,ws,a, h)€ Ax S x [H]},

where C is some universal constants.
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Armed with the above lemma, we complete the proof of Theorem [T]by showing that

H
Vi(3) = V7 (3) €2 Ene[Twr (s, an)|s1 = 5]
h'=1

H
< QZEW* min{C1 log(“\éno)m, Cyo/ ||M||0)} Tl:zgil/é) | 51 = 5}
h=1

S ,ah)

This concludes the proof of Theorem|[I]

B.3 Proof of Lemma[3

The key to proving Theorem [T]is to prove Lemma([3] The proof pipeline of Lemma 3]is illustrated
below. In Step 1, we derive the estimation of the causal transition matrix M in BECAUSE as a
sparsity regression problem. In Step 2, we decompose the error terms within J-uncertainty set into
two parts: (a) error due to the under-explored dataset, (b) error due to optimization error in the
structured causal model. Then we bound both error terms in Step 3 and Step 4, respectively. Finally,
in Step 5, we sum up all the results and derive the form of §-uncertainty quantifier which will lead to
our final results in Theorem [T}

Step 1: deriving the output model of BECAUSE. Recalling the original optimization problem in
equation (I3 to estimate the core matrix:

M = arg max[log p(, j1, M) — A M]|]
M

=argmin Y |u(s) K, = é(s,a)" M5+ AM[o . 1)

(s,a,s")ED Sparsity Regularization

Model Learning

This part of derivation aims to transform the above estimation problem into a linear regression
problem, with the regression data pairs (X, T') and some unknown parameters (3 associated with
mask M to be estimated. Eventually, we’ll derive the representation of each part of 4, X, T, and
eventually reach the following form:

Iggl( Z) D[HTM(SQ | siyai) = XiBM )13 + N8 |o]- 22)
Si,ai,8,)€

We define each component of this target form of ¢y regression as follows:

+ For unknown parameters 3 : We first define 5 € [0,1]%" as a column dimensional vector
consisting of all the entries in time-homogenous causal matrix M, where ﬂiM denotes the i-th
entry of 3. Besides, we define B%/[ as the true core matrix given some offline dataset D and
corresponding data pairs Tyaza, Xdata that satisfies Tuara = B Xdata + €.

* For dataset D: Recall the transition pairs in the offline dataset D = {s;, a;, s} }1<i<n. Here, n
represents the sample size over certain state-action pairs in the rollout data by some behavior
policy 7g. For simplicity, we denote n £ n(s,a) in the following derivation, which is mentioned
in Section 211

* For regression target T’-,: Then, we introduce the following transition targets 7', induced by
the offline dataset D sampled with behavior policy 7g:

Z(Sz‘,ai,s;)eD 1(s; = s,a; = a,s, = §')
Z(Si,ai,s;)eD 1(51 =S,a; = a)

= Z 1(s; = s,a; = a, s, = §').

n(S» a) (si,ai,s;)€D

Try(s']s,a) 1 =
(23)

Under the n finite samples in the offline dataset, we assume that Ty, ~ N (E[T},],0%1,,). The
above definition specifies the regression target in the ¢; regression problem, and we denote
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Try = [Try(sh]s1,a1), -+, Try(sh|5ns an)]T € R™ as the empirical transition probabilities of
certain transition pairs in the offline data D = {s;, a;, 8, }1<i<n.

* For regression data X: Next, we need to specify the data X in the regression problem. We
denote the i-th row of X as the i-th sample in the offline transition pairs X; € D, which is a

vector of Kronecker product between ¢(s;, a;) € R¢ and normalized % e RY (without loss
of generality, we assume C, = 1 and only need to normalize p(s}) by C,,):
1i(s7)
Cu
= 655, a0) V(s D, d(si,a0) D (), b, a0) D pu(sh) )T

1%

Xi=¢(si,0:) @
] (24)

As a result, X; € R%’, since there are in all n samples in offline dataset, X € R"*%" is the
dataset-dependent matrix with all n rows of samples, and d and d’ are the latent dimension
of ¢ and p, respectively. Based on the feature regularity criteria in Assumption |3} we have
[Xill2 < [1Xills < L [[Xloe < 1.

The prior work [14] estimate the transition kernel of a bilinear MDP using the following ridge
regression:
min s 0 el in(s) K — o5, @) M + XM 25)

In this paper, in order to promote the sparsity of the matrix M, we introduce the ¢y regularization
term and arrive at the following optimization problem:

Ig}p( Z) D[|\M(S§)TK;1M(8§) — ¢(siyai) " Mu(s)) 13 + A8 (o]
5i,04,5%)€

cmin 30 Ty (5| siva0) = X8V + N o) = BY.
’ (si,ai,8;)€D

(26)

where we denote the solution associated with the offline dataset D as Bg[ . Here, we use the empirical
version constructed by the finite samples in offline dataset D.

Given the goal-conditioned reward setting, for a single episode s ~ 7, r(s, a; g) = 1 if and only if
s = g, otherwise (s, a; g) = 0, as is specified in Section Since we are essentially predicting the
probabilities (normalized to a sum of 1) of whether the next state is the goal state, i.e. > .o V(s) = 1.
Therefore, we have ||V (-)||; < 1.

As is denoted by Equation (23), for the specific offline dataset collected by some behavior policies g,
Z(si,ai,sg)eD 1(s;=s,a;=a,s,=s")

2(s5.05,0) €D Lsi=8,ai=a)

sES

we have the regression target Ty, (s'[s, a) =

, and the corresponding
features induced by the dataset X; = ¢(s;, a;) ® %5/) We have the following equations hold:

Tr, = XBY +e, 27

where f3p is the true underlying transition mask given the offline dataset D, ¢ ~ N'(0, o - I,) is some
exogenous noise of the transition model.

Specifically, for the regression problem, we transform the original trajectory dataset D as [X, Tr,],
as the representation of transition pairs rolled out by the behavior policy mg. Similarly, we can
define some ’well-explored dataset’ D*, which is an infinite dataset rollout by the behavior policy
g, D* = {s;,a;,1;}32,, similar to the definition of regression target T' in Equation and
representation data X in Equation (24), we have [ X, E[T’,]] as the regression pairs with access to
the true transition probability distribution for all the state action pairs (s, a). Here X € R™*44" ig the

regression data defined in equation (22). Recalling the definition in Equation (23)), we can further
build the regression target under well-explored dataset D* as:

, Z(s,;,a,;,s'v)e'D* ].(SZ = S,a; = G,7S; = 3/)
(s']s,a)] = :
E(Si,ai,sg)E'D* 1(31 = S,0; = CL) (28)

= ES/NT("S,G) [l(si =$,a; = @, 5;’ = Sl)]

E[T,

T8
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s (S| Sns an)]]T € R”. In practice, with finite
sample size n, we have E[T}, (s'|s,a)] = T(s'|s,a) + e = X 3. + €. In addition, we also introduce
a vector form T € RISIAIXISI 5o that V(s,a) € S x A, we have

We denote E[Tr,] = [E[Ty,(s}|s1,a1)], - E[T;

T(\|s,a) = [T(s||s,a) T(shls,a) - T(sisl|s,a)]T e RIS

where the state space is denoted as S = {s,---,s|s|} are all possible states. Similar to the
Kronecker product we define for X in equation (26)), we define X in a matrix form for any state-action
pair (s, a):

_ (1) /‘(Sis\) T wdd’
X(-|s,a) = [¢(s,a) @ C: e d(s,a) ® 07#] c RISIxdd’

In addition, we let X(s'|s, a) € R'*9" denote the s'-th row of X(-|s, a) associated with the state
s' € 8. Consequently, the estimated transition kernel can be expressed as follows:

T([s,a) = ¢" (s, a) Mpu() = X(-|s,a) BY.

Step 2: decomposing the term of interest. To begin with, recalling the definition of Bellman
operator B;, in Equation and applying Holder’s inequality, the term of interest for any time step
1 < h < H and state-action pair (s,a) € S x A can be controlled as

(B Vit1)(s,0) = (BaVig1) (s, @)| < [(T([s,a) = T(:|s, a), Visa)|
< |IT(Is,a) = T(|s, @)ool Vasall1 (29)
< |IT(-]s,a) = T(-|s, @)oo,

where the first inequality is held given our goal-conditioned reward formulation in section[2.1] To
continue, we have

(BrVii1)(s,a) — (BrVir1)(s, )] < [IT(|s,a) — T(|s, a)]|

_ (30)
= [IX([s,a)8p" —X([s,a)8" |

Here, we recall 671‘3/1 represents the parameter vector in the estimated causal masks based on the offline

dataset D sampled by mg. Similarly, we denote B{\){ as the estimated causal mask outputted from
equation @) based on the infinite dataset D* generated by the behavior policy mg. Then, we can
further control equation (30) as

IX(-]s,a) B8 — X(-]s,a)8Y || = |[X(-]5,a) Y — X(-]s,a) B3 +X(|s,a) BH — X(]s,0)8 |
< [IX (|5, a)[BY — BRIl + [IX (|5, a)[BE: — ]l
< [1X (-5, 0) oo 1B — B lloo + X (|5, @) oo |2 = BM |
< [IBY — B lloo + [1B%: — BM oo

() (b)

3D
Here the last inequality comes from the fact that

IX(-[s, @)oo = max > X(ls,a)yl = max [IX(|s; a)ills

E‘S‘je[dd’}
NT CIL
=max [[¢(s, a)u(s])" |1 < - =1
i€|S| C

based on the definition of X in equation and assumption|3| Here (a) comes from the mismatch
error between the demonstrated offline dataset and some optimal rollout datasets. And (b) comes
from the error of the ¢, optimization of causal masks given the existence of exogenous noise o
defined by SCM in Definition[d] We will control them separately in the following.
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Step 3: Controlling term (a). We need to consider the optimization process in the original

regression problem in equation to fully understand the difference between B and 3., where
the only difference is that the latter uses a perfect dataset with infinite samples. The optimization
problem we target (cf. equation (26))) can be solved by the iterative hard thresholding algorithm (IHT)
proposed by [89] IHT offers an iterative solution for the ¢, regression problem, armed with a hard
thresholding operator as below:

max{0,5; — A} if B; > A

o (B)]; = {O i<\ j=1,--,dd. (32)

We denote B\ M (i) as the estimated causal mask parameters after i-th iterations with dataset D.

Similarly, we denote 61)* (7) as the estimation after i-th iterations with dataset D*. We initialize the
graph to be a full graph regardless of the datasets (D* or D) used in the optimization process, leading

to BRL(0) = B (0) = 1 € R

Recall that X € R"*44", Try € R™, E| m] € R™ and BD 1s [0 1]%4" based on the definition in the
original £, optimization problem in equation (22), equation (23 and equation (28). The update rules
of using either the dataset D or D* can be written as:

BM (i) = ga(BM (i — 1) + nXT[Tn, — XBM (i — 1))

(33)
(i) = ga(Bp- (i = 1) + X T [E[Tr,] — XBp. (i — 1))).

Note that the difference between the two parameters 61) and ﬁ essentially relies on the difference
between two pairs of transition kernel estimation datasets [X E[T,,]] and [X,T},]. It is easily

verified that the hard-thresholding operator [g,\(-)]li defined in equation (32) is L = 1-Lipschitz.
According to [90], we can set the learning rate n < + = 1 here. Using the Lipschitz property, at each
iterative update step ¢, we can control the difference between the estimated parameters obtained by
using D or D* as

1B (i) — B (0)]2
= [lgr (B (i = 1) + X T[T, — XBY (i — 1))
— gx(BY- (i = 1) + nX T [E[Tx,] — XBE. (i — 1)])|2
< [(BY (i = 1) + X" [Try — XBY (i — 1)]) — (B (i — 1) + nXT[E[T,] — XBE (i — 1)) I2
< |(Zaar =0 X" X)[Bp(i — 1) = Bp- (i — )] + nX " [Tr, — E[Tx, ]2
< |Maar = nXTX2)1Bp (i — 1) — Bp- (i — V)ll2 + 0l X |2l Txy — ElTx, )2

<|Bp(i = 1) = B+ (i = Dll2 + 0l Try — E[Tx,][l2;

(34)
Here, Iy represent the identity matrix of size dd’ x dd’, the last inequality holds based on the
fact that || X ||2 < 1 defined in equation . Sincen < 1 = 1, as aresult, |[Izo — nXT X2 =

max(1 — nA(XT X)) < 1. We perform IHT for sufficient &K > 0 iterations and output the last step
estimation as our solutions for either the offline dataset D (we use for practical optimization) or
the perfect dataset D*. In practice, for any dataset such as D and any accuracy level 0 < ¢ < 1,

we have the output of IHT gradually converges to the optimal solution BD of the problem in
equation . Namely, after at most K =~ log (”M” ) steps [89, Corollary 1], the output satisfies

Hﬁg — BD (K) H < 7+ Similarly, based on the perfect dataset D*, the output of IHT gradually

converges to ﬁ at the same rate. Consequently, the term of interest (a) can be bounded recursively
as:
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1B — Bt lloe = ||B8 (1) — BRE(1) + (B — BY (1)) + (BH: — BRL(0) | _
£ ¢
<H5D( ) — 517* H +*+1
<38 ) - B o, +
M £ (35)
< |18 (0) = B (0)2 + Knlle — BT ]ll2 + 5
£
= KnlTy, ~E{T5, ]2 + 5
1Mo 3
SnIOg( )HTTVL-} _]E[TWB]H2+§7
where the second inequality holds by recurswely applymg equation (34) to K, K —1,--- , 0 iterations,
the last equality is due to the fact that ﬁD 0) = ﬁD*( ), and the last inequality holds by setting
= log (1222 HMHz ).

Now the remaining of the proof will focus on controlling | T — E[Tx,]lloc. Recall that we have
defined the regression target in equation (23) and equation @

n(s,a)

/ /
E 1(s; = s,a; =a,s; =¢5"),

i=1

E[Tx, (s']s,a)] = IES/NT(_|S’G)[1(81< =s,a; =a,s, =5)].

Try(s']s,a) =

Proposition 1 (Well-explored dataset). With the offline dataset D of in total n samples with n(s, a)
samples generated independently conditioned on any (s, a). For any 0 < 0 < 1, with probability at
least 1 — 0, one has

V(s.a) €S x A: [Ty, ([s,0) ~ E[Tr, (Is,a)][l2 < OM n<|8 |a) log ('S!A),

for some universal constant Cg.

The above proposition can be directly proved by applying [91, Lemma 17] over all (s,a) € S x A:

14|8 2|S||A
max ||Tm<~|s7a>—E[Tm-s,a)]nls¢ Soog (). e

(s,0)€SxA n(s,a)

As a result, we can further extend the results in equation (33)) to bound the term (a) as follows:

I1BY ~ Bl < KnllTy, ~E(T5, )+ 5

M S S||A
SanC,Llog(” fHO)\/n('S,'a) log(| |cl |) g
M S S||A
< Cbchlog(” §|O)V/nJ150]Og ('!') +»g

e, 10g(“1‘g”°> \/n (|;9|a) log (|S|6AI> L5

where C; = C3C),, is some constant that is related to the feature regularity, £ is the level of error
tolerance in the cumulative value returns, in our setting, 0 < ¢ < 1.

37)
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Step 4: Controlling term (b). For (b) in Equation , which is || 3% — BM ||, we are interested
in what is the optimization error given finite well-explored offline dataset D*. Here the optimization
error mainly originates from the Gaussian noise in the SCM formulation in Definition[d] Yet our
causal discovery module, i.e. an ¢, estimator, will always encounter some estimation error induced
by the exogenous noise.

Firstly, we have the bounded relationship between ¢ and ¢, norm:
M M oM M
18D+ = 6% Moo < [1Bp- — 87 |2,
then we can analyze the error bound for ¢ regression in the sense of 5 norm.

The derivation below generally follows the ¢, regularized linear regression bound in [92]. Based on
Assumption and there exists M, we denote this optimal solution in the vector form as S .

Besides the aforementioned optimization error in the iterative thresholding update process, according
to the SCM in Definition f] and Assumption [2]and Proposition[I]} we denote a finite subset of observed
transition probabilities of the well-explored data E[T B] with size n: Ty, € R™. By definition above,
we can then assume the finite-sample regression target 7' is generated by causal features of transition
pairs (denoted by X = X = X, X € R7*4d"y and the ground-truth causal mask (represented by

BM e Ry with the following equation:
Topy £ E[Tr,] =T +e=XBM + e (38)

Here € ~ N (0, 01,) is the independent exogenous noise defined in Deﬁnition We’ll then use the
above equation to bound term (b) in equation (3T).

Specifically, we solved this ¢; regression problem with its bounded form as follows:

min [ Tory = X813, 52180 < s (39)

In BECAUSE, we select the sparsity level s ~ ||3M]|o = ||[M||o < dd'.

For simplicity, we denote the approximate solution Bgf in Equation as E M _ By the virtue of
optimality of the solution 3 in Equation , we find that

||Tobv - XBMHg S ||Tob'u - XﬁMnga (40)

then by expanding and shifting the terms, we can derive the basic inequality for the ¢, estimator
above:
”Tobu - XﬂMH% < ||(Tobv - XBM) + (X/BM - XﬁM)”g

B le)3 < fle + (X8 — XBM)3
= llell3 + | XB" = XBM 3 +2(e, X 57 — XBM)
Since both EM and BM are s-sparse, the vector BM — BM is at most 2s-sparse. We denote the set

of all 2s-sparse dd’-dimensional vector set as T% (2s), we denote v = ]I(BM — M =0) as an
indicator vector, v; = 0 if and only if M — gM, Vi € [dd'].

By shifting the terms, we use the sub-Gaussian assumption and further use Holder’s inequality to get
the following results:

1 aM M2 2 T_ 2aM M
- _ < _
7’1,(5,(1) HXB XB ||2 = TL(S,CL) <X 675 ﬂ >
2 ~
< ——|BM =My sup  (v,XT€)
n(s,a) veTdd’ (25)
R XTe 41)
< 2BV — My sup 20,
|S|=2s n(s,a)
~ 2slog(dd' /6
< 2IBM — M |0 L/)7
n(s,a)
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where € ~ N (0,021,,) is the exogenous noise variable in the SCM in Deﬁnition

Then by simply applying restricted eigenvalue (RE) condition, for some «(S) > 0, we have

1
n(s,a)

2slog(dd’ /9)
n(s,a)

R(S)IIBM = BM |3 < IX(BY = M3 < 201B™ = 8 [l20

Therefore, we have:

1BY = 8M3 <

QWE log(dd'/3) , \/ 1Mo log dd’ /6) )
K,

with probability at least 1 — ¢, which bounds term (b) in Equation (31}

Step 5: Summing up the results Summarizing both bounds for terms (a) and (b) in Equation (31)),
we will get the following bounds with probability 1 — §:

|(BrVis1)(s,a) — (BrVig1)(s,a)| < 185 — BM oo + 185 — Bp-lloo

<C”°g<]\?|°>\/n(|i|a>l (ISIIAI>+C o/ THETG logdd/)é) i

S min {C1 log (”Mg”°>ﬁ, Cso /M ]o)} lng(“/‘?

(43)
Therefore, we complete the proof of Lemma[3|by showing that for all (s, a) € A x A, h € [H],
gBECAUSE{|(I§h‘7h+1)(57 a) — (B Vii1)(s, )|
(44)

S in {Cytog (12010) V8T, .o TN lng(“/‘;)}

The final bound of the term (b) includes a dependency of O( \F) and logarithm of dimensionality dd’
in the estimated transition matrix. It also incurs a dependency of error tolerance & or SCM’s noise

level o square root of sparsity level /s = /|| M 0.

So far, we prove the following bound in theorem [T}

H
V) - W (3) < min {Cy tog (210) VT, ooy T} 3 8
h=1

n(sh,an)

log(1/8) | ~]

(45)
In order to achieve &-optimal policy such that Vi*(5) — V7 (5) < &, the RHS needs to satisfy:

H

min {C’l log (H]\gno)\/ﬁ, Cso HM”O)} Z]EW*
h=1

log(1/6)

n(sp,an)

|81=§] SE - 40)

We first multiply \/min(s,a,h)GSXAX[H] E« [n(sn,an) | 51 = 5], and then take the square on both
sides. We have:

n(sn,an)

S I E,« 7 P
- 6\/(Sva7h)lergrxl,4x[m [n(sh an) | s1 s}

: 1 M][o d log(1/6) mins o nyesx.ax(#) M(Sh: an)] L
min {C log ( ¢ )\/|S|,CSU\/||M||O)}ZIE7T* |s1=3
h=1

(47)
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Given the definition, LHS in Equation satisfies:

H

LHS < min {C; log (”th’)m, Cso/[M[l0)} > B [,/1og(1/5) | 51 = 'g} (48)

h=1

To ensure the satisfaction of £&-optimal policy, we thus would like the RHS of Equation (@7) satisfies:

RHS = i E,. ap) |51 =3
5\/(s,a,h)g}snxl,4x[m [nsnran) | 51 = 3]

H
> min {C4 1og(”‘7‘?°)ﬁ, Coo /[ M[l0)} D B [s/log(1/5) | 51 :g] (49)
h=1

) M
= min {C log (”£|O) VIS, Cso /|| M ||o) } H+/log(1/6)
Consequently, we can shift the terms and get the sample complexity bound for the £-optimal policy,
VO<E<T:

min {C log® (12{10)|S|, C252||M]|o} - H? log(1/6)

¢ ’
(50)

min E « [n(sh,ah) | s1 = §] pe
(s,a,h)ESXAX[H]

C Additional Experiments Details

In this section, we provide additional experiment results and algorithm implementation details.

C.1 Implementation of Causal Discovery

We implement the causal discovery primarily based on Equation (5). However, in practice, how to
control the coefficient before the sparsity regularization terms is crucial to the final performance. In
practice, instead of controlling A, we use p-value as a threshold to determine the following conditional
independence:

o(s,a)D 1L p(s")9) | ¢(s,a)~ ). (51)

Here ¢(, -)(i) means that this element is the i*" factor in the abstracted state action representation,

similar to p(-, -)(j ), #(s,a)~ (") means all the other factors in the representation except for the i*"
factor.

If the p-value based on the above conditional independence test is less than a threshold, we can
remove the edge by setting M;; = 0. Please refer to the Appendix Table [[3] for the selection of
threshold in each environment.

C.2 Training Details of Energy-based Model

We train the EBM according to the margin loss in Equation (8)). In practice, we attach Tanh() to the
output layer to clip the unnormalized score between -1 and +1. The energy networks take in both
conditions and samples, then concatenate them together and sent it into MLP encoders. The detailed
hyperparameters of EBM are listed in Table

In the vanilla EBM, people follow the Langevin dynamics to effectively sample the negative samples.
Here, as we discover the causal mask and identify the causal representation in the model learning
stage, we find that we can use these representations in both the energy networks and the sampling
process to get some effective negative samples, which is similar to the practice of augmentation of
causality-guided counterfactual data [77].

The interesting trick we employ here is the way to get our negative samples by mixing the latent
factors from offline data. For example, for a positive sample array
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p(s)® u(s)® e ()@
zt = p(sh) M p(sh) @ pu(sh) @) , (52)
p(s,) D p(s,)@ e p(sy) @)
with conditions:
d(s1,a)V  @(s1,a1)® - B(s1,a1) D
y— ¢(81j.a'1)(1) ¢(S1j;¢‘1)(2) ¢(51.7.a.1)(d) . (53)
d(s1,a)V @(s1,a1)® -0 P(s1,a1) @

Here, s;,a;, s; denotes the timestep of the offline samples. ¢(-, -)(i) means this element is the *"
factor in the abstracted state action representation, similar to the p(-, -)(l)

as we already get the corresponding causal representation y(s’) that is semantically meaningful,

we can mix the columns to create useful counterfactual negative samples

D ()@ s, )

7\ (1 7\ (2 7\ (d

mc_ountefactual: H(Sg) #(51) :U'(‘Sn) : (54)
p(s)D pu(s)@ s p(s))@)

These counterfactual negative samples seem to effectively use the causal representation and speed up
the training, as we show in Figure[7]

T=0 T=100 T=200

Random

Causal EBM

T=500 T=600 T=700 T=800 T=900

Next State
GT

Causal EBM

Figure 7: Comparison of the convergence speed in EBM training. Compared to random negative
samples, our approach enjoys a higher rate of convergence empirically.

C.3 Additional Mismatch Analysis

To evaluate the significance of the objective mismatch effect at three different levels of offline datasets
in Unlock environments, we collect 5,000 episodes in each of the Unlock environments for each
method. Then we evaluate the mismatch via the following two metrics.

* We conduct hypothesis testing via Mann-Whitney U Test [93]], with Null hypothesis

HO : Emodel( ) < Emodel (Tn,()g)v

* To understand the exact difference in model loss between two groups of samples, we compute
their Wasserstein-1 distance in the episodic model loss between the trajectories with positive and
negative rewards, i.e. W7y ( | 7req)-

We report the results of p-value and the W; distance of two groups of model loss samples in the
following table.
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Table 5: The comparison results of the p-value and the W, distance (x10~*) between MOPO and
BECAUSE. Bold means the better.

Unlock-Expert

Unlock-Medium

Unlock-Random

Methods

|
‘ p-value ({) { W Dist (1) ‘ p-value ({) { W1 Dist (1) ‘ p-value ({) { Wi Dist (1)

Ours

=0

MOPO ‘ 6.5 x 107°

0.7
3.1

1.0

=0

1.1
3.0

1.0
0.9

N.A.
<0.1

C.4 Additional Experiment Results

We report the results of the task-wise performance of all baselines in the main experiment and variants
in the ablation studies in Table[6] [7} [8] and P

Table 6: Success rate (%) for 18 tasks in three different environments. We evaluate the mean and
95% confidence interval given by the ¢-test of the best performance among 10 random seeds, as well
as the p-value between the overall performance. Bold is the best.

Env ‘ ICIL CCIL TD3+BC MOPO GNN CDL Denoised IFactor MnM Delphic Ours

Lift-I-R 1434+9.9 10.0+£114  9.7+54 243429 22.143.6  33.8+5.0  20.04+4.0 24.042.8 16.3+2.8 20.243.1 19.240.6
Lift-O-R 8.5+4.7 0.04-0.0 1.3+1.0 10.2+1.6 133423 16.0+4.7 15.54+3.8 21.243.0 1424222 17.7£2.8 21.4+3.9
Unlock-I-R 34£1.1 22408 4.3940.9 21.5+1.9 11.7+£2.1 6.61+0.5 6.940.7 8.1£1.1 8.6+1.3 144+£1.1 32.7+2.8
Unlock-O-R 11.6+4.0 13.5+3.7 13.3£3.0 16.6+1.3 12.1+15 7.6£1.0 7.0£0.8 8.0£1.1 9.0£1.0 122+1.1 27.61+2.0
Crash-I-R 114443 195105  9.1+6.6 327449 11.74+0.8 39.7+4.6 32.04+2.8 31.34+44 16.0£2.2 174436  59.4+6.1
Crash-O-R 2.8+1.8 5.743.0 0.940.6 10.042.0 37404 10.8+£1.9 10.8+2.1 11.0+3.6  4.1£0.6 54+1.1 19.74+14
Lift-I-M 5404133 44.0420.8 26.6+14.8 39.8453 275453 329457 3534438 41.045.7 28.7+1.8 24.042.3 59.5+4.4
Lift-O-M 46.8+15.2 20.0+21.9 13.0+1.1 31.942.8 25.8+1.8 26.0+4.2 27.043.2 302427 243423 18.342.6 323449
Unlock-I-M 4.840.9 47413 54+1.0 84.8+5.1 17.542.6 29.74+4.4 129415 377455 37.61+4.9 74.1£1.5 98.0+4.9
Unlock-O-M 12.942.8 14.142.0 192425 39.54+4.7 16.241.8 20.54+3.9 10.840.8 21.542.7 27.043.7 517423 68.8+1.5
Crash-I-M 35.549.9 2454122  163£9.0  47.7+73 11.5+1.1 63.5+4.0  63.8+40  455+5.0 18.4+2.9 582422 904418
Crash-O-M 117435 7.9+4.4 5.643.1 173423 3.84+04 20.04+2.3 20.3+1.6 16.01+2.0 6.3+1.9 222417  203£19
Lift-I-E 73.8+17.0 867157 443+122 824467 63.3+0.0 71.04+5.5 742455 98.0+3.7 333430  53.5+6.3 92.84+1.2
Lift-O-E 54.1£26.1  80.0%18.9 416166 724%19  60.840.6 63.1+£5.1 64.04+44  91.745.7 29.044.1 49.5+3.1 93.7+5.9
Unlock-1-E 11.6+3.2 13.7+£3.1 15.6£2.2 88.8+4.6 153+1.6 732428 50.3+3.0  59.3426 60.742.2 832412  974+1.0
Unlock-O-E 22445.0 354460  41.6+6.2 39.9+4.4 13.8+1.4  413£4.1 357423 295435 387420  544+£19 82.1+6.5
Crash-I-E 35.7+9.8 26.8+7.2 26.0+144 585447 11.240.9 63.74+2.8 69.34+3.9 52.045.3 10.241.1 57.0+1.2 95.3+1.3
Crash-O-E 11.343.8 123435 6.2+1.8 14.8+2.1 35409 18.8+1.8 20.74+2.2 15.64+2.3 3.940.6 16.5+1.7 20.74+3.2
Overall-I 272 25.8 17.5 534 21.0 44.7 40.5 44.1 255 44.7 73.3

Overall-O 20.2 19.9 14.6 28.1 17.0 249 235 272 174 275 43.0
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Table 7: p-values of different methods (each has 10 random trials) against BECAUSE in various
environments. Under the significance level 0.05, we mark all the baseline results that are significantly
lower than BECAUSE as , and the rest as red. We can see that BECAUSE significantly
outperforms 10 baselines in 18 tasks in 91.1% of the experiments (164 out of total 180 pairs of
experiments).

Env ‘ ICIL TD3+BC MOPO GNN CDL Denoised IFactor CCIL MnM Delphic

Lift-I-random
Lift-O-random
Unlock-I-random
Unlock-O-random
Crash-I-random
Crash-O-random
Lift-I-medium
Lift-O-medium
Unlock-I-medium
Unlock-O-medium
Crash-I-medium
Crash-O-medium
Lift-I-expert
Lift-O-expert
Unlock-I-expert
Unlock-O-expert
Crash-I-expert
Crash-O-expert

Table 8: Success rate (%) for 18 tasks in three different environments. We evaluate the mean and
95% confidence interval of the test performance among 10 random seeds. Bold means the best.

Env ‘ BECAUSE BECAUSE-Optimism BECAUSE-Linear BECAUSE-Full
Lift-I-random 33.8+5.0 23.243.1 16.5+16 22.2466
Lift-O-random 21.4+39 15.3+15 8.9+438 18.2+53
Unlock-I-random 32.7+238 31.2+24 20.7+1.7 10.7+0.8
Unlock-O-random 27.6+2.1 26.3+1.7 24.0+2.7 9.3+06
Crash-I-random 59.4+6.2 49.9+92 54.3+5.4 36.1+73
Crash-O-random 19.7+14 14.2+05 14.8+15 10.0+22
Lift-I-medium 59.5+45 46.8+2.1 244453 36.4+6.7
Lift-O-medium 32.3+5.0 24.5425 16.4423 28.9443
Unlock-I-medium 98.0+4.9 92.7+5.8 91.0+1.8 29.9+19
Unlock-O-medium 68.8+15 58.7+22 60.0+2.0 18.7+13
Crash-I-medium 90.4+1.8 82.8+9.9 66.7+7.4 60.8+18
Crash-O-medium 20.3+1.9 17.5+00 15.9+28 24.6+09
Lift-T-expert 92.8+1.2 68.6+4.7 75.6+107 78.1+6.1
Lift-O-expert 93.7+6.0 58.3+7.9 66.1+80 71.946.9
Unlock-I-expert 97.4+1.0 93.1+19 94.0+2.0 29.3+13
Unlock-O-expert 82.1+6.6 64.6+3.1 65.8+32 20.2+17
Crash-I-expert 95.3+14 91.0+22 77.9+28 50.3+7.6
Crash-O-expert 20.743.2 12.5+0.0 26.9+6.1 25.0+1.8
Overall-I 73.3 64.4 57.9 39.3
Overall-O 43.0 32.4 33.2 25.2
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Table 9: p-values of different methods (each has 10 random trials) against BECAUSE in various
environments. Under the significance level 0.05, we mark all the baseline results that are significantly

lower than BECAUSE as , and the rest as red. We can see that BECAUSE significantly
outperforms 3 variants in 18 tasks 83.3% of the experiments (45 out of total 54 pairs of experiments).
Env | BECAUSE-Optimism BECAUSE-Linear BECAUSE-Full

Lift-I-random
Lift-O-random
Unlock-I-random
Unlock-O-random
Crash-I-random
Crash-O-random
Lift-I-medium
Lift-O-medium
Unlock-I-medium
Unlock-O-medium
Crash-I-medium
Crash-O-medium
Lift-I-expert
Lift-O-expert
Unlock-I-expert
Unlock-O-expert
Crash-I-expert
Crash-O-expert

C.5 Additional Environment Description

We provide a more detailed description of the environments we use in the experiment, as shown in
Table

Lift The Lift environment based on the robosuite [34] contains 33 dimensions of state space,
including the end effector pose, joint pose, joint velocity, cube pose as well as its relative position,
cube color, and a contact flag. It contains 4 dimensions of hybrid action space that uses Operation
Space Control (OSC) to control the 3D position and the 1D gripper movement. The task is counted
as a success when the assigned block is lifted from the table over 0.1m. The generalization setting
in the Lift environment is to use an unseen combination of position and color during online testing.
This environment can be abstracted into 15 dimensions of factorizable state space and 4 dimensions
of factorizable action space. The causal graph of this environment is recorded in Figure [§[a).

Unlock The Unlock environments based on the MiniGrid world [35]] contain 110 dimensions of
discrete state space, with 3 of 36-dimensional vector inputs representing the current position of the
agent, key, and door in a 6x6 grid world. The rest 2 dimensions in the state space memorize the state
of whether the agent has the key in hand. The action space is also discrete (with eight dimensions)
to determine the movement (up/down/left/right) and the pick-key, open-door actions. An episode
will be counted as a success when the agent holds the key and uses it to open the door in the right
position. The generalization setting in the Unlock environment is to change the position of the door
and increase the number of total goals in the environment. The agent will only successfully finish one
episode by opening all the doors. The causal graph of this environment is recorded in Figure [§{b).

Crash The Crash environments are based on the Highway environment [37] which contains 22
dimensions of continuous state space, with four vector inputs representing the current position,
velocity, and orientation of the surrounding vehicles and ego vehicles. There are two additional
dimensions of state memorizing the collision type between the ego vehicles and surrounding vehicles
or pedestrians. The 8-dimensional action space is continuous to determine the acceleration in the
x — y directions of the ego and surrounding agents. The generalization of the Crash environment is
to add different numbers of pedestrians that may cause the crash. An episode will only end when the
ego vehicles have a near-miss with both of the pedestrians at the scene. We visualize the causal graph
of this environment in Figure [§]c).
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All three environments are visualized in Figure[d] We list their basic configurations in Table[T0]

Table 10: Environment configurations used in experiments

Parameters Environment

Lift | Unlock | Crash

Max step size 30 15 30

State dimension 33 110 22

Action dimension 4 8 8
Action type Hybrid | Discrete | Hybrid

Intrinsic state rank 15 4 6

Intrinsic action rank 4 3 4

(a) Lift Environment

(b) Unlock Environment (¢) Crash Environment

Figure 8: Underlying causal graph G in all 3 environments with expert demonstration.

C.6 Additional Baseline Information

We collect data on the above 3 different environments, thus forming 9 groups of offline datasets.

Table 11: Bahavior policies used to collect offline data in different environments.

Environment ‘ Behavior  #Episodes  Success Rate ‘ Additional Description
Random 1000 0.24 Random actions after a few steps of initialization.
Lift Medium 1000 0.60 Random actions before the goal-reaching expert.
Expert 1000 1.00 Query expert policy for all time steps.
Random 200 0.21 Random navigation with high randomness
Unlock Medium 200 0.46 Targeted searching in goal directions
Expert 200 0.87 Shortest path planning via A*
Random 1000 0.14 Fixed ego, random pedestrians
Crash Medium 1000 0.35 Planned ego, random pedestrians
Expert 1000 0.66 Planning in both ego and pedestrians

After collecting the data using scripted policies in different environments, we train all agents as well
as BECAUSE under 10 different random seeds. Then we report the best performance of each trial
and compute the mean and standard deviation over 10 seeds for each task in the Appendix [6]

We refer to the following codebase to implement all the baselines we use:

* Invariant Causal Imitation Learning (ICIL, [38]): https://github.com/ioanabica/Invariant+
Causal-Imitation-Learning, MIT License.

 Causal Confusion Imitation Learning (CCIL, [39]): reference link to the paper.

* TD3 with Behavior Cloning (TD3+BC, [41]]): jhttps://github.com/sfujim/TD3_BC, MIT
License.
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* Model-based Offline Policy Otimization (MOPO, [2]): https://github.com/junming-
yang/mopo.git, MIT License.

* Relational Graph Neural Network (GNN, [42])): https://github.com/MichSchli/RelationPrediction.git,
MIT License.

* Causal Dynamics Learning (CDL, [24])): https://github.com/wangzizhao/robosuite/tree/cdl,
MIT License.

* Denoised MDP (Denoised, [12]]): https://github.com/facebookresearch/denoised_mdp.git,
CC BY-NC 4.0.

* Mismatch No More (MnM, [9]): reference link to the paper.
* World model with identifiable factorization (IFactor, [13]]), reference link to the paper.
* Delphic Offline RL (Delphic, [40]): reference link to the paper.

The detailed hyperparameters we use in BECAUSE and other baselines are listed in Table [I2]and
Table

C.7 Experiment Support

Our code is available at the anonymous repo: https://anonymous.4open.science/t/BECAUSE-NeurIPS

Computing resources The experiments are run on a server with 2x AMD EPYC 7542 32-Core
Processor CPU, 2xNVIDIA RTX 3090 graphics and 2xNVIDIA RTX A6000 graphics, and 252 GB
memory. For one single experiment, it takes BECAUSE and other baselines about 1.5 hours with
100, 000 iterations to train the world model and 1, 000, 000 steps to train the energy-based models.

Table 12: Hyper-parameters of models used in experiments of BECAUSE and baselines (Part I)

Environment
Models Parameters i ‘ Unlock ‘ Crash
Learning rate 0.0001 | 0.001 | 0.0001
Size of data D 15000 4000 15000
Epoch per iteration 20 5 10
Batch size 256 256 256
Planning horizon H 15 10 20
Planning population 1500 100 1000
BECAUSE Reward discount ~ 0.99 0.99 0.99
Spectral norm regularizer A, | 107* 10~* 1074
Spectral norm regularizer \,, | 107* 10~* 1074
Causal discovery pijres 10-8 10~4 10-6
Encoder hiddens 256 64 128
EBM hidden 256 64 128
EBM negative buffer 5000 1000 5000
EBM training steps 1000 1000 1000
EBM regularizer Aggm 10~4 10~4 10~*
MLP hiddens 256 64 128
MOPO" MLP layers 2 2 2
Ensemble number 5 5 5
Initialized mask coef. 1.0 1.0 1.0
CDL" MLP hiddens 256 64 128
Sparsity regularizer 0.001 0.001 0.001
* GNN hiddens 256 64 128
GNN GNN layers 3 1 3

* Use the same planning parameters as BECAUSE.
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Table 13: Hyper-parameters of models used in experiments of baselines (Continued)

Environment
Models Parameters it ‘ Unlock ‘ Crash
Learning rate of MINE 0.0001 | 0.0001 | 0.0001
MINE hiddens 256 64 128
MLP hiddens 256 64 128
ICIL Learning rate of EBM 0.01 0.01 0.01
Size of buffer of EBM 1000 1000 1000
EBM training steps 1000 1000 1000
EBM hiddens 256 64 128
K of langevin rollout 60 60 60
Avar Of langevin rollout 0.01 0.01 0.01
Learning rate of Critic 0.0003 0.003 0.0003
Critic hiddens 256 64 128
Learning rate of Actor 0.0003 0.001 0.0001
Actor hiddens 256 64 128
TD3+BC Target update rate 0.005 0.001 0.0001
Policy noise 0.2 0.2 0.2
Balance coefficient « 1.0 2.5 2.5
X belief size 256 64 128
y belief size 256 64 128
z belief size 0 0 0
. X state size 33 110 22
Denoised MDP y state size 33 110 22
Z state size 0 0 0
embedding size 256 64 128
Learning rate 0.0001 | 0.001 0.0001
All hidden dim 256 64 128
IFactor Disentangled prior output size 19 7 10
Learning rate 0.0001 | 0.001 0.0001
All hidden dim 256 64 128
MnM Discriminator learning rate 0.0001 0.001 0.0001
Discriminator clip norm 0.25 0.25 0.25
Reg weight 0.0001 0.001 0.0001
CCIL Initial mask probability 0.95 0.95 0.95
Learning rate 0.0001 | 0.001 0.0001
Ensemble model size 5 5 5
Delphic Uncertainty penalty weight 0.0001 | 0.0001 | 0.00005
p KL weight 0.0001 | 0.0001 | 0.00005
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C.8 Broader Impact

This work incorporates causality into reinforcement learning methods, which helps humans under-
stand the underlying mechanism of algorithms and check the source of failures. However, the learned
causal world model may contain human-readable private information about the environment and the
dataset. To mitigate this potential negative societal impact, the causal world model should only be
accessible to trustworthy users.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading “NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: They are provided in the abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: They are discussed in the conclusion.
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Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: They are provided in section [3.4]and Appendix [A]and
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide necessary implementation details in section [3.2] [3.3]and Ap-
pendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide an open access to the code and data collection scripts in the
anonymous link.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide all the experiment settings and details in Appendix [C.5]and[C.6
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the mean and 95% confidence interval (CI) as well as the significance
level (p value) in Table[6} [7} [8§|and [9]

Guidelines: We

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Provided in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Provided in the OpenReview form.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Provided in Appendix
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not contain pre-trained language models, image generators,
scraped datasets, or similar assets.

Guidelines:
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» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: All the baselines are properly cited and introduced in Appendix [C.6]
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve study participants.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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