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Abstract

This paper introduces AMT, an Adversarial Meta-Tuning methodology, to boost the
robust generalization of pre-trained models in the out-of-domain (OOD) few-shot
learning. To address the challenge of transferring knowledge from source domains
to unseen target domains, we construct the robust LoRAPool by meta-tuning Lo-
RAs with dual perturbations applied to not only the inputs but also singular values
and vectors of the weight matrices at various robustness levels. On top of that,
we introduce a simple yet effective test-time merging mechanism to dynamically
merge discriminative LoRAs for test-time task customization. Extensive evalu-
ations demonstrate that AMT yields significant improvements, up to 12.92% in
clean generalization and up to 49.72% in adversarial generalization, over previous
state-of-the-art methods across a diverse range of OOD few-shot image classifi-
cation tasks on three benchmarks, confirming the effectiveness of our approach
to boost the robust generalization of pre-trained models. Our code is available at
https://github.com/xyang583/AMT.

1 Introduction

Few-shot learning (FSL) has recently been revolutionized by large-scale pre-trained vision transformer
models [1, 2, 3, 4, 5]. Their generalization capability can be further enhanced with a few annotated
examples, achieving impressive performance across a broad spectrum of downstream tasks [6, 7,
8, 9, 10]. Building on this foundation, meta-tuning emerges as a powerful strategy that integrates
the broad generalization capabilities of pre-trained prior knowledge with the adaptive flexibility of
meta-learning, allowing models to quickly adapt to new tasks in few-shot scenarios [11, 12].

Despite its success, the robust generalization of meta-tuning to defend against adversarial at-
tacks [13, 14, 15] and adapt to out-of-distribution (OOD) downstream tasks [16, 17, 18] remains an
ongoing challenge. However, it is crucial for various real-world applications such as medical imaging
diagnostics and autonomous driving to simultaneously achieve competitive performance on adver-
sarial examples or out-of-distribution data. Deployed models often encounter novel environments
with distribution shifts between training and test data, including variations in hospital equipment
and protocols [19] or diverse urban road scenarios [20]. Moreover, these models are vulnerable to
adversarial attacks leading to harmful diagnoses or unsafe driving decisions. For instance, adversaries
can perturb sensor signals to deceive 2D or 3D medical imaging models [21], manipulate traffic signs
with malicious stickers [22], or fool the autopilot into following unsafe trajectories [23].

In this paper, we delve into leveraging adversarial training and meta-tuning to enhance robust
generalization of pre-trained vision transformers across different domains. Compared with previous
meta-tuning approaches, this involves two unique aspects. Firstly, when incorporating adversarial
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examples, the model should learn to adapt to the worst-case tasks while preserving its inherent
generalization capabilities. Inspired by the observation that the singular values distribution of weight
parameters undergoes significant changes during fine-tuning [24], we aim to explicitly strengthen the
principal components of pre-trained model weight matrices during meta-tuning. To this end, we inject
perturbations on both input and principal singular values and vectors via the incremental meta-update
of the Low-rank Adapter (LoRA) [25, 26] on top of frozen pre-trained parameters. Secondly, the
adversarial perturbation needs to simulate wide distribution variations from the training environment,
and care must be taken to avoid interference when training with multiple perturbation types [27, 28].
Thus, we introduce an adaptive robust LoRAPool constructed by meta-tuning different LoRAs in
parallel for different attack strengths. To adapt to novel tasks from unseen distributions, we view the
robust LoRAPool as the basis and integrate meta-updated principal components into the pre-trained
model through a test-time merging mechanism for downstream task customization.

Our main contributions are summarized as follows:

• We propose AMT, a novel adversarial meta-tuning approach for enhancing the robust generalization
of pre-trained vision transformers across diverse domains.

• By injecting the adversarial perturbations on the inputs, singular values and vectors of the weight
matrices, the core components of pre-trained model weights are consolidated for worst-case tasks.
We further enhance this approach with the adaptive robust LoRAPool meta-tuned under varying
perturbation budgets, without compromising the pre-trained model’s inherent capabilities.

• We integrate discriminative principle components into the pre-trained model via a simple yet
effective test-time merging mechanism for customizing task-specific feature extractors, which is
compatible with other test-time fine-tuning methods.

• We experimentally evaluate our method on challenging large-scale out-of-domain few-shot image
classification benchmarks, including Meta-Dataset [16] that consists of 9 OOD datasets, as well as
BSCD-FSL [29] and fine-grained datasets [30] comprising another 8 OOD datasets. Our method
achieves impressive few-shot performance across domains, significantly outperforming previous
state-of-the-art methods in clean generalization by up to 12.92% and in adversarial generalization
by up to 49.72%.

2 Related work

Out-of-Domain Few-shot Learning and Meta-Learning. Out-of-Domain Few-Shot Learning
(OOD-FSL) aims to transfer prior knowledge learned on source domains to unseen target domains to
address the few-shot learning problem [16, 17, 18, 29, 31, 32, 33, 34, 35, 36]. Meta-learning relies
on episodic training to learn parameter initialization [37, 38, 39], optimization rule [40, 41, 42] or a
transferable metric space [43, 44, 45, 46, 47] as prior knowledge for quick adaptation to new tasks. To
tackle distribution shifts, many methods are proposed by building a universal feature representation
with multiple feature extractors [32, 31], conditioning batch normalization parameters [48, 30, 33], or
test-time gradient-based fine-tuning [34]. Most related to our work is FLUTE [33], which jointly trains
the feature extractor with multiple sets of Feature-wise Linear Modulation (FiLM) [49] parameters
on multiple training datasets and combines them as the initialization for gradient descent at test time.
Our method AMT stands in the single source domain setting and differs from previous works in that
our adversarial meta-tuning does not compromise the pre-trained model, and the adaptive merging
mechanism of the robust LoRAPool performs task customization in a non-parametric manner without
the requirement of gradient descent, ensuring scalability with newly added components to the pool.

Vision Transformers in Few-shot Learning. Vision Transformers (ViTs) have gained prominence as
the foundation model due to their ability to capture long-range dependencies in data [50, 51, 52]. Self-
supervised pre-training effectively endows vision transformer with data-driven and well-generalized
prior [1, 2, 53, 54], especially for the few-shot learning task. In the spirit of transfer learning,
one line of works leverages self-distillation framework to seek universal feature representations
without meta-training [55, 56, 57] and directly learns auxiliary visual prompts [58] and attention
scaling matrices [59] on the support set through gradient descent during meta-testing. Another
important research direction is developing meta-learning techniques to enhance pre-trained models
with input-conditioned prompts [8] and task-specific masks [11]. PMF [12] contributes a strong
baseline by meta-tuning the full model. In this work, we also ground our method on pre-trained vision
transformers and show that adversarial meta-tuning can further boost their robust generalization
across downstream tasks. Also, our contribution is orthogonal to other existing test-time fine-tuning
methods and provides a better starting point to improve their performance at test time.

2

115177https://doi.org/10.52202/079017-3657



Adversarial Training for Out-of-Distribution Generalization. Adversarial training [13] is one of
the most effective defense techniques to improve the model adversarial robustness by minimizing a
locally maximized loss function via adversarial perturbation on inputs [13, 60, 61, 62, 63, 64, 65]
and model parameters [66]. Despite widely recognized trade-offs between adversarial robustness
and clean accuracy [67, 68], and between in-distribution (ID) and out-of-distribution (OOD) gen-
eralization [63, 69], there exist strategies to achieve better balances among these trade-offs. These
strategies include modified adversarial training regime [65], dual sets of parameters [70, 71, 72],
model ensemble [73], multi-scale patch perturbations [74], or partial fine-tuning strategy [75]. Fur-
thermore, since adversarially perturbed input data can be viewed as a special type of OOD data [76],
recent studies [77, 78, 79] have demonstrated that adversarial pre-training can enhance generalization
performance on downstream datasets and improve robustness against distribution shifts. Compared
with sample-wise adversarial attacks, where all samples in each domain share the universal pertur-
bation, the distributional attacks in a low-rank structure show the capability of making the models
resistant against adversarial perturbations of higher magnitude [80, 81] Inspired yet different from the
previous attack methods, our method utilizes a mixture of adversarial low-rank adaptors customized
for meta-tuning to enhance the robust generalization of clean pre-trained models.

Adversarial Meta-Learning. There is a series of works that leverage adversarial training to enhance
the few-shot learner’s adversarial robustness [14, 15, 82, 83]. However, compared with standard
few-shot learning, the adversarially trained model has degraded clean accuracy [14]. Adversarial
training is also utilized to improve the cross-domain few-shot learning performance by attacking
individual image pixels [84] and features [85, 86]. For example, StyleAdv [86] perturbs each sample
style in a task through attacking statistical information of AdaIN [87] and updating all parameters.
Our approach diverges from these existing methods, aiming to further enhance the generalization
performance of large-scaled pre-trained models. To achieve this, we propose to inject double
perturbations on inputs as well as singular values and vectors over the entire query set as a whole
during meta-tuning, while keeping all pre-trained parameters frozen to preserve prior knowledge.

Parameter-Efficient Few-Shot Learning. To reduce the computational cost associated with full-
model fine-tuning, various parameter-efficient fine-tuning (PEFT) methods have been proposed that
only update a small set of parameters, including inserting soft prompts [88, 89], adding adapter
modules [90, 91, 92], and introducing low-rank matrices [25, 93, 94]. Recent works have shown
that PEFT achieves comparable or superior performance than standard fine-tuning in the few-shot
setting for large language models [95]. In this work, we explore crafting the small parameter sets via
meta-tuning to boost robust generalization of pre-trained vision transformers. Concretely, we leverage
LoRA [25] as the core parameter-efficient component for constructing the adaptive robust pool, as it
enables low-rank updates to be merged into network weights without additional computational or
memory costs incurred during inference.

3 Problem Formulation

In this work, we focus on out-of-domain few-shot image classification where our goal is to find
parameters θ that generalize well on unseen target domains with the single-source training domain.
In this context, the model not only needs to learn novel concepts from limited data but also to
generalize well across diverse domains. For each domain, there exists a dataset collected from that
environment. During training, we only have access to the single source training dataset Dseen

tr , from
which each task T = (S,Q) is randomly sampled as the input. The support set S contains K

annotated images for each of the N categories: S = {xs, ys}NK
s=1 , while the query set Q contains M

images Q = {xq, yq}Mq=1. At evaluation time, the aim is to tackle tasks with novel classes sampled
from previously unseen datasets Dunseen

test .

4 Methods

We introduce our approach in this section. The overall framework of our AMT is illustrated in
Figure 1. It contains two components: (i) adversarial singular value and vector perturbation, which
explicitly perturbs the singular values and vectors to highlight the principal components in the worst-
case tasks; (ii) Adaptive robust LoRAPool, which consists of several adversarially meta-tuned LoRA
modules and test-time merging mechanism to adaptively merge them for task customization.
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Figure 1: Overview of our method. Adversarial perturbations, bounded by different budgets ϵ, are
incorporated into the clean query set. To construct the robust LoRAPool, the LoRA modules initialized
with SVD results are meta-tuned on the adversarial examples, upon which adversarial perturbations
are injected into singular values and vectors. The discriminative incremental updates of principal
components are adaptively merged into the pre-trained weights for test-time task customization.

4.1 Preliminaries

Adversarial Meta-Tuning. We ground our method on a large-scale pre-trained Vision Trans-
former [50] and then meta-tune the model in an episodic manner [43], following PMF [12]. To
robustify the learned meta-knowledge, adversarial meta-tuning adopts the worst-case optimization by
injecting the adversarial perturbation δ to the query image xq through the minimax strategy [14, 15].
The intuition here is to make the meta-tuned model have the same prediction in the worst-case task.

We consider the l∞ norm bounded perturbations in this work, so the corresponding optimization
problem can be formulated as minθ max∥δ∥∞≤ϵ L (fθ (S, xq + δ) , yq) where fθ denotes predicted
logits of a query example with the model parameters θ, and L is the meta-task loss, which is usually
the cross-entropy loss for image classification. The inner maximization problem can be efficiently
solved by gradient-based methods. In practice, Projected Gradient Descent (PGD) [13] is the most
popular method to generate adversarial perturbations δ. Specifically, when the step size is α, PGD
optimizes δ by running the following update rule for multiple iterations. Here, Π is the projection
operator to clip δ so that ∥δ∥∞ ≤ ϵ.

δ ← Πϵ (δ + α · sign (∇δL (fθ(S, xq + δ), yq))) . (1)

Low Rank Adaptation. LoRA [25] is one of the popular parameter-efficient fine-tuning approaches
for transformer models. Given a pre-trained weight matrix W ∈ Rdin×dout , LoRA approximates
incremental updates to the parameter matrix with a low-rank decomposition △W = AB, where
A ∈ Rdin×r and B ∈ Rr×dout , and the rank r ≪ min(din, dout). The LoRA approach can be
applied to all the linear layers in the vision transformer. For an input x and a hidden state h = Wx,
LoRA modifies forward process as h = (W +△W )x = Wx + ABx. When fine-tuning, W is
frozen while A and B are trainable. In addition, A is randomly initialized via Gaussian initialization
while B is initialized to zero, resulting in the incremental update AB = 0 at the beginning.

4.2 Adversarial Singular Value and Vector Perturbation

Drawing inspiration from the insight that the distribution of singular values undergoes significant
changes during fine-tuning [24], we aim to explicitly strengthen the principal components of pre-
trained model weight matrices to enhance the model’s generalization capability across diverse
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target domains. Using the on-the-fly generated adversarial query samples, we inject the worst-
case perturbation on singular values and vectors over the entire query set. However, meta-tuning
the full model and performing multiple singular value decomposition (SVD) during training are
computationally expensive. To this end, we adopt the LoRA formulation to update model parameters
during meta-tuning and initialize the incremental updates of LoRA with the result of SVD of weight
matrices for the multi-head self-attention (MHA) layer and feed-forward network (FFN) layer in the
vision transformer [26].

Formally, for a weight matrix W ∈ Rdin×dout and its singular value decomposition W =
U diag(S)V T , where U ∈ Rdin×min(din,dout), V ∈ Rdout×min(din,dout) and S ∈ Rmin(din,dout)

represent the left/right singular vectors and the singular values in descending order, respectively. In
the LoRA formulation △W = AB with the rank r, the top r singular values and corresponding
vectors are utilized to initialize A ∈ Rdin×r and B ∈ Rr×dout , while the residual singular values and
vectors are used to calculate the residual matrix W res ∈ Rdin×dout for error correction:

A = U[:r] diag
(
S
1/2
[:r]

)
∈ Rdin×r

B = diag
(
S
1/2
[:r]

)
V T
[:r] ∈ Rr×dout

W res = U[r:] diag
(
S[r:]

)
V T
[r:] ∈ Rdin×dout

(2)

In Equation (2), we have W = W res +AB. During training, W res is kept frozen, so the updates of
A and B in the subspace approximate the modification of principle singular value and vectors.

To boost the generalization performance of the model, we utilize the sharpness-aware minimization
(SAM) [96] to update A and B. Specifically, we find the worst-case perturbation δA and δB in the
neighborhood of A and B by gradient ascent. δA is calculated by the following equation where M is
the size of query set and η1 depicts the size of the neighbourhood. δB can be calculated similarly.

δA = η1 ·
1

M

M∑
q=1

∇AL(fW res+AB(S, xadv
q ), yq)) (3)

Here, we omit other parameters in θ for notation simplicity. We then use the gradient based on the
worst-case neighborhood to update A and B. Given the learning rate η2, the update rule for A is as
follows. B is updated similarly using the same learning rate.

A← A− η2 ·
1

M

M∑
q=1

∇AL(fW res+(A+δA)B(S, xadv
q ), yq)) (4)

Different from prior adversarial meta-learning works [14, 15], this paper focuses on improving both
the clean accuracy and cross-domain robustness for few-shot learning [63]. The meta-objective
function of AMT is the combination of both aspects:

L = LCE (fW res+AB (S, xq) , yq) + λadvDKL

(
fW res+AB

(
S, xadv

q

)
∥fW res+AB (S, xq)

)
(5)

where LCE is the original cross-entropy loss, DKL is the Kullback-Leibler divergence and λadv is
the trade-off coefficient. Note that here we use few-shot task loss instead of global classification loss
in StyleAdv [86] to generate the adversarial attacks, by which we leverage label randomness to avoid
the potential performance degradation caused by true label leaking effect [62].

4.3 Adaptive Robust LoRAPool
Robust LoRAPool Construction. To simulate various distributional shifts for the unseen tasks, we
adversarially meta-tune P LoRA modules in parallel by Equation (4), each corresponding to a different
robustness level controlled by the size of the adversarial budget, i.e., ϵ in Equation 1. Therefore, we
will obtain a robust LoRAPool composed of P LoRA modules ϕ = [A1B1, . . . , APBP ]. Algorithm 1
shows our adversarial meta-tuning pipeline.

Test-time Merging. Given several LoRA modules, the challenge in the evaluation time is to
adaptively merge these modules in robust LoRAPool into the pre-trained model to fit the new tasks.
It is commonly assumed in domain generalization that unseen distributions fall within the convex
hull of the training environments [97, 98], so we consider the LoRAs in the pool as the bases and
learn a convex combination adapted to the task at hand.
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Algorithm 1 Robust LoRAPools

1: Input: Source training domain Dseen
tr ; pre-trained weight residual matrix W res; P sets of attack

configuration candidates;
2: Output: Adversarially meta-trained LoRAPool;

3: Initialize adversarial LoRAPool: ϕ = {}
4: for i = 1 to P (in parallel) do
5: Sample the i-th set of ϵi, αi from attack configuration candidates.
6: Initialize the LoRA parameter AB via Eq. (2);
7: while not converged do
8: Sample a task T = {S,Q} ∼ Dseen

tr .
9: Generate adversarial query set Qadv = {xadv

q , yq}Mq=1 with ϵi, αi via Eq. (1)
10: // Perturb singular value and vectors
11: δA = η1 · 1

M

∑M
q=1∇AL(fW res+AB(S, xadv

q ), yq))

12: δB = η1 · 1
M

∑M
q=1∇BL(fW res+AB(S, xadv

q ), yq))

13: // Update AB via SGD
14: A← A− η2 · 1

M

∑M
q=1∇AL(fW res+(A+δA)B(S, xadv

q ), yq))

15: B ← B − η2 · 1
M

∑M
q=1∇BL(fW res+A(B+δB)(S, xadv

q ), yq))
16: end while
17: ϕ = ϕ

⋃
AB

18: end for

To estimate the coefficient of this combination, we propose blending intra-class compactness and
inter-class divergence on the support set as the criterion to extract the most discriminative features
for classification. To reduce the computational cost of calculating pair-wise similarity between all
support samples, we leverage the class prototype to approximate the cluster center of each class and
calculate sample-prototype distances. Formally, for the i-th LoRA in the pool and the c-th class out
of the total N classes, we denote the class prototype as the average of per-class support features
pi,c =

1
K

∑
ys=c fW res+AiBi

(xs). The intra-class compactness Ci and the inter-class divergence Vi

are then respectively defined as,

Ci =
1

NK

NK∑
s=1

γ (fW res+AiBi (xs) ,pi,ys) , Vi =
1

NK

K∑
s=1

N∑
c=1
c ̸=ys

γ (fW res+AiBi (xs) ,pi,c) (6)

where γ(·, ·) denotes the cosine similarity between two feature vectors. After calculating the intra-
class compactness and inter-class divergence for each LoRA, the merging coefficient ζi for each
LoRA module can be estimated as

ζi =
Topk (exp (−β(1− (λC − (1− λ)V )))i∑k
i=1 Topk (exp (−β(1− (λC − (1− λ)V )))i

(7)

where β and λ stand for smooth and balance factors, respectively. The operation Topk before softmax
refers to selecting the top k LoRA modules with the largest score and the rest LoRAs are deactivated
for the current task. The merged weight matrix is then calculated as W ′ = W res +

∑P
i=1 ζiAiBi.

To address the issue of interference stemming from redundant components during merging [99], we
introduce singular value trimming, retaining only the largest top-ρ% singular values and resetting the
rest to zero to obtain the final task-specific weight Ŵ :

Ŵ = trim (W ′) (8)
This design provides high expressiveness and flexibility by specifying suitable LoRAs for novel
tasks, significantly enhancing the model’s adaptation ability to generalize across unseen domains.
Algorithm 2 in the Appendix A shows our test-time merging algorithm pipeline.

Network Inference. After obtaining the task-specific feature extractor through test-time merging,
we can employ it directly for inference and perform the nearest-centroid classification [44, 12]. To
further improve the few-shot performance in each novel task, our AMT is compatible with other
cutting-edge test-time fine-tuning approaches, and thus we introduce a variant AMT-FT, which allows
for additional full [12] or efficient [59] fine-tuning.
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5 Experiments

We evaluate the effectiveness of the proposed AMT on three cross-domain few-shot image classifica-
tion benchmarks in Section 5.1. Additionally, we present ablation studies in Section 5.2, conduct a
broader analysis in Section 5.3, and compare our approach with other PEFT methods in Section 5.4.

Experimental setup. We evaluate AMT using the large-scale cross-domain few-shot classification
benchmarks Meta-Dataset [16], BSCD-FSL [29] and fine-grained datasets [30].Note that, in the main
experiments, all methods utilize a single model trained on the source domain ImageNet to analyze
the trade-offs between robustness and generalization. The details of each benchmark are described
in Appendix B.1. And training and evaluation details are included in Appendix B.2. We conduct a
comprehensive hyperparameter study in Appendix H.

Baselines. We adopt the state-of-the-art PMF [12] as the meta-tuning baseline method and use
ATTNSCALE [59] as the baseline for an efficient test-time fine-tuning approach. To evaluate our
approach against previous adversarial few-shot learning methods, we choose StyleAdv [86] as the
representative. All methods employ a Vision Transformer [50] which is DINO-pretrained [1] on
ImageNet-1K in our main experiments.

5.1 Comparison with State-Of-The-Art Methods

Clean OOD-FSL. In Table 1, we evaluate AMT on Meta-Dataset to investigate its generalization
performance on OOD few-shot learning problem in both the 5-way 1-shot and 5-shot settings. We
group approaches in two settings. The tuning-free setting does not involve additional training
on the support set. We adaptively merge meta-tuned LoRA into pre-trained models via our non-
parametric test-time merging mechanism and perform prototype-based classification. Aside from
this, the test-time fine-tuning setting allows for training on the support set according to different
fine-tuning methods, such as fine-tuning full parameters [12] or partial parameters [59]. Our proposed
method AMT consistently achieves superior performance across all domains in the tuning-free
setting, up to 12.92% on Omniglot, compared with previous state-of-the-art methods. Moreover,
thanks to the flexible design of LoRAPool and the meta-learned well-generalized initialization for
pre-trained models, AMT demonstrates strong compatibility with advanced fine-tuning approaches,
further boosting few-shot learning performance, with the improvements of 3.92% and 4.3% over
PMF [12] and ATTNSCALE [59], respectively. Notably, unlike previous StyleAdv [86], our robust
generalization improvement does not sacrifice the in-domain clean accuracy. We attribute this to
our adaptive robust LoRAPool design, which completely inherits the pre-trained knowledge and
performs customization by injecting discriminative information for unseen tasks. We take a further
comparative analysis on BSCD-FSL [29] and fine-grained dataset [30] in Table 2 and under the
variable-way-variable-shot setting in Table 18 of Appendix K. The overall performance improvement
demonstrates the effectiveness of our method.

Adversarial OOD-FSL. We evaluate adversarial robustness under distribution shifts for previous
state-of-the-art methods using the PGD-10 attack [13] in Table 3. We observe that the naturally
trained meta-tuning method PM [12] is not adversarially robust. The style adversarial attack method
StyleAdv [86] is also highly vulnerable to adversarial attacks in most domains and sacrifices nearly
seven percentage points in-domain performance. In contrast, our method AMT consistently outper-
forms previous state-of-the-art methods by a wide margin in terms of both in-domain and out-of-
domain robust accuracy, achieving up to 49.72% on Omniglot. Additionally, our method AMT-FT
exhibits synergy with the adversarial test-time fine-tuning strategy, further boosting the in-domain
and out-of-domain few-shot adversarial robustness. To take a step further, we measure adversarial
robustness against AutoAttack [100] and unseen attacks under distribution shifts in Table 19 and
Table 20 of Appendix M, respectively. The results indicate that AMT consistently boosts adversarial
generalization across domains. Intriguingly, as shown in Figure 4 of Appendix L, AMT can also han-
dle natural corruptions under distribution shifts. As a whole, AMT improves the trade-offs between
adversarial robustness and clean accuracy [68, 63], as well as between ID and OOD generalization [3].

5.2 Ablation Study

Component Analysis. In Table 4, we demonstrate the effectiveness of various components in our
method: adversarial perturbation on query images and singular values and vectors, robust LoRAPool,
test-time merging, and singular value trimming. For the method incorporating adversarial perturbation
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Table 1: Few-shot classification clean accuracy (%) on Meta-Dataset benchmark [16] in the 5-way 1-shot
and 5-shot settings. We report the average accuracy in each domain for all methods. TTF: test-time fine-tuning,
Avg.: Average. Bold entries indicate the best for each task configuration.

1-shot Backbone TTF In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

PM [12] ViT-small - 65.07 59.03 38.13 76.18 61.56 57.29 56.03 80.41 55.17 54.42 60.35
StyleAdv [86] ViT-small - 56.10 62.25 40.38 66.62 55.94 57.93 53.19 81.10 54.20 48.08 57.58
AMT ViT-small - 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16

PMF [12] ViT-small Y 65.07 71.52 38.67 76.15 61.62 59.82 56.03 80.41 59.71 54.41 62.34
PMF+AMT-FT ViT-small Y 68.80 77.83 42.90 79.95 63.77 63.72 59.06 85.37 63.87 57.37 66.26

ATTNSCALE [59] ViT-small Y 63.66 72.51 40.09 73.59 61.04 60.26 54.88 82.52 59.91 55.10 62.36
ATTNSCALE+AMT-FT ViT-small Y 68.80 79.43 42.90 79.95 63.08 65.66 59.06 85.37 64.13 58.24 66.66

5-shot Backbone TTF In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

PM [12] ViT-small - 80.71 78.77 56.56 92.23 79.92 76.16 76.98 96.61 74.66 71.77 78.44
StyleAdv [86] ViT-small - 74.51 80.22 58.78 87.60 78.67 75.57 73.80 96.18 71.99 63.93 76.12
AMT ViT-small - 81.35 88.47 61.73 93.12 80.34 79.59 80.04 96.99 80.85 74.56 81.70

PMF [12] ViT-small Y 79.92 93.54 67.45 92.22 80.86 81.64 77.25 96.61 87.68 75.33 83.25
PMF+AMT-FT ViT-small Y 81.51 94.89 67.99 93.23 80.41 83.02 79.76 96.93 89.37 76.20 84.33

ATTNSCALE [59] ViT-small Y 79.30 93.48 69.42 90.49 81.04 82.66 77.44 96.51 89.78 76.48 83.66
ATTNSCALE+AMT-FT ViT-small Y 81.57 95.74 69.47 93.25 80.96 83.87 78.28 96.99 93.10 77.39 85.06

Table 2: Few-shot classification clean accuracy (%) on BSCD-FSL [29] and fine-grained datasets [30] in
the 5-way 1-shot and 5-shot settings. We report the average accuracy and 95% confidence interval in each
domain for all methods. TTF: test-time fine-tuning. Avg.: Average. Bold entries indicate the best for each task
configuration. Rows with † indicate results from [86]. Other results are based on our implementations.

1-shot Backbone TTF ChestX ISIC EuroSAT CropDisease CUB Cars Places Plantae Avg.

PM [12] ViT-small - 22.74 ±0.40 33.72 ±0.60 72.94 ±0.77 81.04±0.85 83.53 ±0.86 42.10 ±0.80 71.66 ±0.88 59.04±0.89 58.35
StyleAdv† [86] ViT-small - 22.92±0.32 33.05±0.44 72.15±0.65 81.22±0.61 84.01±0.58 40.48±0.57 72.64±0.67 55.52±0.66 57.75
AMT ViT-small - 22.39±0.39 33.92 ±0.58 73.52±0.84 82.04 ±0.80 84.34 ±0.83 44.33 ±0.81 73.78±0.87 59.32 ±0.94 59.21

PMF [12] ViT-small Y 21.73±0.30 30.36±0.36 70.74±0.63 80.79±0.62 78.13±0.66 37.24±0.57 71.11±0.71 53.60±0.66 55.46
StyleAdv-FT† [86] ViT-small Y 22.92±0.32 33.99±0.46 74.93±0.58 84.11±0.57 84.01±0.58 40.48±0.57 72.64±0.67 55.52±0.66 58.57
AMT-FT ViT-small Y 23.23±0.40 33.95±0.63 73.95±0.78 82.04±0.8 84.34±0.83 46.06 ±0.80 73.83±0.89 59.32 ±0.94 59.59

5-shot Backbone TTF ChestX ISIC EuroSAT CropDisease CUB Cars Places Plantae Avg.

PM [12] ViT-small - 26.61 ±0.43 47.60 ±0.57 89.19±0.41 93.90±0.46 95.01 ±0.40 63.44±0.81 88.73±0.51 78.31±0.71 72.85
StyleAdv† [86] ViT-small - 26.97±0.33 47.73±0.44 88.57±0.34 94.85±0.31 95.82±0.27 61.73±0.62 88.33±0.40 75.55±0.54 72.44
AMT ViT-small - 27.54 ±0.45 50.22±0.63 88.38 ±0.48 94.67 ±0.40 94.86±0.39 62.94±0.82 88.88±0.51 79.32±0.7 73.35

PMF† [12] ViT-small Y 27.27 50.12 85.98 92.96 - - - - -
PMF [12] ViT-small Y 26.17±0.45 50.32 ±0.63 89.97±0.40 94.77 ±0.41 95.10±0.42 65.76±0.84 89.02±0.53 79.93±0.64 73.88
StyleAdv-FT† [86] ViT-small Y 26.97±0.33 51.23±0.51 90.12±0.33 95.99±0.27 95.82±0.27 66.02±0.64 88.33±0.40 78.01±0.54 74.06
AMT-FT ViT-small Y 27.54 ±0.45 51.56±0.68 90.62±0.40 94.67 ±0.40 95.21 ±0.39 67.18±0.79 89.22±0.50 80.36 ±0.64 74.54

on query images, we randomly sample the attack budget from attack configuration candidates used in
training the robust LoRAPool. We find that this strategy improves OOD generalization but sacrifices
in-domain accuracy. For the method without test-time merging, we adaptively determine the suitable
LoRA in the pool based on the minimum cross-entropy loss observed in the support set. Relying
solely on minimizing the cross-entropy loss on the support set can lead to overfitting, particularly
on Omniglot and Traffic Sign, which have a large domain gap relative to the source domain. The
degraded overall performance when removing adversarial perturbations on singular values and vectors,
regardless of whether we use test-time merging strategy, verifies the role of our double-perturbation
mechanism for effective robust generalization enhancement.

Effectiveness of Adversarial Perturbation on Singular Value and Vectors. To demonstrate the
benefits of our adversarial attack strategy, we further compare AMT against the variant removing the
adversarial perturbations on singular values and vectors, as shown in Figure 2. We find that our AMT
can significantly amplify the magnitude of the top singular values for FFN layers (see Figure 3 in
Appendix D for MHA layers). We argue that the double adversarial perturbation explicitly forces
the model to focus more on the most critical components, thereby enhancing its resilience against
worst-case scenarios during meta-tuning. Therefore, this improves the model’s robust generalization
capability, allowing it to adapt more effectively to novel downstream tasks across diverse domains.

Different Pool Designs and Adversarial Perturbation Strategies. As shown in Table 8 of Ap-
pendix G, the proposed robust LoRAPool with perturbation-specific parameters effectively avoids
interference between different attacks and significantly enhances the out-of-domain generalization
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Table 3: Few-shot classification adversarial robust accuracy on Meta-Dataset in the 5-way 1-shot
and 5-shot settings. Adv. TTF: adversarial test-time fine-tuning.

1-shot Adv. In-domain Out-of-domain Avg.TTF ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

PM [12] - 23.22 7.74 5.37 22.38 25.39 1.11 12.79 24.99 2.23 10.20 13.54
StyleAdv [86] - 16.76 15.25 5.95 17.70 25.75 1.43 14.78 30.75 3.07 9.63 14.11
AMT - 33.70 42.19 11.72 32.05 32.47 27.45 19.74 41.12 22.79 17.67 28.09

PMF [12] Y 23.22 31.77 18.35 22.65 25.39 30.99 23.20 38.93 25.86 23.69 26.41
AMT-FT Y 33.70 42.19 20.40 34.92 32.47 37.49 20.10 41.12 32.75 22.70 31.78

5-shot Adv. In-domain Out-of-domain Avg.TTF ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

PM [12] - 36.12 15.29 8.22 41.93 40.56 2.53 23.14 45.27 4.32 17.75 23.51
StyleAdv [86] - 29.76 25.35 8.91 34.06 40.22 1.98 23.99 50.66 5.03 15.89 23.59
AMT - 44.69 65.01 25.10 58.51 47.82 41.72 37.70 68.54 33.41 29.84 45.23

PMF [12] Y 36.12 38.43 21.07 41.93 40.56 36.51 26.72 49.83 29.89 26.47 34.75
AMT-FT Y 49.62 68.62 27.26 59.37 47.82 60.62 37.70 72.06 52.70 37.44 51.32

Table 4: Component ablation studies on Meta-Dataset in the 5-way 1-shot setting. APQ: adversarial
perturbation on query set, APSV: adversarial perturbation on singular values and vectors, RLP:
Robust LoRAPool, TTM: test-time merging, STr: singular value trimming.

APQ APSV RLP TTM STr In-domain Out-of-domain Avg.INet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

✗ ✗ ✗ ✗ ✗ 65.07 59.03 38.13 76.18 61.56 57.29 56.03 80.41 55.17 54.42 60.35
✓ ✗ ✗ ✗ ✗ 64.57 62.47 38.53 76.23 60.47 57.97 56.22 81.72 57.04 53.96 60.92
✓ ✗ ✓ ✓ ✗ 65.56 63.92 39.74 76.06 61.73 58.64 55.99 80.93 56.96 54.28 61.38
✓ ✗ ✓ ✓ ✓ 64.95 70.80 40.55 75.19 60.73 59.66 56.92 83.63 57.66 56.04 62.61
✓ ✓ ✓ ✗ ✗ 67.95 62.16 39.13 79.27 61.77 58.75 56.59 79.74 55.45 54.63 61.54
✓ ✓ ✓ ✓ ✗ 68.46 65.75 42.63 79.43 63.10 58.23 55.69 78.93 63.67 56.28 63.22

✓ ✓ ✓ ✓ ✓ 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16

without in-domain compromise. Furthermore, we compare with SAM [96] and the original LoRA
initialization [25] in Table 9 and Table 10 of Appendix G, where the superior performance validates
the efficacy of our adversarial singular value and vector perturbations in boosting the model’s gen-
eralization capability. See Appendix G for more details. Moreover, in Table 16 of Appendix I, we
observe that the simple pixel-level adversarial attacks can effectively simulate larger domain shifts
than static data augmentation [101] and achieve comparable or superior generalization improvements
compared to the learnable adversarial transformation method [102].

5.3 More Analysis

Alternative Test-time Merging Strategies. Before finalizing our test-time merging mechanism, we
experimented with various design choices. The first idea involves employing a parametric linear
classifier to evaluate the compatibility of LoRAs with novel tasks, similar to FLUTE [33]. To train
the classifier, we input a batch of adversarial samples, each generated by attacking a different robust
LoRA within the pool, to estimate which LoRA generated it. The classifier’s mean output on the
support set serves as the merging coefficients for a novel task. Additionally, we explored simply
averaging LoRA weights or logits, similar to model soups [103]. Appendix E Table 6 compares
these alternative strategies using the robust LoRAPool. We see that our AMT, with the introduced
intra-class compactness and inter-class divergence criteria, achieves superior overall generalization.
In contrast, the linear classifier may not accurately indicate the robustness level of adversarial
perturbations based on semantic characteristics. Though logit averaging demonstrates comparable
performance, it requires storing all LoRA parameters for extracting query features on each task.
Our method merges the LoRAPool into the pre-trained model for adaptation on the support set,
maintaining the same amount of parameters for query feature extraction as the baselines [12, 59].

Compatibility with Other Pre-training Methods. We evaluate the effectiveness of our AMT across
different pre-training regimes on the Meta-Dataset. Previous state-of-the-art methods [12, 58, 59]
employ DINO [1] pre-training on ImageNet, which utilizes the class token for self-distillation learning.
We choose iBOT [2] as the representative approach using patch reconstruction as a proxy task for
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(a) The Impact of Singular Values and Vectors Perturbation on Accuracy (b) Changes in Top Singular Values of FFN Across Layers

Figure 2: Effectiveness of the adversarial perturbation on singular values and vectors. The
accuracy on Meta-Dataset in the 5-way 1-shot is reported.

self-supervised pre-training, DeIT [104] for supervised pre-training with strong regularizations and
AdvPre [28] for adversarial pre-training. As shown in Table 7 of Appendix F, AMT achieves average
performance improvements of 5.97%, 4.58%, 6.41% and 6.36% over DINO, iBOT, DeIT and AdvPre,
respectively, demonstrating its effectiveness across supervised, self-supervised and robust pre-training
methods. Intriguingly, we find that AMT significantly enhances the compromised in-domain clean
accuracy for the adversarially robust model [28], even outperforming clean pre-trained models.

5.4 Comparison with Other Parameter-Efficient Fine-Tuning Methods

We compare AMT with other parameter-efficient fine-tuning methods in Table 17 of Appendix J.
We observe that single Adapter-based and LoRA-based methods achieve comparable performance
in adversarial meta-tuning and outperform full-model and FiLM-based meta-tuning. Besides, the
superiority of the FiLM/Adapter Pool over the FiLM/Adapter signifies that our adversarial pool
design contributes to the OOD performance without compromising in-domain accuracy. Also, our
approach, which incorporates additional perturbation in singular values/vectors and non-parametric
test-time merging mechanism utilizing the criteria (i.e., Algorithm 2) that adaptively integrates the
LoRAPool into pre-trained weights, enjoys significant performance improvement over FiLM/Adapter
Pool. Moreover, unlike the FLUTE-style test-time fine-tuning strategy that requires further tuning
of pool components, our framework shows better compatibility with different test-time fine-tuning
approaches, including LoRA tuning, full fine-tuning [12], and attention scaling [59]. More details are
included in Appendix J.

6 Conclusions and Limitations

This paper introduces AMT employing adversarial meta-tuning to augment the robust generalization
for pre-trained vision transformers. Upon generated adversarial query images at various robustness
levels, we perturb the singular values and vectors to explicitly reinforce the principal components and
maintain a robust LoRAPool containing perturbation-specific low-rank updates. The discriminative
meta-updated components in the pool are adaptively selected and merged for customizing the
model to adapt to novel tasks through a non-parametric test-time merging mechanism. Extensive
experiments have demonstrated that AMT with substantial improvements in robust generalization sets
new benchmarks in out-of-domain few-shot image classification tasks. Our analysis also contributes
to the deeper understanding of adversarial training advancement in the few-shot setting.

Although LoRAPool has demonstrated effectiveness across different datasets and tasks, one limitation
is the need for manual setting of the adversarial budget, particularly the size ϵ, for each module.
Furthermore, our exploration has been limited to adversarial budgets containing l∞ bounded per-
turbations, potentially restricting the ability of our method to model various types of distributional
shifts. In our future work, we aim to address these limitations by expanding our exploration to include
different types of adversarial perturbations and enhancing the adaptability of our method based on
the specific dataset used in meta-tuning.
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Mixture of Adversarial LoRAs: Boosting Robust Generalization in
Meta-tuning

-Supplementary Material-

A Algorithm of Test-time merging

The complete algorithm of our test-time merging mechanism is presented in Algorithm 2.

Algorithm 2 Test-Time Merging

1: Input: Support set of meta-test task S = {xs
i , y

s
i }

NK
i=1 , pre-trained residual weight matrix W res,

adaptive robust LoRAPool ϕ = [A1B1, . . . , APBP ]

2: for i = 1, . . . , P (in parallel) do
3: // Calculate the intra-class compactness
4: Ci =

1
NK

∑NK
s=1 γ (fW res+AiBi

(xs) ,pys
)

5: // Calculate the inter-class divergence
6: Vi =

1
NK

∑K
s=1

∑N
c=1
c̸=ys

γ (fW res+AiBi
(xs) ,pc)

7: end for
8: ζi =

Topk(exp(−β(1−(λC−(1−λ)V )))i∑k
i=1 Topk(exp(−β(1−(λC−(1−λ)V )))i

9: W ′ = Wres +
∑P

i=1 ζiAiBi

10: // Singular Value Trimming
11: Ŵ = trim (W ′)

B Setup for Cross-Domain Few-Shot Evaluation

B.1 Datasets Used for Benchmarks

Meta-Dataset [16] is a more challenging and realistic large-scale benchmark consisting of ten image
datasets including ImageNet, Omniglot, Aircraft, CUB, DTD, QuickDraw, Fungi, VGG Flower,
Traffic Signs, and MSCOCO, each with specified training, validation and test splits. In this paper, we
utilize the ImageNet training split as the single source domain for meta-training while employing the
test splits of all datasets for meta-testing. We refer to [16] for an in-depth exploration of Meta-Dataset.

BSCD-FSL [29] consists of four datasets from different domains: CropDisease, EuroSAT, ISIC, and
ChestX, covering plant disease images, satellite pictures, human skin lesions, and X-Ray images. We
follow [29] for the dataset split.

Fine-Grained Datasets [30] includes four additional commonly used datasets in CD-FSL: CUB,
Car, Plantae, and Places, which contain birds, cars, plant and scene images and fine-grained classes.
We follow the splitting procedure of previous methods [30, 86]. We refer to [30, 105] for a more
detailed description of each dataset.

B.2 Implementation Details

We follow the pipeline delineated by PMF [12] and use the same DINO pre-training checkpoint [1] for
our AMT and all baselines in main experiments. We perform adversarial meta-tuning on the ImageNet
training split following the Meta-Dataset protocal [16]. The SGD optimizer with a momentum of 0.9
and a cosine-decayed learning rate η2 starting at 5 × 10−4 are adopted. Training is conducted for
a maximum of 30 epochs, with a 5-epoch warming-up stage. The loss trade-off coefficient λadv is
set to 6. The input image size is 128× 128 as per PMF [12]. The pre-trained model is kept frozen
while each LoRA is meta-updated to construct the robust LoRAPool. We use a pool of size P = 4
and a LoRA rank of r = 8, choosing the top 2 from the pool for merging at test time. Following
the state-of-the-art method PMF [12], we sample five tasks from each domain as the validation set
for hyperparameter selection. The adversarial query set is generated using untargeted weak and
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strong patch perturbations [74] with l∞-bounded budgets ϵ ∈ {0.01/255, 0.1/255, 6/255, 8/255}
in 2 steps, and a step size of α ∈

{
ϵ
2 ,

ϵ
10

}
. The size of the neighborhood η1 is set to 1e − 4 for

adversarial perturbation on singular values and vectors. We search domain-wise hyperparameters on
the validation set, including λ in the range of [0, 1], β in the range of [1, 12], and ρ in the range of
[0, 1]. The experiments were conducted on one NVIDIA A6000 GPU.

B.3 Evaluation Metric

Clean Few-shot Classification Accuracy. We compute the average accuracy on the query set
across 600 randomly sampled few-shot classification tasks from the test set of each dataset on three
benchmarks.

Adversarial Few-shot Classification Accuracy. To evaluate adversarial robustness, we calculate the
adversarial accuracy of the query set over 600 few-shot classification tasks. For each task, we generate
adversarial examples by employing the PGD-10 attack with l∞-bounded budgets ϵ = 4.5/255 and a
step size α = ϵ

10 on clean images.

C Mathimatical Symbols

Table 5: Meaning of Math Symbols and First Appearance
Symbol Meaning First Appearance
Dseen

tr Source training dataset Sec. 3
Dunseen

test Unseen target datasets Sec. 3
T Task/Episode Sec. 3
S Support set Sec. 3
Q Query set Sec. 3
K Number of images per category in the support set Sec. 3
N Number of categories Sec. 3
M Number of images in the query set Sec. 3
θ Pre-trained weight parameters Sec. 3
W Pre-trained weight matrix Sec. 4.1
r Rank of weight matrix Sec. 4.1
A, B Low-rank adaptors Sec. 4.1
ϵ Perturbation budget Sec. 4.1
α Perturbation step size Sec. 4.1
δ Adversarial perturbation on images Sec. 4.1
δA, δB Adversarial perturbation on low-rank adaptors Sec. 4.2
η1 Size of the neighbourhood Sec. 4.2
η2 Learning rate Sec. 4.2
U , V Singular vectors Sec. 4.2
S Singular values Sec. 4.2
W res Residual weight matrix Sec. 4.2
LCE Cross-Entropy loss Sec. 4.2
DKL Kullback-Leibler divergence Sec. 4.2
λadv Loss function trade-off coefficient Sec. 4.2
ϕ Robust LoRAPool Sec. 4.3
pc Class prototype Sec. 4.3
C Intra-class compactness Sec. 4.3
V Inter-class divergence Sec. 4.3
β, λ Smooth and balance factors Sec. 4.3
ζ Test-time merging coefficient Sec. 4.3
ρ Singular value retaining ratio Sec. 4.3
W ′ Task-specific weights after test-time merging Sec. 4.3
Ŵ Task-specific weights after singular value trimming Sec. 4.3
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D More Analysis on Changes in Singular Values

Figure 3 shows the change in top singular values of the projection weight matrix across multi-head
self-attention layers. It can be observed that our adversarial double-perturbation strategy can help
the model learn to strengthen its principal components to defend against the strongest attacks during
meta-tuning and thus improve generalization and robustness.
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Figure 3: Changes in top singular values of MHA across layers

E Results of Alternative Test-time Merging Strategies

We compare alternative test-time merging strategies using the robust LoRAPool in Table 6. We find
that our method outperforms other alternative approaches.

Table 6: Comparison of AMT with the alternative merging strategies on Meta-Dataset in the
5-way 1-shot setting.

Merging Strategies In-domain Out-of-domain
INet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO Avg

Weight Average 63.96 64.49 40.57 74.23 59.99 57.36 55.73 80.50 59.87 53.04 60.97
Logit Average 65.84 66.05 40.70 78.72 60.79 59.02 57.42 82.41 58.41 55.09 62.44
Linear classifier 67.22 64.60 37.99 77.96 62.65 57.11 56.62 80.23 58.36 56.10 61.89
AMT 68.46 65.75 42.63 79.43 63.10 58.23 55.69 78.93 63.67 56.28 63.22

F Results With Other Pre-traing Methods

We evaluate the effectiveness of our AMT for other pre-training regimes on Meta-Dataset in Table 7.
The results show that AMT achieves consistent performance improvements for various supervised,
self-supervised and robust pre-training methods.

G More Ablation Studies of AMT

Our AMT equips a pre-trained model with a pool of adversarially meta-tuned LoRAs at varying levels
of adversarial perturbation to boost the robust generalization of pre-trained models in out-of-domain
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Table 7: The compatibility of AMT with other pre-training methods on Meta-Dataset in the 5-way
1-shot setting. All methods employ the ViT-Small architecture.

Method In-domain Out-of-domain Avg.INet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

DINO [1] 62.91 59.13 37.11 73.59 60.67 57.57 54.88 78.40 53.62 53.98 59.19
DINO+AMT 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16

∆ +5.89 +12.82 +5.79 +6.36 +2.32 +2.05 +4.18 +6.97 +10.16 +3.16 +5.97

iBOT [2] 65.09 61.57 35.40 70.85 60.36 57.37 54.47 78.04 55.00 55.00 59.32
iBOT+AMT 69.95 69.89 38.84 79.96 61.65 62.35 58.34 79.67 61.88 56.49 63.90

∆ +4.86 +8.32 +3.44 +9.11 +1.29 +4.98 +3.87 +1.63 +6.88 +1.49 +4.58

DeIT [104] 74.23 57.32 35.20 69.36 51.73 56.08 45.52 64.31 53.82 54.64 56.22
DeIT+AMT 81.11 65.50 38.36 75.80 56.53 62.16 53.19 76.09 58.98 58.57 62.63

∆ +6.88 +8.18 +3.16 +6.44 +4.80 +6.08 +7.67 +11.78 +5.16 +3.93 +6.41

AdvPre [28] 58.59 69.40 33.97 61.71 46.41 61.69 45.51 68.18 50.03 52.62 54.81
AdvPre+AMT 73.35 73.72 37.16 69.79 52.41 63.87 49.91 75.62 59.69 56.16 61.17

∆ +14.76 +4.32 +3.19 +8.08 +6.00 +2.18 +4.40 +7.44 +9.66 +3.54 +6.36

few-shot learning. Thus, we perform more ablation studies on LoRAPool design and adversarial
singular value and vector perturbations.

Different designs of robust LoRAPool. We first adopt the uniform strategy to use the average
attack strength (ϵ = 3.5) of AMT’s candidate configurations. Also, we develop a variant, coined
random strategy, to randomly sample one attack budget ϵ for each training task from the same attack
pool of candidate configurations. For a fair comparison with AMT, we meta-tune 4 LoRAs with
different seeds for both the uniform and random strategies. The results are given in Table 8. We
notice that the proposed robust LoRAPool with perturbation-specific parameters effectively avoids
interference between different attacks and significantly enhances the out-of-domain generalization
without in-domain compromise.

Table 8: The influence of attack pool strategy on Meta-Dataset in the 5-way 1-shot setting. Bold
entries indicate the best for each task dataset.

Method In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

Uniform LoRAPool 63.12 73.28 42.45 73.59 59.21 60.22 53.91 80.77 59.47 54.04 62.01
Random LoRAPool 64.30 72.28 43.05 79.03 58.75 60.31 57.15 84.02 60.01 58.07 63.70
Separate LoRAPool 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16

Different perturbation strategies. Unlike SAM [96], which employs clean examples and perturbs
the weight matrices, our method applies adversarial perturbation in the spectral space, specifically
targeting singular values and vectors. The results, reported in Table 9, show that AMT outperforms
SAM by an average of 1.56%, substantiating the effectiveness of our adversarial perturbation strategy.
We additionally compare AMT initialization against the original LoRA initialization, for which we
introduce adversarial perturbations in the weight space. The superior performance, as shown in
Table 10, further validates that the efficacy of our adversarial singular value and vector perturbations
in boosting the model’s generalization capability.

Table 9: Comparison with SAM [96] for the perturbation input and space on Meta-Dataset in the
5-way 1-shot setting. Bold entries indicate the best for each task dataset.

Method Input Space In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

SAM [96] clean Weight 66.50 71.58 42.79 79.83 62.15 59.55 59.18 80.48 56.73 57.18 63.60
AMT adversarial Spectral 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16
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Table 10: The influence of adversarial perturbation space on Meta-Dataset in the 5-way 1-shot
setting. Bold entries indicate the best for each task dataset.

Method In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

LoRA initialization 67.26 71.76 42.90 79.94 62.20 60.09 59.31 80.92 56.70 57.33 63.84
AMT initialization 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16

Table 11: The influence of loss trade-off coefficient λadv on Meta-Dataset in the 5-way 1-shot
setting. Bold entries indicate the best for each task dataset. ⋆ denotes our choice.

(a) Clean Few-shot Accuracy

λadv
In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

0 68.50 70.95 41.53 79.74 62.02 59.29 59.11 84.72 56.14 56.57 63.85
6⋆ 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16
8 67.51 72.23 42.69 79.02 62.63 59.97 58.92 78.10 61.30 57.17 63.96

(b) Adversarial Few-shot Accuracy

λadv
In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

0 22.00 12.58 5.35 21.15 22.96 1.74 10.91 30.66 1.86 8.77 13.80
6⋆ 33.70 42.19 11.72 32.05 32.47 27.45 19.74 41.12 22.79 17.67 28.09
8 31.85 54.77 21.19 34.85 34.20 39.97 26.09 54.79 37.61 24.15 35.95

H Hyper-parameter Studies of AMT

The robust LoRAPool in AMT provides the flexibility to adjust the trade-offs between adversarial
robustness and clean accuracy by modifying the pool components. In Table 11, we conduct additional
experiments to highlight this benefit, using different values of λadv . The results reveal that λadv can
be used to tune LoRAPool’s preference towards either clean or adversarial environments.

To analyze the impact of key hyper-parameters, we conduct experiments with various hyper-parameter
values, yielding several noteworthy observations. The results in Table 12 and 13 suggest that our
model is relatively insensitive to the rank of LoRA and the number of attack steps. Also, the results in
Table 15 justify our choice of top-2. Furthermore, as shown in Table 14, varying the pool size P and
the mean and variance statistics of perturbation budget candidates ϵ demonstrates that a sufficiently
diverse but large pool improves performance.

Table 12: The influence of LoRA rank r on Meta-Dataset in the 5-way 1-shot setting. Bold entries
indicate the best for each task dataset. ⋆ denotes our choice.

r
In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

4 68.55 71.94 42.41 79.69 62.16 60.91 59.27 84.38 63.13 57.72 65.02
8⋆ 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16
16 68.22 72.15 43.34 79.98 62.43 60.86 56.64 83.67 62.97 57.13 64.74
32 68.29 71.96 43.00 81.11 63.07 61.03 59.56 80.50 63.29 57.83 64.96
64 67.39 72.20 43.15 81.21 62.98 60.56 56.74 83.54 62.90 57.13 64.78
128 68.35 72.26 42.74 81.33 63.43 60.62 56.70 83.86 63.25 57.09 64.96

I Comparison with Other Data Augmentation Techniques

Our AMT constructs the robust LoRAPool with adaptive test-time merging to boost the robust
generalization of pre-trained vision transformers in out-of-domain few-shot learning. In this context,
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Table 13: The influence of the number of attack steps on Meta-Dataset in the 5-way 1-shot setting.
Bold entries indicate the best for each task dataset. ⋆ denotes our choice.

Number In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

1 68.06 73.04 42.22 79.73 62.22 60.68 59.21 82.80 61.69 56.70 64.64
2 ⋆ 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16

Table 14: The influence of the pool size P and diversity on Meta-Dataset in the 5-way 1-shot
setting. Bold entries indicate the best for each task dataset. ⋆ denotes our choice.

P ϵ mean ϵ variance In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

1 3.50 0 58.80 67.50 39.63 64.30 54.16 59.54 51.87 78.32 60.44 50.85 58.54
2 3.05 8.70 65.54 72.62 43.39 76.42 62.54 59.69 55.81 82.94 59.51 56.20 63.48
3 2.04 7.86 67.60 72.39 43.14 79.56 60.68 60.62 56.86 85.08 63.88 56.37 64.62
4⋆ 3.53 12.56 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16
5 3.52 10.05 67.18 71.26 42.76 80.32 63.00 61.54 58.53 82.56 61.71 57.32 64.62
6 4.02 11.85 65.73 71.48 42.53 73.99 60.87 59.84 55.46 85.18 60.67 55.93 63.17

Table 15: The influence of top-k on Meta-Dataset in the 5-way 1-shot setting. Bold entries indicate
the best for each task dataset. ⋆ denotes our choice.

top-k In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

1 67.70 70.96 41.59 77.22 62.15 61.05 54.58 81.60 58.24 55.68 63.08
2⋆ 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16
3 68.29 73.11 42.93 80.25 62.73 60.56 58.03 82.94 61.61 57.39 64.78
4 65.97 71.89 42.65 78.50 61.80 60.12 57.43 84.84 61.83 57.38 64.24

we use adversarial attacks, characterized by the size of the perturbation budget, to mimic different
distributional shifts and meta-tune diverse LoRAs. The experiments in the main paper demonstrate
the effectiveness of using adversarial training. In this section, we compare AMT with other data
augmentation methods using a single LoRA (P = 1) for meta-tuning. Specifically, for ALT [102],
we employ a learnable adversarial transformation network consisting of 5 convolutional layers with a
kernel size of 3 and LeakyReLU activation. The adversarial learning rate was set to 5×10−5, with 10
adversarial steps. For the method leveraging an attack candidate pool, we randomly select the attack
budget from candidates for each training task, with ϵ values of 8/255, 6/255, 0.1/255, 0.01/255 for
AMT, and step number of 1, 3, 5, 10 for ALT. As shown in Table 16, static data augmentation [101]
cannot effectively simulate the large domain shifts required for robust generalization across diverse
datasets (e.g., Omniglot). Compared to ALT, our AMT, utilizing only 2 steps of standard pixel-level
adversarial attacks, achieves comparable or superior improvements in generalization for pre-trained
vision transformers on OOD tasks.

Table 16: Comparison with other data augmentation methods on Meta-Dataset in the 5-way
1-shot setting. Single LoRA (P = 1) is used for all methods. Bold entries indicate the best for each
task dataset.

Method In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

RandConv [101] 66.88 60.19 38.09 76.37 63.36 55.71 55.70 78.16 57.34 56.53 60.83
ALT [102] + RandConv [101] 63.98 63.04 40.28 75.32 61.25 58.42 55.86 81.84 58.55 53.70 61.22
ALT [102] attack pool + RandConv [101] 64.20 62.18 40.23 76.19 61.55 57.73 56.07 80.90 59.59 55.13 61.38
AMT attack pool 63.91 65.05 39.44 76.95 58.46 58.35 56.39 82.29 59.56 53.69 61.41
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J Comparison with Other Parameter-Efficient Fine-Tuning Methods

In this section, we compare AMT with other parameter-efficient fine-tuning methods. For FiLM [49],
we implement it after LN layers since there are no BN layers in ViT. We also compare Adapter [91],
using the default bottleneck size of 64. The attack budget ϵ is randomly sampled from the same
candidate pool as AMT for each training task. As shown in Table 17, single Adapter-based and
LoRA-based methods achieve comparable performance in adversarial meta-tuning and outperform
full and FiLM-based meta-tuning. Regarding the FiLM pool [49] and Adapter pool [91], we conduct
additional experiments by setting the pool size to 4 and adopting the same attack pool strategy used in
AMT during adversarial meta-tuning. To estimate the combination coefficients, we follow the method
outlined in FLUTE [32]. Specifically, a classifier is trained in a separate stage to predict which
FiLM or Adapter the input belongs to, taking as input a batch of adversarial examples generated
by attacking different FiLMs or Adapters in the pool. Results show that: 1) The superiority of the
FiLM/Adapter Pool over FiLM/Adapter signifies that our adversarial pool design contributes to the
out-of-distribution performance without compromising in-domain accuracy. 2) Our approach, which
incorporates additional perturbation in singular values/vectors and non-parametric test-time merging
mechanism utilizing the criteria (i.e., Algorithm 2) that adaptively integrates the LoRAPool into
pre-trained weights, enjoys significant performance improvement over FiLM/Adapter Pool. 3) Unlike
the FLUTE-style test-time fine-tuning strategy that requires further tuning of pool components (either
a FiLM or an adapter), our framework shows better compatibility with different test-time fine-tuning
approaches, including LoRA tuning, full fine-tuning [12], and attention scaling [59].

Table 17: Comparison with other parameter-efficient fine-tuning methods on Meta-Dataset in the
5-way 1-shot setting.

Adversarial Test-Time Test-Time In-domain Out-of-domain Avg.Meta-tuning Merging Fine-Tuning ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

Full - - 64.31 62.81 38.46 76.23 60.42 57.99 56.31 81.80 57.31 54.22 60.98
Single FiLM [49] - - 63.23 63.41 37.67 74.41 59.29 57.60 55.23 80.05 58.86 54.57 60.43
Single Adapter [91] - - 64.68 65.32 38.43 75.37 59.68 58.35 55.90 81.69 58.31 54.05 61.18
Single LoRA [25] - - 63.91 65.05 39.44 76.95 58.46 58.35 56.39 82.29 59.56 53.69 61.41

FiLM Pool classifier FiLM [49] 67.45 65.42 37.58 75.02 62.63 59.22 55.09 79.00 60.40 55.69 61.75
Adapter Pool classifier Adapter [91] 67.48 65.33 38.58 80.16 62.76 58.09 57.63 75.23 57.41 54.32 61.70
LoRAPool criteria - 68.80 71.95 42.90 79.95 62.99 59.62 59.06 85.37 63.78 57.14 65.16
LoRAPool criteria LoRA [25] 68.80 80.00 43.49 79.95 62.99 59.62 59.06 85.37 66.42 57.14 66.28
LoRAPool criteria PMF [12] 68.80 77.83 42.90 79.95 63.77 63.72 59.06 85.37 63.87 57.37 66.26
LoRAPool criteria ATTNSCALE [59] 68.80 79.43 42.90 79.95 63.08 65.66 59.06 85.37 64.13 58.24 66.66

K Comparison with the SOTAs in Other Settings on Meta-Dataset

In this section, we demonstrate the effectiveness of the proposed AMT under the variable-way-
variable-shot setting on Meta-Dataset [16]. Table 18 presents the results of in-domain and out-of-
domain few-shot classification. AMT achieves state-of-the-art overall performance in both tuning-free
and test-time fine-tuning settings. Notably, it obtains 17.94% accuracy gain (56.91→ 74.85) on
Omniglot tasks, which exhibit a large domain gap from the training distribution. Furthermore, with
a better starting point for the test-time fine-tuning, our method shows it is promising that a plain
fine-tuning approach can achieve competitive performance, even when compared to complex neural
architecture search (NAS) methods, such as NFTS [106].

Table 18: Comparison with SOTA methods on Meta-Dataset in the variable-way-variable-shot
setting. TTF: test-time fine-tuning, Avg.: Average. Bold entries indicate the best for each task
dataset.

Method Backbone TTF In-domain Out-of-domain Avg.INet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

PM [12] ViT-small - 74.69 56.91 60.5 85.04 84.21 61.54 54.78 94.57 54.21 57.35 68.38
AMT ViT-small - 75.72 74.85 64.87 87.07 85.06 66.97 57.58 95.51 60.55 58.32 72.65
PMF [12] ViT-small Y 74.69 80.68 76.78 85.04 86.63 71.25 54.78 94.57 88.33 62.57 77.53
ETT [58] ViT-small Y 67.4 78.1 79.9 85.9 87.6 71.3 61.8 96.6 85.1 62.3 77.6
NFTS [106] ViT-small Y 71.0 81.9 83.0 85.5 87.6 74.5 62.2 96.0 87.9 62.6 79.2
ATTNSCALE [59] ViT-small Y - 80.9 78.8 86.7 85.8 74.4 59.01 95.9 91.4 61.9 79.4
AMT-FT ViT-small Y 75.72 85.54 80.63 87.07 86.85 75.65 57.58 96.26 92.56 64.49 80.23
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L Few-shot Robustness against Natural Corruptions Under Distribution
Shifts

We take a step further and investigate few-shot robustness against various types of natural visual
corruptions on out-of-domain datasets, reflecting real-world conditions. We adapt ImageNet-C’s
methodology [107] to the Meta-Dataset benchmark by applying each category of corruption to 10
datasets. To be specific, we evaluate robustness against 15 common distortions across 4 categories
(noise, blur, weather, and digital-based corruptions) with 5 severity levels. Figure 4 shows that our
method AMT consistently outperforms previous counterparts across various common corruptions,
demonstrating superior robustness. The ability of AMT to handle natural corruptions underscores its
potential in practical applications, particularly in environments where robustness to visual corruption
is critical, such as autonomous driving and medical image analysis.

Gaussian Noise Shot Noise Impulse Noise30

35

40

45

50

55

60

A
cc

ur
ac

y 
(%

)

Noise

Defocus Blur Glass Blur Motion Blur Zoom Blur30

35

40

45

50

55

60

A
cc

ur
ac

y 
(%

)

Blur

Snow Frost Fog Brightness30

40

50

60

70

A
cc

ur
ac

y 
(%

)

Weather

Contrast Elastic Transf. Pixelate JPEG30

35

40

45

50

55

60

A
cc

ur
ac

y 
(%

)

Digital

PM StyleAdv AMT PMF AMT-FT

Figure 4: The robustness averaged over Meta-Dataset datasets of different methods in the 5-way
1-shot setting. Robustness is evaluated against 15 common distortions across four categories with
varying severity levels.

M More Adversarial Robustness Evaluations Under Distribution Shifts

To show the effectiveness of our method for boosting adversarial robustness generalization, we
conduct more robustness evaluations against unseen threat models and the stronger AutoAttack [100].

M.1 Adversarial Robustness against AutoAttack

To measure adversarial robustness against AutoAttack [100] under distribution shifts, we ground
our method and the baseline on the adversarially pre-trained ViT-Small [28]. The APGD with cross-
entropy and targeted DLR loss, FAB-attack and the Square Attack are used to generate adversarial
examples on 100 sampled 5-way 1-shot tasks for each dataset. We adopt ℓ∞-bounded perturbations
with a radius of ϵ∞ = 4/255. The results, shown in Table 19, indicate that our method AMT
consistently boosts adversarial generalization across domains, even under the stronger AutoAttack,
improving both in-domain and out-of-domain robust accuracy.

Table 19: Few-shot classification adversarial robust accuracy of AutoAttack [100] on Meta-
Dataset in the 5-way 1-shot setting.

Method In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

PM [12] 29.36 36.52 3.88 15.06 14.20 29.80 3.61 20.48 10.26 8.26 17.14
AMT 39.96 61.48 8.88 24.04 23.12 51.48 11.09 44.76 23.20 22.00 31.00

M.2 Adversarial Robustness against Unseen Attacks

The robust LoRAPool is constructed by adversarial meta-tuning with ℓ∞-bounded perturbations on
the source domain ImageNet. To evaluate the adversarial generalization against unseen attacks under
distribution shifts, we use the same meta-tuned LoRAPool and employ PGD-10 attacks constrained
by both ℓ∞ and ℓ2 norms with varying perturbation budgets ϵ. Specifically, we sample 600 5-way
1-shot tasks for each dataset and generate adversarial examples using 10 steps of PGD with the step
size ϵ/10 for ℓ∞ and ϵ/8.5 for ℓ2 attacks, respectively. The results, shown in Table 20, demonstrate
that our method, AMT, significantly enhances adversarial robustness against unseen attacks under
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various domains for pre-trained vision transformers. Also, compared with the previous style-based
adversarial few-shoe learning method, StyleAdv [86], our AMT achieves an ℓ∞ and ℓ2-robustness
improvement of 14.76% and 13.36% in average without compromising in-domain performance.

Table 20: Few-shot classification adversarial ℓ∞, ℓ2-robust accuracy at different radii ϵ on
Meta-Dataset in the 5-way 1-shot setting. The evaluated models are trained on the single source
domain ImageNet. Bold entries indicate the best for each task dataset.

Method In-domain Out-of-domain Avg.ImageNet Omglot Acraft CUB DTD QDraw Fungi Flower Sign COCO

ℓ∞(ϵ∞ = 8/255)

PM [12] 9.28 0.16 0.50 5.53 13.77 0.02 3.30 7.65 0.43 3.66 4.43
StyleAdv [86] 5.27 1.20 0.66 3.61 13.56 0.05 4.12 9.15 0.59 3.34 4.16
AMT 13.75 33.99 5.52 12.52 19.91 17.57 7.92 21.35 10.82 6.72 15.01

ℓ∞(ϵ∞ = 6/255)

PM [12] 15.37 1.34 1.96 12.12 18.91 0.20 6.94 14.75 1.02 6.52 7.91
StyleAdv [86] 10.47 5.13 2.36 9.17 19.22 0.30 8.45 18.26 1.43 6.01 8.08
AMT 23.56 43.76 7.45 22.18 25.16 26.69 13.21 33.52 18.52 11.81 22.59

ℓ∞(ϵ∞ = 4/255)

PM [12] 26.64 9.59 6.84 26.03 27.72 1.71 15.11 28.91 2.89 11.55 15.70
StyleAdv [86] 19.77 19.02 7.46 20.93 27.92 2.28 17.22 35.01 3.89 11.13 16.46
AMT 35.03 53.51 17.98 37.53 35.22 37.92 23.66 50.10 29.32 21.58 34.19

ℓ∞(ϵ∞ = 2/255)

PM [12] 43.37 20.35 18.19 49.61 42.02 14.55 31.05 53.08 10.91 23.27 30.64
StyleAdv [86] 34.87 32.79 19.03 40.64 40.11 17.55 32.02 58.68 13.35 22.36 31.14
AMT 52.36 62.79 29.52 58.70 46.25 50.24 37.28 70.69 44.12 33.15 48.51

ℓ∞(ϵ∞ = 1/255)

PM [12] 54.19 33.69 26.65 63.37 50.90 34.67 42.94 67.23 25.04 35.81 43.45
StyleAdv [86] 45.17 42.75 28.40 53.42 47.71 36.59 42.08 70.92 28.09 32.93 42.81
AMT 59.20 66.99 34.78 69.36 52.97 53.05 46.13 76.53 52.56 44.78 55.63

ℓ2(ϵ2 = 5)

PM [12] 5.26 0.16 0.17 1.25 9.27 0.09 1.04 3.11 0.22 1.98 2.26
StyleAdv [86] 2.54 0.69 0.25 0.84 8.45 0.08 1.60 3.87 0.22 1.76 2.03
AMT 7.15 17.60 2.53 3.11 14.27 7.88 3.80 12.07 4.98 3.69 7.71

ℓ2(ϵ2 = 3)

PM [12] 13.93 1.49 2.02 6.73 17.19 0.56 5.04 11.88 0.89 5.78 6.55
StyleAdv [86] 9.20 4.68 2.20 6.37 17.81 0.61 7.23 15.82 1.30 5.49 7.07
AMT 18.02 35.84 7.86 14.52 23.35 23.40 10.61 32.73 16.69 10.13 19.32

ℓ2(ϵ2 = 2)

PM [12] 24.56 6.54 6.13 17.75 25.77 1.92 12.00 24.38 2.42 10.63 13.21
StyleAdv [86] 18.01 14.32 6.69 16.35 26.62 2.19 15.41 31.76 3.39 10.43 14.52
AMT 31.52 47.48 16.25 27.61 33.76 35.64 21.68 48.23 27.75 21.98 31.19

ℓ2(ϵ2 = 1)

PM [12] 41.45 18.88 17.14 42.83 40.72 11.72 28.43 49.03 9.88 22.18 28.23
StyleAdv [86] 33.50 31.68 18.23 36.81 39.39 14.25 30.58 56.26 12.52 21.63 29.49
AMT 49.35 59.28 28.39 46.40 45.56 48.45 35.88 66.25 43.32 35.93 45.88

ℓ2(ϵ2 = 0.5)

PM [12] 52.67 30.98 25.96 60.04 50.26 32.08 41.43 65.27 24.17 34.94 41.78
StyleAdv [86] 44.95 41.73 27.74 51.33 47.34 34.66 41.28 69.75 27.62 32.41 41.88
AMT 58.78 65.51 33.06 65.31 53.15 52.39 44.93 77.03 52.29 44.79 54.72
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We evaluate the effectiveness of our method on three benchmarks.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See the Section 6 for details.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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• The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We elaborate our implementation details and evaluation metrics in Ap-
pendix B.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We use public datasets, and we provide the dataset details in Appendix B.1.
We have released the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
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including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We include the training details and evaluation metrics in Appendix B.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The variance of experimental results is smaller than the gap between different
methods.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
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Justification: We include details in Appendix B.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We conform with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite the original paper for datasets used and include dataset details in
Appendix B.1.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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