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Abstract

User intentions are typically formalized as evaluation rewards to be maximized
when fine-tuning language models (LMs). Existing alignment methods, such as
Direct Preference Optimization (DPO), are mainly tailored for pairwise preference
data where rewards are implicitly defined rather than explicitly given. In this paper,
we introduce a general framework for LM alignment, leveraging Noise Contrastive
Estimation (NCE) to bridge the gap in handling reward datasets explicitly annotated
with scalar evaluations. Our framework comprises two parallel algorithms, NCA
and InfoNCA, both enabling the direct extraction of an LM policy from reward data
as well as preference data. Notably, we show that the DPO loss is a special case
of our proposed InfoNCA objective under pairwise preference settings, thereby
integrating and extending current alignment theories. By comparing NCA and
InfoNCA, we demonstrate that the well-observed decreasing-likelihood trend of
DPO/InfoNCA is caused by their focus on adjusting relative likelihood across
different responses. In contrast, NCA optimizes the absolute likelihood for each
response, thereby effectively preventing the chosen likelihood from decreasing. We
evaluate our methods in both reward and preference settings with Mistral-8×7B and
7B models. Experiments suggest that InfoNCA/NCA surpasses various preference
baselines when reward datasets are available. We also find NCA significantly
outperforms DPO in complex reasoning tasks like math and coding. Code: https:
//github.com/thu-ml/Noise-Contrastive-Alignment.

1 Introduction

Aligning pretrained Language Models (LMs) with scalar rewards that reflect human intentions is
crucial for enhancing their ability to follow instructions [35, 25]. These rewards can be given either
explicitly or implicitly. Explicit rewards can be scalar ratings of human annotators or advanced models
like GPT-4, while implicit rewards are usually preference labels assigned to pairwise responses.

One effective approach for aligning LMs with preference data is Direct Preference Optimization
(DPO, [33]). DPO applies a reward training loss but parameterizes the reward model as the response
likelihood ratio between two LMs, allowing for training reward models and extracting LM policies
simultaneously. This approach is more streamlined and thus more favorable compared with traditional
Reinforcement Learning (RL) methods [26], which typically require a two-stage training process:
first training reward models, then extracting LM policies.

Despite its simplicity and effectiveness, DPO is only tailored for preference data (x → {yw > yl}).
When multiple responses are available, directly assigning a scalar reward to each response is usually
more convenient and efficient than comparing them in a pairwise manner. The resulting reward
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Figure 1: InfoNCA/NCA allows direct LM opti-
mization for both reward and preference data.
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Figure 2: Pairwise NCA prevents chosen likeli-
hood from decreasing while DPO cannot.

datasets (x → {yi, ri}1:K), however, cannot be directly leveraged for DPO training. Previous work
[40] usually prunes reward datasets by selecting the best response and pairing it with a random
remaining one. This is suboptimal as all reward values and additional dispreferred responses are
thrown away in its data-preprocessing process.

To address this issue, we present InfoNCA, an alignment method that allows directly extracting LM
policies from both reward datasets and preference datasets with arbitrary response numbers (Figure 1).
Notably, InfoNCA subsumes DPO loss as a special case under pairwise preference settings and can
thus be seen as a natural extension of DPO (Sec. 3.2). With strong theoretical guarantees, we show
DPO is a binary classification loss while InfoNCA is its multi-category version (Figure 3). However,
unlike DPO which is built upon assumptions of Bradley-Terry models or Plackett-Luce models,
InfoNCA is strictly derived from Information Noise Contrastive Estimation (InfoNCE, [24]), an
established contrastive method that is widely applied in language and visual representation learning
[31]. This closes the theoretical gap between current preference alignment methods and classic
contrastive learning frameworks.

A well-observed problem with DPO is that the likelihood of the preferred response tends to decrease
throughout training [27, 32]. Similar trends are shared by InfoNCA. We find this issue arises
mainly from InfoNCA/DPO’s focus on adjusting the relative likelihood across different responses
per instruction. In Sec. 4, we propose NCA as an alternative alignment method to InfoNCA to
mitigate this problem. NCA differs from InfoNCA by only loss definition and is also suitable for both
preference and reward datasets. However, NCA is built on NCE [14], a parallel contrastive learning
algorithm to InfoNCE, which optimizes the absolute data likelihood during training. In practice,
NCA effectively prevents the chosen likelihood from decreasing (Figure 2).

We evaluate our methods on Mistral-7B and 8×7B models from two dimensions. When reward
datasets [9] are available, we show that directly applying our reward-based alignment offers clear
improvement compared with preference-based algorithms, achieving higher evaluation rewards in
GPT-4 [47, 19] evaluations. We further validate this improvement comes from InfoNCA/NCA’s
ability to fully leverage the additional suboptimal responses. When only preference data is given
[44], we compare pairwise NCA against the DPO loss. Our experimental results spanning various
benchmarks show that NCA outperforms DPO in complex reasoning tasks such as math and coding.

Our main contributions: 1. We bridge the theoretical gap between DPO and classic contrastive
learning theories. InfoNCA and NCA are uniquely suited for both reward and preference data,
offering a general framework that integrates preference-based algorithms. 2. We show that suboptimal
responses are also important for LM optimization. Our method outperforms various preference
methods by fully exploiting data information in reward datasets. 3. NCA effectively mitigates the
data likelihood decline issue of DPO and offers practical performance improvement.

2 Background: Direct Preference Optimization

LM alignment is essentially a constrained policy optimization problem:

max
πθ

Ep(x)

[
Eπθ(y|x)r(x, y)− αDKL (πθ(·|x)||µ(·|x))

]
, (1)

where µ represents the pretrained LM. x and y are respectively instructions and responses. r is a
reward function that reflects human intentions. α is some temperature coefficient. Prior work [30, 29]
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has proved that the optimal solution for the optimization problem in Eq. 1 is:

π∗(y|x) = µ(y|x)e
r(x,y)/α

Z(x)
∝ µ(y|x)er(x,y)/α. (2)

Direct Preference Optimization (DPO) [33] assumes we only have access to some pairwise preference
data x → {yw > yl} for each instruction x. The preference probability of human annotators is
modeled by a learnable implicit reward model rθ under Bradley-Terry theories [2]:

πθ(yw > yl|x) := σ(rθ(yw, x)− rθ(yl, x)),

where σ is the sigmoid function. To learn rθ, DPO simply adopts a binary classification loss:

LDPO = −E{x,yw>yl} log σ(rθ(yw, x)− rθ(yl, x)). (3)

In practice, the latent function rθ is parameterized by the log-likelihood ratio between πθ and µ:

rθ(x, y) := β log
πθ(y|x)
µ(y|x)

,

where β a linear coefficient for scaling rθ. This parameterization is crucial because it ensures
πθ(y|x) ∝ µ(y|x)erθ(x,y)/β constantly hold. It transforms generative policy optimization into a
simple discriminative classification task: When rθ = r and β = α are satisfied, we naturally have
πθ = π∗.

3 InfoNCA: Extending DPO from Preference to Explicit Rewards

Compared with constructing preference datasets, annotating each response with scalar rewards can
be more flexible and convenient. Preference methods are only suitable for pairwise data (x → {yw >
yl}) and would require C2

K evaluations for comparing K responses. In contrast, reward datasets
(x → {yi, ri}1:K) allow an arbitrary number of responses per prompt with K evaluations.

Despite its simplicity in handling preference data, DPO is not tailored for reward datasets. We
introduce a new alignment method termed InfoNCA to mitigate this gap. We first strictly derive
InfoNCA in Sec. 3.1. We show that reward alignment can be solved by constructing a classification
problem to identify the optimal response from multiple candidates. We then demonstrate that
InfoNCA subsumes DPO as a special case and thus is a natural extension of DPO (Sec. 3.2).

3.1 Reward Alignment through Multi-Class Classification

In essence, DPO represents response rewards as LM likelihoods and constructs a binary classification
task for learning the reward model. Given that there are more than two (K > 2) responses per prompt
in reward datasets, we seek to construct a multi-class classification task for learning reward models
from explicit rewards instead of preference labels. We begin by formally defining this task:

Consider a batch of K responses {yi}1:K for an instruction x. {yi}1:K consists of one optimal
response yν that is sampled from π∗(y|x) ∝ µ(y|x)er(x,y)/α, and K − 1 suboptimal noises indepen-
dently sampled from µ(y|x). ν ∈ 1 : K is the random index of that optimal response. Our goal is to
identify which of the K candidates is yν , given only reward labels r(yi) for each response.

Intuitively, the response with higher rewards should have a higher probability of being the target
response. This intuition can be more rigorously expressed:

Proposition 3.1 (proof in Appendix A.1). Given the above K response candidates and their respec-
tive rewards, the posterior probability for the ν-th response being drawn from π∗ is

p(ν|x, {yi}1:K) =
er(x,yν)∑K
i=1 e

r(x,yi)
. (4)

This finding is highly appealing because it shows response optimality is solely related to response
rewards. This allows us to conveniently train reward models rθ via maximum likelihood (MLE).

3
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Figure 3: DPO, InfoNCA, and NCA all optimize LLM through classification tasks. DPO compares
two responses and tells which one is preferred. InfoNCA compares multiple responses and identifies
the one sampled from π∗ (Sec. 3.1). NCA predicts the model source of a single response (Sec. 4.1).

Theorem 3.2 (InfoNCA, proof in Appendix A.1). We define π∗(y|x) ∝ µ(y|x)er(x,y)/α and
πθ(y|x) ∝ µ(y|x)erθ(x,y). For any K > 1, α > 0, we have:

(a) Equivalent objective. The MLE objective for training rθ has an equivalent form:

max
θ

Ep(x,{yi}) log pθ(ν|x, {yi}) ⇔ min
θ

−Ep(x)
∏

µ(yi|x)

K∑
i=1

[
er(x,yi)/α

Z(x)
log

erθ(x,yi)∑K
j=1 e

rθ(x,yj)

]
, (5)

where Z(x) = Eµ(y|x)e
r(x,y)/α.

(b) Optimal solution. Assume unlimited model capacity. The optimal rθ∗ and πθ∗ for solving (5) are

rθ∗(x, y) = r(x, y)/α+ C(x),

and πθ∗(y|x) = π∗(y|x) ∝ µ(y|x)er(x,y)/α,

where C(x) is an arbitrary function conditioning on x.

In practical implementation of Eq. 5, we estimate Z(x) ≈ 1
K

∑
erj/α and parameterize rθ(x, y) :=

β log πθ(y|x)
µ(y|x) following DPO (Eq. 2). The loss function becomes

LInfoNCA
θ (x, {yi, ri}1:K) = −

K∑
i=1

[ eri/α∑K
j=1 e

rj/α︸ ︷︷ ︸
soft labels

log
e

model logits︷ ︸︸ ︷
rθ(x,yi)∑K

j=1 e
rθ(x,yj)︸ ︷︷ ︸

predicted probability

]
rθ(x,y):=β log

πθ(y|x)

µ(y|x)

. (6)

The loss function in Eq. 6 is termed InfoNCA, where A stands for Alignment. This naming reflects its
functional similarity to the Infomation Noise Contrastive Estimation (InfoNCE, [24]). Both methods
transform generative modeling problems into classification tasks by contrasting multiple data points.

How does InfoNCA work? InfoNCA loss (Eq. 6) can be seen as a K-category cross-entropy loss.
The soft label is calculated by dataset rewards through a softmax operation. The model’s predictions
are represented by learned reward rθ. The loss reaches 0 when rθ∗(x, y) = r(x, y)/α+ C(x).

3.2 InfoNCA Subsumes DPO as A Special Case

Below we show that DPO is a special case of InfoNCA asymptotically. Specifically, setting response
number K = 2 and reward temperature α → 0, we can fully recover the DPO objective:

LInfoNCA
θ (x, {yi, ri}1:K) = −

K∑
i=1

[
1(ri = rmax) log

erθ(x,yi)∑K
j=1 e

rθ(x,yj)

]
(α → 0)

= − log
erθ(x,yw)

erθ(x,yw) + erθ(x,yl)
(K = 2, suppose rw > rl)

= − log σ(rθ(x, yw)− rθ(x, yl)) (DPO loss, Eq. 3)
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Alignment Method InfoNCA (Sec. 3) NCA (Sec. 4)

Modeling Target π∗(y|x) ∝ µ(y|x)er(x,y)/α

Model Definition πθ(y|x) ∝ µ(y|x)erθ(x,y) πθ(y|x) = µ(y|x)erθ(x,y)

Reward Dataset x → {yi, ri}1:K

Loss (K>1,α>0) −
∑K

i=1

[
eri/α∑
j erj/α

log erθ(x,yi)∑
j erθ(x,yj)

]
−
∑K

i=1

[
eri/α∑
j erj/α

log σ(rθ(x, yi)) +
1
K log σ(−rθ(x, yi))

]
Preference Dataset x → {yw > yl}
Loss (K=2, α→0) − log σ(rθ(x, yw)− rθ(x, yl))(DPO) − log σ(rθ(x, yw))− 1

2

∑
y∈{yw,yl} log σ(−rθ(x, y))

Loss Type InfoNCE loss [24] NCE loss [14]

Optimizing Target relative value of log likelihood ratio absolute value of log likelihood ratio

Optimal rθ∗(x, y) r(x, y)/α+ C(x) r(x, y)/α− logEµ(y|x)e
r(x,y)/α

rθ∗(x, ybest) ≥ 0 ? not guaranteed "

Table 1: Comparison of NCA and InfoNCA algorithm for aligning language models. Both reward
loss and pairwise preference loss are given. We provide pseudocode in Appendix B.

Empirical effect for varying hyperparameter K and α. As indicated by the derivation above, the
root difference between preference-based and reward-based methods lies in the choices of K and α.

K affects how accurately we can estimate the partition function Z(x) ≈
∑K

j=1 e
rj/α in Eq. 5. In

practice, we find larger K can lead to better performance (Sec. 5.1). α indicates a trade-off between
diversity and optimality. At a → 0, the InfoNCA loss increases the likelihood only for the optimal
response and decreases it for all other responses, turning the reward dataset x → {yi, ri} into a
preference dataset x → {yw > yl}. We provide ablation studies of α and β in Appendix D.

4 NCA: Fixing Decreased Response Likelihood Issue for InfoNCA

A well-observed issue with DPO is that the likelihood of all responses continually decrease throughout
training [27, 32]. We find InfoNCA shares this trend due to their inherent equivalence. Decreased
data likelihood is concerning because it directly contradicts the maximum likelihood objective for
supervised training and may eventually harm performance [44].

We hypothesize the main cause of this decreasing likelihood is that InfoNCA methods only adjust
relative rewards among responses, rather than optimizing their absolute value. To address this
problem, we take inspiration from NCE, another contrastive learning method parallel to InfoNCE,
and propose NCA(lignment) (Sec. 4.1). Similar to InfoNCA, NCA can also guarantee convergence to
the optimal LM policy under ideal conditions (Theorem 4.2). However, it directly learns the absolute
reward for each response, thereby counteracting the decreasing likelihood trend (Sec. 4.2).

4.1 Reward Alignment through Absolute Reward Prediction

To avoid optimizing relative rewards across multiple responses, we construct a binary classification
task that deals with a single response.

Specifically, imagine sampling a response y randomly from either the optimal LM π∗(y|x) =

µ(y|x) e
r(x,y)/α

Z(x) , or the pretrained LM µ(y|x). The marginal probability of y is p(y|x) := 1
2µ(y|x) +

1
2π

∗(y|x). Our goal is to guess its model source when given a response y and its reward r(y).

Proposition 4.1 (proof in Appendix A.2). Let a binary variable ν = 1 indicates the response y is
sampled from π∗. The posterior probability of the distribution source given the response y satisfies:

p(ν = 1|x, y) = π∗(y|x)
µ(y|x) + π∗(y|x)

=
er(x,y)/α

Z(x) + er(x,y)/α
. (7)

Note that p(ν|x, y) is related to the partition function Z(x). In order to represent model
likelihood pθ(ν|x, y) by only employing rθ similarly to Proposition 3.1, we have to redefine
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πθ(y|x)=µ(y|x)erθ(x,y) by absorbing Zθ into rθ. Then we have

pθ(ν = 1|x, y) = πθ(y|x)
µ(y|x) + πθ(y|x)

= σ(rθ(x, y)). (8)

Similarly to Theorem 3.2, we can derive a MLE-based training objective for optimizing rθ.
Theorem 4.2 (NCA, proof in Appendix A.2). Let α > 0, we have the maximum likelihood objective:

(a) Equivalent objective.

max
θ

Ep(x,y) log pθ(ν|x, y) ⇔ min
θ

−Ep(x)µ(y|x)

[er(x,y)/α
Z(x)

log σ(rθ(x, y)) + log σ(−rθ(x, y))
]
, (9)

where Z(x) = Eµ(y|x)e
r(x,y)/α.

(b) Optimal solution. Assume unlimited model capacity. The optimal rθ∗ and πθ∗ for solving (9) are

rθ∗(x, y) = r(x, y)/α− logEµ(y|x)e
r(x,y)/α, (10)

and πθ∗(y|x) ∝ µ(y|x)er(x,y)/α.

For reward datasets (x → {yi, ri}1:K), we estimate Z(x) ≈
∑K

i=1 e
ri/α in Eq. 9 and construct rθ

similarly to InfoNCA:

LNCA
θ (x, {yi, ri}1:K) = −

K∑
i=1

[
eri/α∑K
j=1 e

rj/α︸ ︷︷ ︸
softmax weight

log σ(rθ(x, yi))︸ ︷︷ ︸
optimizer ↑

(increasing force)

+
1

K
log σ(−rθ(x, yi))︸ ︷︷ ︸

regularizer ↓
(decreasing force)

]
rθ(x,y):=β log

πθ(y|x)

µ(y|x)

(11)

How does NCA work? The loss function for NCA involves two opposing forces that jointly
determine the trend of increasing or decreasing rθ(x, y). Since log σ(·) is a monotonically increasing
function, the first term in Eq. 11 tends to increase rθ(x, y) while the second term tends to decrease it.

At the start of training, when rθ = −rθ = 0, the direction of the combined force for rθ is decided by
the difference in their weights, expressed as eri/α∑K

j=1 erj/α
− 1

K . Responses with higher rewards would,

in principle, attain higher likelihood after training.

4.2 Connection between NCA and InfoNCA/DPO

Although both NCA and InfoNCA originate from solving a noise contrastive classification problem,
their optimization targets are markedly different (Table 1).

InfoNCA and DPO both calibrate relative values of reward models across various responses {yi}1:K
for an instruction x. In other words, the absolute value of rθ(x, y) is not directly constrained. This can
lead to some counterintuitive behaviors. For instance, the learned reward for even the highest-reward
response could decrease over time without contradicting the loss definition, as long as the reward
margin keeps increasing. This could lead to poor performance or training instability (Sec. 5.2).

In contrast, NCA specifically focuses on optimizing absolute values of the reward model. This
characteristic is determined by its model definition: πθ(y|x)=µ(y|x)erθ(x,y), where rθ has to be
self-normalized: Eµ(y|x)e

rθ(x,y) = 1. In practice, NCA effectively prevents the likelihood of the
preferred responses from decreasing. We find this is particularly helpful for math and coding tasks.

5 Experiments

We mainly seek to answer two questions in our experiments:

1. If we have access to reward-annotated datasets with >2 responses per prompt, does InfoNCA
or NCA offer empirical improvement compared with preference-based approaches that
simply prune reward datasets into preference datasets? (Sec. 5.1)

2. If only pairwise preference data is available, when should one choose NCA over DPO?
What benefits does NCA offer? (Sec. 5.2) Note that InfoNCA is exactly DPO in this setting.
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Name Annotation Type MT-bench AlpacaEval Win vs. DPO

B
as

el
in

e

Mixtral-7B-sft SFT Data 6.45 85.20 -
+KTO [11] Preference 7.12 91.93 -
+IPO [1] Preference 7.45 90.62 -
+DPO (Zephyr-β) Preference 7.34 90.60 50.0
+DPO×3 Preference 7.22 91.60 58.1
+DPO×C2

4 Preference 7.38 90.29 48.1
O

ur
s +InfoNCA Reward 7.63 92.35 56.9

+NCA Reward 7.52 90.31 59.4

R
ef

er
en

ce Mixtral-ORPO-β Preference+SFT 7.32 91.41 -
Mistral-7B-instruct SFT Data 6.84 92.78 -
LLaMA2-chat-70b Reward Model 6.86 92.66 -
GPT-4 Reward Model 9.18 93.78 -

Table 2: Comparison between reward-based methods (InfoNCA, NCA) and preference-based methods
(DPO, IPO, etc.) in LLM alignment. We focus on the general instruction-following abilities of
each method measured by GPT-4 evaluations and human preference. The highest number in each
benchmark is bolded and the second highest is underlined.

5.1 Aligning Language Models with Explicit Rewards

Reward dataset and Evaluation metric. We consider UltraFeedback [9], an instruction-following
dataset annotated by GPT-4. This dataset comprises ∼64k instructions. Each instruction has 4
responses generated by various LMs. GPT-4 rates each response with a scalar reward on a scale
of 0-10. Prior research indicates that these GPT-4 rewards closely align with human annotations
[47], establishing them as an efficient, cost-effective alternative to human feedback. In order to align
exactly with the definition of dataset rewards, we similarly choose well-acknowledged GPT4-based
benchmarks like MT-bench [47] and AlpacaEval [19] for evaluation. Human preference studies are
also conducted on evaluation prompts from MT-bench. The rating system is in Appendix C.

InfoNCA and NCA outperform preference-based methods given reward dataset. To handle
reward datasets with K > 2 responses per instruction, one approach is to simply prune them into
pairwise data and apply preference learning like DPO. For instance, Zephyr [40] selects the highest-
reward response and a random remaining one from UltraFeedback for each instruction. This procedure
discards two additional suboptimal responses in the dataset as well as their reward information.

In Table 2, we fine-tune a Mistral-7B model on UltraFeedback and compare InfoNCA/NCA against
the DPO baseline. Results show that our methods outperform preference baselines. This improvement
can be attributed to InfoNCA/NCA’s ability to exploit all information in the reward dataset.

Method K=2 K=3 K=4

InfoNCA (MT-bench) 73.8 75.9 76.3
InfoNCA (Alpaca) 90.7 90.2 92.4
NCA (MT-bench) 73.2 73.3 75.2
NCA (Alpaca) 89.9 90.3 90.3
Average 81.9 82.4 83.5 0.0 0.5 1.0 1.5 2.0

KL( || )

6.5

7.0

7.5

M
T-

be
nc

h 
Sc

or
e 

   

K=2
K=4

Figure 4: More suboptimal responses can also increase LLM’s instruction-following ability. We
fix the highest-reward response in the UltraFeedback dataset and ablate the number of suboptimal
responses per prompt, resulting in different contrastive response numbers K during training. Left:
Evaluation results under the same set of hyperparameters. Right: Performance-KL trade-off under
various α and β. Each dot represents an independent experiment trained for 1 epoch.

Suboptimal responses are also important. Previous practices always ensure selecting the highest-
performing response when constructing preference data. The assumption behind this strategy is
that the dataset’s best-performing response determines the upper limit of alignment performance.
However, our experiments contradict this assumption. Results in Figure 4 indicate that extra subop-
timal responses can also be advantageous for policy training. Specifically, we observe consistent
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Model Reasoning Coding Math Avg.BBH (CoT) LeetCode HumanEval GSMPLUS MATH TheoremQA SVAMP ASDiv

Mixtral-7B-SFT 60.9 3.3 28.1 28.5 5.8 7.0 26.9 35.8 24.5
+ DPO 61.7 = 2.2 ↓ 31.7 = 12.1 ↓ 6.4 9.8 34.1 46.1 25.5
+ NCA = 60.8 ↓ 3.3 = 26.8 ↓ 32.3 11.7 11.0 65.3 74.3 35.7

Mixtral-8×7B-SFT 75.6 16.7 61.0 57.6 40.1 25.9 85.9 87.5 56.3
+ DPO = 74.9 ↓ 17.2 = 47.6 ↓ = 55.8 ↓ = 35.3 ↓ 26.9 = 67.3 ↓ = 75.7 ↓ =50.1↓
+ NCA 75.6 21.1 62.8 61.5 41.6 26.9 86.8 86.9 57.9

Table 3: Alignment results for UltraInteract. We mark numbers that have decreased (↓) after training.

performance improvements when increasing the number of data responses from K = 2 to K = 4 for
both InfoNCA and NCA algorithms, across various hyperparameters.

Combinatorial DPO are suboptimal solutions. Regarding the performance improvement offered by
more suboptimal responses, one might predict that applying the DPO to a combinatorially constructed
preference dataset would yield results comparable to NCA/InfoNCA. To investigate this, we examined
two variants of DPO that utilize all available responses in UltraFeedback.

DPO×3: We pair the highest-performing response with each of the remaining three separately.

DPO×C2
4 : We sum up all DPO loss possibilities for two out of the four responses.

Our experiments, detailed in Table 2, reveal that naively applying combinatorial DPO loss to leverage
all response information underperforms InfoNCA/NCA. The DPO×3 shows some benefit, while
DPO×C2

4 is harmful compared with simple data pruning. This is expected because InfoNCA and
NCA possess theoretical guarantees (Theorem 3.2 and Theorem 4.2) that ensure convergence to the
optimal LM policy whereas combinatorial preference methods do not.

5.2 NCA vs. DPO in Aligning Language Models with Pairwise Preference

In previous experiments, our focus is on the reward dataset with K > 2 responses per prompt
(x → {yi, ri}1:K). However, at present most alignment datasets are pairwise (x → {yw > yl}),
making it essential also to evaluate our proposed methods in pairwise preference settings.

Since InfoNCA is equivalent to DPO when only pairwise preference data is available (Sec. 3.2), we
will focus on comparing and clarifying the differences between the DPO and NCA algorithms.

Preferecne dataset and evaluation metrics. We consider fine-tuning Mistral-7B and Mistral-8×7B
models on UltraInteract [44], a pairwise alignment dataset specifically designed for complex reasoning
tasks. Before alignment, we perform SFT on UltraInteract’s preferred responses for the 8×7B model
and use the existing Mistral-SFT model in Sec. 5.1. We evaluate the model’s performance in various
challenging tasks. This includes BBH-Hard [39] for CoT reasoning, HumanEval [4] and LeetCode
[12] for coding, GSM-Plus [18], MATH, TheoremQA [6], SVAMP [28], and ASDiv [22] for math.

DPO may hurt reasoning performance while NCA helps. Results are presented in Table 3. Overall,
NCA consistently outperforms DPO in various benchmarks. Notably, we observe DPO hurts the
overall performance in most reasoning tasks regarding the Mixtral-8×7B-SFT model. This indicates
that DPO might not be suitable for improving reasoning abilities, which echoes findings in concurrent
work [44]. In contrast, NCA shows clear improvement on both the 7B and 8×7B models.
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Figure 5: Comparision of data likelihood between InfoNCA/DPO and NCA.

NCA prevents the chosen-likelihood from decreasing. What distinct optimization characteristics
could cause performance differences between pairwise NCA and DPO? To understand this, we
empirically inspect how the data likelihood changes during training. As shown in Figure 5. The
likelihood of preferred responses interestingly decreases after DPO training and increases for NCA
training. This pattern is consistent across both preference and reward learning. The decreasing chosen-
likelihood trend is concerning because it directly contradicts the maximum-likelihood objective used
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Figure 6: NCA is more robust to hyperparameter changes and KL derivations. Left: Ablation results
of α and β for UltraFeedback-binarized. Right: Results for UltraFeedback-reward (K = 4).

during the SFT stage. This drawback is exacerbated in reasoning tasks, where the preferred response
is often the ground truth answer. Consequently, we hypothesize that NCA’s superior performance in
reasoning tasks is due to its ability to avoid decreasing chosen likelihood.

Since DPO is essentially a specialization of InfoNCA, their contrasting likelihood trends can be
explained theoretically. As we have elaborated in Sec. 4.2, NCA adjusts the absolute likelihood
of data, while DPO/InfoNCA only considers relative likelihood across different responses. Thus, a
declining chosen likelihood directly contradicts NCA’s training objective but not DPO’s.

Empirical takeaway: When to choose NCA over DPO? DPO and pairwise NCA have similar
theoretical guarantees. Their different performance in alignment tasks is largely empirical, depending
on the specific characteristics of datasets and the nature of tasks. Our observations show that NCA is
more suitable for reasoning tasks such as math and coding (Table 3), where high-quality responses
are sparse, and adhering closely to the preferred responses in the dataset is critical. DPO may be more
suitable for general instruction-following tasks like summarization/role-playing (Table 2), where
datasets only reflect human relative preference but do not contain "golden" answers. In essence, NCA
benefits from better dataset regularization, while DPO relies more on LLMs’ generalization abilities.

We also observe that NCA has a greater tolerance for divergence from the initial SFT policy and
is more robust to hyperparameter changes. As evidenced in Figure 6, we conduct a grid search on
α and β. DPO can drastically fail to improve alignment performance if the learned policy strays
too far from the SFT policy, and may randomly collapse under certain hyperparameters. In contrast,
the NCA method does not exhibit similar issues. These observations suggest that NCA may be a
worthwhile alternative if DPO training is unstable.

6 Related Work

Language model alignment. Current approaches cater to either explicit reward data or preference
data, often lacking the versatility to address both concurrently. Reinforcement Learning [34] is
inherently suitable for explicit reward scenarios. However, its on-policy nature necessitates learning a
reward model from data first, leading to an indirect two-stage optimization process [8, 26, 36]. Recent
developments in preference-based alignment techniques [33, 1, 11, 42, 16, 13] have streamlined
this process. They enable direct alignment of LMs through a singular loss, but this comes at the
expense of being confined to pairwise preference data. Other alignment approaches [43, 37, 45, 38]
are also not tailored for aligning with reward datasets. Recent work [3] attempts to extend DPO’s
parameterization technique to explicit reward contexts. However, it only considers binary rewards. In
comparison, our methods can handle both continuous rewards and preference data.

Noise contrastive estimation. NCE [14] and its variant, InfoNCE [24], are established optimization
methods for training unnormalized generative models [21]. NCE primarily leverages a binary
classification loss and can be applied in self-supervised representation learning. Examples are
Word2Vec [23], MoCo [15], and SimCLR [5]. InfoNCE is related to maximizing mutual information
between two distributions through a multiclass cross-entropy loss. It has successful applications in
representation learning, such as CLIP [31]. It is also widely used in language modeling [7], diffusion
modeling [20], and reinforcement learning [17].
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7 Conclusion

In this work, we formally consider the language model alignment problem in the context of explicit
reward settings. By adeptly harnessing the NCE and InfoNCE theories, we introduce two practical
algorithms: NCA and InfoNCA. Our proposed methods are uniquely suited for both reward data and
preference data, including DPO as a special case. Our experiments show that reward-based alignment
methods outperform preference baseline by fully leveraging suboptimal responses in reward datasets.
In preference settings, pairwise NCA outperforms DPO in complex reasoning tasks by effectively
preventing data likelihood from decreasing.
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A Proof of Theorems

A.1 InfoNCA Objective

Recall that our optimal language policy is

π∗(y|x) = µ(y|x)e
r(x,y)/α

Z(x)
. (Eq. 2)

Consider a batch of K responses {yi}1:K for an instruction x. {yi}1:K consists of one optimal
response yν that is sampled from π∗(y|x) ∝ µ(y|x)er(x,y)/α, and K − 1 suboptimal noises indepen-
dently sampled from µ(y|x). ν ∈ 1 : K is the random index of that optimal response. The the joint
probability for {yi}1:K is

pjoint({yi}1:K |x, ν) = π∗(yν |x)
∏
i ̸=ν

µ(yi|x) =
π∗(yν |x)
µ(yν |x)

K∏
i=1

µ(yi|x).

Given that the prior satisfies p(ν = 1) = p(ν = 2) = ... = p(ν = K) = 1
K , the data posterior is

pjoint(ν|x, {yi}1:K) =
π∗(yν |x)/µ(yν |x)∑K
j=1 π

∗(yj |x)/µ(yj |x)
.

p(O = yi|{y}1:K) =
p({y}1:K |O = yi)p(O = yi)∑K

j=1 p({y}1:K |O = yj)p(O = yj)

=
π∗(yi|x)/µ(yi|x)∑K

j=1 π
∗(yj |x)/µ(yj |x)

=
er(yi)/α∑K
j=1 e

r(yj)/α

Define model policy as

πθ(y|x) := µ(y|x)e
rθ(x,y)

Zθ(x)
.

The model posterior probability satisfies

pjoint
θ (ν|x, {yi}1:K) =

erθ(x,yν)∑K
i=1 e

rθ(x,yi)
.

Theorem A.1 (InfoNCA Objective). For any K > 1, α > 0, we have the following results.

(a) Equivalent objective.

min
θ

Epjoint(x,{yi})DKL[p
joint(ν|x, {yi})||pjoint

θ (ν|x, {yi})]

⇐⇒min
θ

−Ep(x)
∏

µ(yi|x)

K∑
i=1

er(x,yi)/α

Z(x)
log

erθ(x,yi)∑K
j=1 e

rθ(x,yj)
, (Eq. 5)

where Z(x) = Eµ(y|x)e
r(x,y)/α.

(b) Optimal solution. Assume unlimited model capacity and data samples. The optimal rθ∗ and πθ∗

for solving Eq. 5 are

rθ∗(x, y) = r(x, y)/α+ C(x),

and πθ∗(x, y) ∝ µ(y|x)er(x,y)/α,

where C(x) is an arbitrary function conditioning on x.
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Proof. (a) Equivalent objective.

min
θ

Epjoint(x,{yi})DKL[p
joint(ν|x, {yi})||pjoint

θ (ν|x, {yi})]

⇔min
θ

Epjoint(x,{yi})Epjoint(ν|x,{yi}) log
pjoint(ν|x, {yi})
pjoint
θ (ν|x, {yi})

⇔min
θ

−Epjoint(x,{yi})Epjoint(ν|x,{yi}) log p
joint
θ (ν|x, {yi})

⇔min
θ

−Ep(x)p(ν)pjoint({yi}|x,ν) log p
joint
θ (ν|x, {yi}) (Bayes’ rule)

⇔min
θ

−Ep(x)p(ν)
∏K

i=1 µ(yi|x)
π∗(yν |x)
µ(yν |x)

log pjoint
θ (ν|x, {yi}) (importance sampling)

⇔min
θ

−Ep(x)
∏K

i=1 µ(yi|x)

[
Ep(ν)

π∗(yν |x)
µ(yν |x)

log pjoint
θ (ν|x, {yi})

]
⇔min

θ
−Ep(x)

∏K
i=1 µ(yi|x)

[
1

K

K∑
ν=1

π∗(yν |x)
µ(yν |x)

log pjoint
θ (ν|x, {yi})

]

⇔min
θ

−Ep(x)
∏K

i=1 µ(yi|x)

[
K∑

ν=1

er(x,yν)/α

Z(x)
log pjoint

θ (ν|x, {yi})

]
(based on Eq. 2)

⇔min
θ

−Ep(x)
∏K

i=1 µ(yi|x)

[
K∑
i=1

er(x,yi)/α

Z(x)
log

erθ(x,yi)∑K
j=1 e

rθ(x,yj)

]
(change sum index)

(b) Optimal solution.

Given conclusions from (a). With unlimited model capacity, pjoint
θ (ν|x, {yi}) could represent any

discrete distribution, such that we can arrive at the global optimal point given infinite training data.

Epjoint(x,{yi})DKL[p
joint(ν|x, {yi})||pjoint

θ∗ (ν|x, {yi})] = 0

=⇒ pjoint(ν|x, {yi}) = pjoint
θ∗ (ν|x, {yi}) ∀x, ν, {yi}1:K

=⇒ π∗(yν |x)/µ(yν |x)∑K
i=1 π

∗(yi|x)/µ(yi|x)
=

erθ∗ (x,yν)∑K
i=1 e

rθ∗ (x,yi)
∀x, ν, {yi}1:K

=⇒ rθ∗(x, y) = r(x, y)/α+ C(x) ∀x, y, C
=⇒ πθ∗(x, y) ∝ µ(y|x)er(x,y)/α ∀x, y

A.2 NCA Objective

Recall the optimal language policy is

π∗(y|x) = µ(y|x)e
r(x,y)/α

Z(x)
. (Eq. 2)

Consider a response y randomly sampled from either the optimal LM π∗(y|x) = µ(y|x) e
r(x,y)/α

Z(x) , or
the pretrained LM µ(y|x). Let a binary variable ν = 1 indicates the response y is sampled from π∗.

Then the marginal distribution of y is

pjoint(y|x) := p(ν = 0)µ(y|x) + p(ν = 1)π∗(y|x).

Given the prior p(ν = 0) = p(ν = 1) = 1
2 , using Bayes’ Rule, the data posterior satisfies

pjoint(ν = 0|x, y) = µ(y|x)
µ(y|x) + π∗(y|x)

.
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pjoint(ν = 1|x, y) = π∗(y|x)
µ(y|x) + π∗(y|x)

.

Define model policy as πθ(y|x) := µ(y|x)erθ(x,y). The model posterior probability satisfies

pjoint
θ (ν = 1|x, y) = σ(rθ(x, y)).

pjoint
θ (ν = 0|x, y) = 1− σ(rθ(x, y)) = σ(−rθ(x, y)). (Eq. 8)

Theorem A.2 (NCA Objective). For any α > 0, we have the following results.

(a) Equivalent objective.
min
θ

Epjoint(x,y)DKL[p
joint(ν|x, y)||pjoint

θ (ν|x, y)]

⇐⇒min
θ

−Ep(x)µ(y|x)
er(x,y)/α

Z(x)
log σ(rθ(x, y)) + log σ(−rθ(x, y)), (Eq. 9)

where Z(x) = Eµ(y|x)e
r(x,y)/α.

(b) Optimal solution. Assume unlimited model capacity and data samples. The optimal rθ∗ and πθ∗

for solving Eq. 5 are

rθ∗(x, y) = r(x, y)/α− logEµ(y|x)e
r(x,y)/α,

and πθ∗(x, y) ∝ µ(y|x)er(x,y)/α.

Proof. (a) Equivalent objective.

min
θ

Epjoint(x,y)DKL[p
joint(ν|x, y)||pjoint

θ (ν|x, y)]

⇔min
θ

Epjoint(x,y)Epjoint(ν|x,y) log
pjoint(ν|x, y)
pjoint
θ (ν|x, y)

⇔min
θ

−Epjoint(x,y)Epjoint(ν|x,y) log p
joint
θ (ν|x, y)

⇔min
θ

−Ep(x)p(ν)pjoint(y|x,ν) log p
joint
θ (ν|x, y) (Bayes’ rule)

⇔min
θ

−[p(ν = 0)Ep(x)pjoint(y|x,ν=0) log p
joint
θ (ν = 0|x, y)+

p(ν = 1)Ep(x)pjoint(y|x,ν=1) log p
joint
θ (ν = 1|x, y)]

⇔min
θ

−
[
Ep(x)µ(y|x) log σ(−rθ(x, y)) + Ep(x)π∗(y|x) log σ(rθ(x, y))

]
(by Eq. 8)

⇔min
θ

−Ep(x)µ(y|x)
er(x,y)/α

Z(x)
log σ(rθ(x, y)) + log σ(−rθ(x, y)) (importance sampling)

(b) Optimal solution.

Given conclusions from (a). With unlimited model capacity, pjoint
θ (ν|x, y) could represent any discrete

distribution, such that we can arrive at the global optimal point given infinite training data.

Epjoint(x,y)DKL[p
joint(ν|x, y)||pjoint

θ∗ (ν|x, y)] = 0

=⇒ pjoint(ν|x, y) = pjoint
θ∗ (ν|x, y) ∀x, ν, y

=⇒ pjoint(ν = 1|x, y) = pjoint
θ∗ (ν = 1|x, y) ∀x, y

=⇒ π∗(y|x)
µ(y|x) + π∗(y|x)

= σ(r∗θ(x, y)) =
er

∗
θ (x,y)

1 + er
∗
θ (x,y)

∀x, y

=⇒ er
∗
θ (x,y) =

π∗(y|x)
µ(y|x)

∀x, y

=⇒ rθ∗(x, y) = r(x, y)/α− logEµ(y|x)e
r(x,y)/α ∀x, y

=⇒ πθ∗(x, y) ∝ µ(y|x)er(x,y)/α ∀x, y
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B Pseudocode

PyTorch code for the InfoNCA/NCA loss for reward datasets is provided below:

import torch.nn.functional as F

def reward_loss(pi_logps, ref_logps, rewards, alpha, beta, loss_type):
"""
pi_logps: policy logprobs for K responses, shape (B, K)
ref_logps: reference logprobs for K responses, shape (B, K)
rewards: reward labels for K responses, shape (B, K)
alpha: the reward temperature controlling strength of KL penalty
beta: the parameterization coefficient that defines the reward model
loss_type: could be either "InfoNCA" or "NCA" loss
"""

soft_labels = (rewards / alpha).softmax(dim=-1) # (B, K)

model_rewards = (pi_logps - ref_logps) * beta # (B, K)

if loss_type == "InfoNCA":
model_logps = model_rewards.log_softmax(dim=-1) # (B, K)
losses = - (soft_labels * model_logps).sum(dim=-1) # (B,)

elif loss_type == "NCA":
optimization = - (soft_labels * F.logsigmoid(model_rewards)).sum(dim=-1) # (B,)
regularization = - F.logsigmoid(-model_rewards).mean(dim=-1) # (B,)
losses = optimization + regularization # (B,)

return losses.mean()

The loss implementation under pairwise preference settings is equivalent to reward losses with K = 2
and α → 0. We provide the code separately for easy comparison with DPO.

def preference_loss(chosen_pi_logps, chosen_ref_logps,
rejected_pi_logps, rejected_ref_logps,
beta, loss_type):

"""
chosen_pi_logps: policy logprobs for the preferred responses, shape (B, )
chosen_ref_logps: reference logprobs for the preferred responses, shape (B, )
rejected_pi_logps: policy logprobs for the dispreferred responses, shape (B, )
rejected_ref_logps: reference logprobs for the dispreferred responses, shape (B, )
beta: the parameterization coefficient that defines the reward model
loss_type: one of "InfoNCA", "NCA" or "DPO" loss
"""

chosen_rewards = (chosen_pi_logps - chosen_ref_logps) * beta # (B,)
rejected_rewards = (rejected_pi_logps - rejected_ref_logps) * beta # (B,)

if loss_type in ["DPO", "InfoNCA"]:
losses = -F.logsigmoid(chosen_rewards - rejected_rewards) # (B,)

elif loss_type == "NCA":
losses = - F.logsigmoid(chosen_rewards) \

- 0.5 * F.logsigmoid(-chosen_rewards) \
- 0.5 * F.logsigmoid(-rejected_rewards) # (B,)

return losses.mean()
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C Experimental Details

Experiments with UltraFeedback. Our implementation is heavily based on the Transformer
Reinforcement Learning (TRL) library [41] and Zephyr’s official code base [40]. All models are
fine-tuned from the publicly accessible HuggingFaceH4/mistral-7B-SFT-beta model. Experiments
are run on Nvidia A40 or RTX 4090 GPUs using bfloat16 precision. We ablate β ∈ {3e− 4, 1e−
3, 3e−3, 1e−2, 3e−2, 1e−1, 3e−1, 1.0} and α ∈ {0.01, 0.1, 0.33, 1.0, 3.33}. The default reward
temperature α is 0.01. The default parameterization coefficient β is also 0.01. We adopt the QLoRA
[10] fine-tuning technique with rank 16, αlora = 16, and a dropout rate of 0.05. We train all models
for 1 epoch. The batch size is 32. We use an AdamW optimizer with a learning rating of 5e-6. For
KTO and IPO baselines, we adopt exactly the same training pipeline for reporting their performance
except that we tune the β ∈ {0.01, 0.1, 0.3, 0.5, 1.0}. We find the most suitable beta for KTO is 0.01,
and for IPO is 0.5.

Experiments with UltraInteract. We follow [44] and fine-tune all parameters of the pretrained
model with UltraInteract and UltraFeedback. Specifically, for HuggingFaceH4/mistral-7B-SFT-beta
model, we directly adopt the recipe of Eurus, with the same data mixture (all 220K multi-turn
trajectory pairs in UltraInteract and all 340K pairs in UltraFeedback) and hyperparameters. All β is
set to 0.1. The model is trained for 1 epoch with a cosine schedule. The learning rate is 5e-7 and the
warmup ratio is 0.1. For Mixtral-8x7B, we first SFT the model with the recipe for Eurus-70B-SFT,
and then applied the same preference learning recipe as aforementioned.

Figure 7: Rating system screenshot. Our rating system is adapted from [47].
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D Additional Experiment Results
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6.58 6.76 7.00 7.28 7.34 7.20 6.30 5.63

6.48 6.67 6.81 7.28 6.86 7.18 6.08 5.81

6.57 6.76 6.94 7.19 7.40 6.97 5.60 5.16
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6.43 6.47 6.60 6.91 7.05 7.04 7.16 7.30

6.35 6.68 6.85 7.01 7.27 7.20 7.04 7.1

6.32 6.72 6.98 7.26 7.32 7.18 7.45 7.15

6.44 6.68 6.88 7.20 7.30 7.16 7.10 7.14

6.60 6.65 6.92 7.04 7.42 7.29 7.16 6.96

Figure 8: MT-bench score for InfoNCA (left) and NCA (right) regarding various α and β. Results
are averaged for K = 2 and K = 4 experiments. Overall, model performance is relatively more
sensitive to variations of β compared with α. NCA shows greater tolerance to hyperparameter
variations.

Method Functional Form MT-bench KL Divergence

Mistral-7B-SFT − 6.45 0.00
+DPO rθ = β log πθ

µ 7.34 0.53
+InfoNCA rθ = β log πθ

µ 7.63 0.47
rθ = β log πθ 4.65 4.39
rθ = β log πθ + SFT regularization 7.15 0.26

+NCA rθ = β log πθ

µ 7.52 0.39
rθ = β log πθ 5.82 3.32
rθ = β log πθ + SFT regularization 6.88 0.09

Table 4: Comparison of different functional forms of rθ on UltraFeeback datasets.
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E Appendix F: Additional Empirical Results

We provide sampled responses of LM policies trained respectively with the DPO and NCA to compare
their data regularization feature. In general, generations from the NCA policy are more similar to the
preferred response in the dataset.

Prompt
You are given an answer. Create a question for the answer.
Grams to Ounces conversion 1 gram (g) is equal to 0.03527396195 ounces (oz).

Preferred Response in Dataset (r=8.0)

What is the conversion rate for grams to ounces for 1 gram?

Dispreferred Response in Dataset (r=7.0)

What is the relationship between grams and ounces in weight measurement?

Reponse generated by πDPO
θ (r=2.0)

How many ounces are equivalent to 200 grams according to the given conversion rate of 1 gram (g)
to 0.03527396195 ounces (oz)?

Reponse generated by πNCA
θ (r=10.0)

Question: What is the conversion rate from grams to ounces, and how many grams are one ounce?

Table 5: Sampled generations and the log-likelihood ratio of the NCA and the DPO/InfoNCA policy.

Prompt
If "A busy crosswalk somewhere in asia." does that mean that "The crosswalk was blocked off by
police."?
Options:
- yes; - it is not possible to tell ; - no

Preferred Response in Dataset (r=8.0)

It is not possible to tell.
Confidence: 95%

Dispreferred Response in Dataset (r=7.5)

Question:
If "A busy crosswalk somewhere in asia." does that mean that "The crosswalk was blocked off by
police."?
Answer:
It is not possible to tell.
Confidence: 90%

Reponse generated by πDPO
θ (r=3.0)

- It is not possible to determine whether "The crosswalk was blocked off by police." in "A busy
crosswalk somewhere in Asia." To determine whether the crosswalk was blocked off by police, you
would need additional information or context.

Reponse generated by πNCA
θ (r=8.0)

It is not possible to tell.
Confidence: 95%

Table 6: Sampled generations and the log-likelihood ratio of the NCA and the DPO/InfoNCA policy.
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Prompt
In this task, you need to count the occurrences of the given word in the given sentence.
Sentence: ’a green double decker bus sitting on top of a parking lot’. Count the occurrences of the
word ’a’ in the given sentence.

Preferred Response in Dataset (r=9.0)

The word ’a’ appears 3 times in the given sentence.
Confidence: 100%

Dispreferred Response in Dataset (r=6.0)

The given sentence is "a green double decker bus sitting on top of a parking lot." To answer your
question about the occurrences of the word ’a’, I will count the number of times the word appears in
the sentence.
After counting the occurrences of the word ’a’ in the sentence, I found that it appears once. Therefore,
the answer to your question is that the word ’a’ appears once in the given sentence.

Reponse generated by πDPO
θ (r=4.0)

Of course, I’m here to help! There are 11 occurrences of the word ’a’ in the given sentence. Here’s
how you can count them: 1. ’a’ in ’a’ 2. ’a’ in ’green’ 3. ’a’ in ’double’ 4. ’a’ in ’decker’ 5. ’a’ in
’bus’ 6. ’a’ in ’sitting’ 7. ’a’ in ’on ...
Confidence: 90%

Reponse generated by πNCA
θ (r=8.0)

Sure! The word ’a’ appears 3 times in the given sentence.

Table 7: Sampled generations and the log-likelihood ratio of the NCA and the DPO/InfoNCA policy.

Prompt

if X2 + 3 = 12. What is X?

Preferred Response in Dataset (r=9.0)

To find the value of X, we’ll first need to isolate X2:
X2 + 3 = 12
Subtract 3 from both sides:
X2 = 9
Now, we can find the square root of both sides of the equation to solve for X:
X = ±3
So, X can be either 3 or -3.

Dispreferred Response in Dataset (r=4.0)

I’m sorry, I cannot solve this algebra equation. Can I assist you with anything else?

Reponse generated by πDPO
θ (r=7.0)

Sure, I’d love to help. By solving the equation, the value of X should be 3.

Reponse generated by πNCA
θ (r=9.0)

To find the value of X , we need to solve the equation X2 + 3 = 12.
First, subtract 3 from both sides:
X2 = 12− 3 X2 = 9
Next, take the square root of both sides:
X = ±

√
9

So, X can be either 3 or −3.

Table 8: Sampled generations and the log-likelihood ratio of the NCA and the DPO/InfoNCA policy.

21

117804 https://doi.org/10.52202/079017-3741



Appendix H: Comparing NCA with DPO on Data Regularization.

Suppose there are only 4 possible responses {ya, yb, yc, yd}. Each response has a reward r, and a
pretrained language model policy µ:

- ya yb yc yd
Likelihood µ(y) 40% 50% 5% 5%
Reward r(y) 10 3 7 0

Table 9: Initial probabilities and rewards

Given a preference dataset D = {ya > yb} (yc and yd do not exist in the dataset), the loss functions
are defined as:

LDPO
θ = − log σ

(
log

πθ(ya)

µ(ya)
− log

πθ(yb)

µ(yb)

)
LNCA
θ = − log σ

(
log

πθ(ya)

µ(ya)

)
− 1

2
log σ

(
− log

πθ(ya)

µ(ya)

)
− 1

2
log σ

(
− log

πθ(yb)

µ(yb)

)
After fine-tuning, there are several possibilities for πθ:

- πθ(ya) πθ(yb) πθ(yc) πθ(yd) log πθ(ya)
µ(ya)

− log πθ(yb)
µ(yb)

r̄

(1) 20% ↓ 10% ↓↓ 5% 65% ↑ 0.916 > 0 2.65 ↓
(2) 20% ↓ 10% ↓↓ 65% ↑ 5% 0.916 > 0 6.85 ↑
(3) Wanted 60% ↑ 30% ↓ 5% 5% 0.916 > 0 7.25 ↑

Table 10: Post fine-tuning probabilities and rewards

In scenarios (1) and (2), we can see that the likelihood for both ya and yb decreases. However, (1)
and (2) satisfy the DPO loss function because the likelihood for yb decreases more, and the relative
likelihood margin between ya and yb becomes larger. In (1) and (2), the likelihood for either yc or
yd increases because π(ya) ↓ +π(yb) ↓ +π(yc)? + π(yd)? = 1. However, yc and yd are unreliable
because we do not know their quality (rewards). The LM policy could generalize to a low-quality
response like yd (case (1)).

In contrast, the NCA effectively prevents the winning response likelihood π(ya) from decreasing,
because it mainly optimizes the absolute data likelihood instead of just caring about the relative
likelihood margin log πθ(ya)

µ(ya)
− log πθ(yb)

µ(yb)
. Thus, we say NCA is more likely to assign a larger

likelihood to responses within the dataset.

Appendix G: Comparision with Related Works

We compare with a prior work SLiC-HF [45] in this section. SLiC is inspired by [46] and similarly
aims to calibrate sequence likelihood to align with human preferences. Given a preference data pair
{x → yw > yl}, the loss function for SLiC is

Lθ := max(0, δ − log πθ(yw|x) + log πθ(yw|x))− λ log πθ(yw|x),
where δ is a hyperparameter that controls the likelihood margin of data, and λ controls the regulariza-
tion weight of the loss. The main difference between our proposed method and the SLiC loss can be
summarized as follows:

• Theoritical framework. SLiC is mainly adapted from the existing LM calibration methods
[46]. In contrast, our method is based on noise contrastive estimation methods [14, 24].

• Policy regularization. The training process of SLiC is regularized by the additional SFT loss
controlled by λ. In contrast, our proposed method is regularized through the parameterization
technique rθ = β log πθ

µ controlled by β.

• Learning target. SLiC directly optimizes the policy model πθ, while our method directly
optimizes the residual model rθ.
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F Limitations and Broder Impacts

Limitations. We mainly discuss the theoretical limitations of our methods. Although both InfoNCA
and NCA enjoy strong theoretical guarantees that ensure convergence to the optimal LM distribution,
these guarantees only hold given infinite response numbers per instruction (K → ∞) during training
to ensure an accurate estimate of Z(x), which is clearly unrealistic. Additionally, while more
responses employed during training improve performance, they also require higher GPU memory
consumption, leading to a trade-off between performance and efficiency.

Broder Impacts. This research contributes to the field of machine learning by enhancing language
model alignment with human preferences. While these improvements can lead to more accurate and
ethically aligned AI-generated content, they also pose ethical challenges. Notably, there is a risk of
reinforcing biases present in data or human preferences. Additionally, the increasing capabilities
of language models may impact employment in sectors reliant on language skills. It is crucial to
continually assess these ethical considerations and societal impacts, ensuring that advancements in
machine learning are guided by responsible and inclusive practices.

NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes they do.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Appendix F.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Appendix A.1 and A.2
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Details in Appendix C. The source code is in supplemental material. We will
open-source it upon publication.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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tions to faithfully reproduce the main experimental results, as described in supplemental
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Answer: [Yes]
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public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
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• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
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versions (if applicable).
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that is necessary to appreciate the results and make sense of them.
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experiments are quite deterministic. Just like most previous work, we run
most experiments only once, so it can be difficult to report an error bar. Instead, we validate
the robustness of our methods mainly by ablating various hyperparameters (e.g., Figure 6
and Figure 4. A standard derivation can be calculated from the figure, or we can report the
std error given by the Alpaca benchmark, but it is really unnecessary.)

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, we have.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Appendix F.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: Yes, we have.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [Yes]

Justification: Yes, we have.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Yes, we have.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Annotators are graduate students in the university. The system screenshot is in
Appendix C. They get paid at least the minimum wage in the country.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: The participants of experiments only conduct small-scale evaluations of
language models. There are no obvious potential risks. All experiments comply with the
relevant laws and ethical standards of the institutions in the respective countries, and they
have received the necessary approvals.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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