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Abstract

The softmax gating function is arguably the most popular choice in mixture of
experts modeling. Despite its widespread use in practice, the softmax gating may
lead to unnecessary competition among experts, potentially causing the undesirable
phenomenon of representation collapse due to its inherent structure. In response,
the sigmoid gating function has been recently proposed as an alternative and
has been demonstrated empirically to achieve superior performance. However, a
rigorous examination of the sigmoid gating function is lacking in current literature.
In this paper, we verify theoretically that the sigmoid gating, in fact, enjoys a
higher sample efficiency than the softmax gating for the statistical task of expert
estimation. Towards that goal, we consider a regression framework in which the
unknown regression function is modeled as a mixture of experts, and study the
rates of convergence of the least squares estimator under the over-specified case in
which the number of fitted experts is larger than the true value. We show that two
gating regimes naturally arise and, in each of them, we formulate an identifiability
condition for the expert functions and derive the corresponding convergence rates.
In both cases, we find that experts formulated as feed-forward networks with
commonly used activation such as ReLU and GELU enjoy faster convergence
rates under the sigmoid gating than those under softmax gating. Furthermore,
given the same choice of experts, we demonstrate that the sigmoid gating function
requires a smaller sample size than its softmax counterpart to attain the same error
of expert estimation and, therefore, is more sample efficient.

1 Introduction

Mixture of experts (MoE) [15, 17] has recently emerged as a powerful machine learning model that
helps scale up the model capacity while requiring a nearly constant computational overhead [34, 8].
In particular, it aggregates multiple sub-models called experts based on a gating network. Here,
experts can be formulated as neural networks, and they specialize in different aspects of the data.
For instance, in large language models [16, 31, 19, 40, 7, 5, 30], one expert might focus on syntax,
another on semantics, whereas the others concentrate on context. Meanwhile, the gating network
takes the input data and calculates a set of weights that determine the contribution of each expert.
This gating mechanism guarantees that the most relevant experts are assigned more weight for a given
input. In addition to language modeling, MoE has also been leveraged in several other applications,
including computer vision [32, 20, 33], multi-task learning [12, 10], multi-modal learning [11],
speech recognition [38, 9, 29] and reinforcement learning [3, 28].
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In the above applications of MoE, practitioners frequently utilize the softmax gating function to
compute the mixture weights. However, the use of softmax function might introduce an unexpected
competition among experts, which leads to the representation collapse issue [2, 30, 18, 24]: when
the weight of one expert increases, those of the others decrease accordingly. As a consequence,
some experts will dominate the decision-making process, and overshadow the contributions of others.
Therefore, the ability of MoE models to incorporate the diversity of expert specialization is partially
limited. To this end, Csordás et al. [4] propose using the sigmoid function in place of the softmax to
remove the unnecessary expert competition, and empirically demonstrate that it is indeed a better
choice of gating function. On the other hand, the theoretical guarantee for that claim has remained
missing in the literature. The main objective of this work is to provide a comprehensive analysis of
the sigmoid gating function from the perspective of the expert estimation problem. In particular, we
will show that sigmoid gating delivers superior sample efficiency for estimating the model parameters
and allows for more general expert functions than softmax gating.

Related works. A very recent line of research has focused on analyzing the convergence rates
for expert estimation in Gaussian MoE models under a variety of assumptions and choices of
gating functions. Assuming that data from an input-free gating Gaussian MoE, Ho et al. [14]
demonstrated that the expert estimation rates for the maximum likelihood estimator vary with the
algebraic independence among expert functions. Under the same setting but using instead softmax
gating, Nguyen et al. [27] discovered that the expert estimation rates depend on the solvability of
a system of polynomial equations resulting from an intrinsic interaction among gating and expert
parameters. Subsequently, a Gaussian MoE with Top-K sparse softmax gate, designed to activate
only a fraction of experts per input, was studied in [25]. The convergence analysis in that work
revealed that activating exactly one expert for each input would eliminate the previous parameter
interaction, thus boosting the expert estimation rates. Despite many important insights provided in
this line of works, the mixture setting of Gaussian MoE is still far from practical. To that effect,
Nguyen et al. [26] introduced a more realistic regression framework in which, conditionally on the
features, the response variables are sampled from noisy realization of an unknown and deterministic
softmax gating MoE-type regression function. They found that experts formulated as feed-forward
networks with sigmoid or hyperbolic tangent activation functions enjoy faster estimation rates than
those equipped with a polynomial activation. In this paper, we adopt the same regression setting and
carry out an analogous analysis by considering instead sigmoid gating for the underlying regression
function, as opposed to the more popular softmax gating considered in [26]. As we will see, the
choice of gating function turns out to be critical, requiring a different type of analysis and leading to
markedly different conclusions.

Problem setup. We assume that the data (X1, Y1), (X2, Y2), . . . , (Xn, Yn) ∈ Rd × R follow a
standard regression model

Yi = fG∗(Xi) + ϵi, i = 1, . . . , n, (1)

where the features X1, X2, . . . , Xn are i.i.d. samples from a probability distribution µ on Rd and
ϵ1, . . . , ϵn are independent noise variables such that E[ϵi|Xi] = 0 and Var(ϵi|Xi) = ν for all
1 ≤ i ≤ n; for simplicity we further assume that they follow a Gaussian distribution. The unknown
regression function fG∗ is formulated as a sigmoid-gated MoE with k∗ experts, i.e.,

x ∈ Rd 7→ fG∗(x) :=

k∗∑

i=1

1

1 + exp(−(β∗
1i)

⊤x− β∗
0i)

· h(x, η∗i ), (2)

where the expert function x 7→ h(x, η) is of parametric form, specified by parameter η ∈ Rq.
The regression function fG∗ is fully characterized by the unknown parameters (β∗

0i, β
∗
1i, η

∗
i )

k∗
i=1

in R × Rd × Rq, which can be compactly encoded using the associated mixing measure G∗ :=∑k∗
i=1

1
1+exp(−β∗

0i)
δ(β∗

1i,η
∗
i )

, a weighted sum of Dirac measures δ.

Least squares estimation. To estimate the unknown parameters (β∗
0i, β

∗
1i, η

∗
i )

k∗
i=1 (equivalently, the

ground truth mixing measure G∗), we deploy the least squares method [35] and focus on the estimator

Ĝn := argmin
G∈Gk(Θ)

n∑

i=1

(
Yi − fG(Xi)

)2

, (3)
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where Gk(Θ) := {G =
∑k′

i=1
1

1+exp(−β0i)
δ(β1i,ηi) : 1 ≤ k′ ≤ k, (β0i, β1i, ηi) ∈ Θ} is the set of all

mixing measures with at most k atoms. Since the true number of true experts k∗ is typically unknown
in practice, we will assume that the number k of fitted experts is at least as large, i.e. that k > k∗.

Technical challenges. The main challenge in analyzing MoE models with sigmoid gating lies in
the convergence behavior of the mixture weights. Specficially, since we fit the ground-truth MoE
model (2) with a mixture of k > k∗, there must be some true atoms (β∗

1i, η
∗
i ) fitted by more than

one component; we will refer to the corresponding parameters β∗
1i as over-specified parameters.

To illustrate, suppose that (β̂n
1i, η̂

n
i ) → (β∗

11, η
∗
1) for i ∈ {1, 2}, in probability. Then, to ensure

convergence of fĜn
to fG∗ in the L2(µ)-norm we must have that, for i = 1, 2,

2∑

i=1

1

1 + exp(−(β̂n
1i)

⊤x− β̂n
0i)

→ 1

1 + exp(−(β∗
11)

⊤x− β∗
01)

,

as n → ∞, for µ-almost every x. Note that the above limit can be achieved only if β∗
11 = 0d. As a

result, we will consider the two following regimes for the over-specified parameters β∗
1i:

Regime 1. All the over-specified parameters β∗
1i are equal to 0d;

Regime 2. At least one among the over-specified parameters β∗
1i is different from 0d.

It is worth emphasizing that the second regime presents additional technical challenges, as the least
squares estimator Ĝn converges to a mixing measure G ∈ argminG∈Gk(Θ)\Gk∗ (Θ) ∥fG − fG∗∥L2(µ)

that is in general different that the true mixing measure G∗, as in the first regime.

Contributions. In this paper, we carry out a convergence analysis of the sigmoid gating MoE under
two regimes of the gating parameters. Our main objective is to compare the sample efficiency between
the sigmoid gating and the softmax gating. The contributions of our paper are three-fold, and can be
summarized as follows:

(C.1) Convergence rate for the regression function. We demonstrate in Theorem 1 that the
regression estimation fĜn

converges to its true counterpart fG∗ at the rate of order OP (n
−1/2),

which is parametric on the sample size n. This regression estimation rate is then utilized for
determining the expert estimation rates.

(C.2) Expert estimation rates under the Regime 1. Under the first regime, we first establish a
condition called strong identifiability to characterize which types of experts would yield polynomial
estimation rates. In particular, we find out that the rates for estimating experts formulated as feed-
forward networks with popular activation functions such as ReLU and GELU are of polynomial
orders. By contrast, those for polynomial experts and input-indepedent experts are slower than any
polynomial rates and could be of order OP (1/ log(n). Such expert convergence behavior is similar
to that when using the softmax gating.

(C.3) Expert estimation rates under the Regime 2. Under the second regime, the regression
estimation fĜn

converge to a function taking the form of a sigmoid gating MoE which is different
from fG∗ . From our derived weak identifiability condition, it follows that estimation rates for
feed-forward expert networks with ReLU or GELU activation and polynomial experts are of orders
OP (n

−1/2), which are substantially faster than those when using the softmax gating (see also Table 1).
Therefore, it follows that the sigmoid gating is more sample efficient than the softmax gating.

Outline. The rest of the paper is organized as follows. In Section 2, we introduce some mild
assumptions on the parameters, and then determine estimation rates for the regression function. Next,
we establish convergence rates for expert estimation under both Regime 1 and the Regime 2 in
Section 3. Then, we conduct some experiments to empirically justify our theory in Section 4. Finally,
we provide a discussion on the practical implications, limitations and future directions of our work in
Section 5. Full proofs of the results and additional experiments are deferred to the Appendices.

Notation. For any n ∈ N, we denote [n] as the set = {1, 2, . . . , n}. Additionally, for any set
S, we refer to |S| as its cardinality. Next, for any vectors v := (v1, v2, . . . , vd) ∈ Rd and
α := (α1, α2, . . . , αd) ∈ Nd, we let vα = vα1

1 vα2
2 . . . vαd

d , |v| := v1 + v2 + . . . + vd and
α! := α1!α2! . . . αd!, while ∥v∥ stands for its 2-norm value. Lastly, for any two positive sequences
(an)n≥1 and (bn)n≥1, we write an = O(bn) or an ≲ bn if an ≤ Cbn for all n ∈ N, where C > 0 is
some universal constant. The notation an = OP (bn) indicates that an/bn is stochastically bounded.

3
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Table 1: Summary of expert estimation rates (up to a logarithmic factor) under the MoE models
equipped with the sigmoid gating (ours) and the softmax gating [26]. In this work, we consider
three types of expert functions including experts network with ReLU, GELU activations; polynomial
experts; and input-independent experts.

ReLU, GELU Experts Polynomial Experts Input-
independent
ExpertsRegime 1 Regime 2 Regime 1 Regime 2

Sigmoid OP (n
−1/4) OP (n

−1/2) OP (1/ log(n)) OP (n
−1/2) OP (1/ log(n))

Softmax OP (n
−1/4) OP (1/ log(n)) OP (1/ log(n))

2 Preliminaries

In this section, we demonstrate the parametric convergence rate for the least squares estimator of the
regression function fĜn

. We begin by describing the assumption that will be used throughout the
paper, which are overall very mild.

(A.1) Topological assumptions. To ensure the convergence of the least squares estimators, we
assume the parameter space Θ ⊆ R× Rd × Rq is compact, and the input space X ⊆ Rd is bounded.

(A.2) Lipschitz experts. The expert function h(·, η) is assumed to be Lipschitz continuous with
respect to η and bounded, µ-almost surely.

(A.3) Distinct experts. The ground-truth expert parameters η∗1 , . . . , η
∗
k∗

are pair-wise different so
that the experts h(x, η∗1), . . . , h(x, η

∗
k∗
) are also distinct from each other.

Given the above assumptions, we are now ready to present the main result of this section. Recall that
we divide our analysis into two following regimes:

• Regime 1. All the over-specified parameters β∗
1i are equal to 0d;

• Regime 2. At least one among the over-specified parameters β∗
1i is different from 0d.

Let us begin with Regime 1. We show in Theorem 1 that the regression estimator fĜn
converges to

the true regression function fG∗ at the parametric rate.

Theorem 1. Under the Regime 1 and with the least squares estimator Ĝn defined in equation (3),
the regression estimator fĜn

admits the following rate of convergence to fG∗ :

∥fĜn
− fG∗∥L2(µ) = OP ([log(n)/n]

1
2 ). (4)

The proof of Theorem 1 is in Appendix A.1. The above result indicates that if we are able to design a
loss function among parameters D that satisfies the lower bound ∥fĜn

− fG∗∥L2(µ) ≳ D(Ĝn, G∗),

then we obtain parameter estimation rates via the bound D(Ĝn, G∗) = OP ([log(n)/n]
1
2 ). Conse-

quently, those parameter estimation rates lead to our desired expert estimation rates.

Next, under the Regime 2, the true model is misspecified, i.e., the regression estimator fĜn
converges

to the missepcified regression function fG rather than the true regression function fG∗ , where
G ∈ Gk(Θ) := argminG∈Gk(Θ)\Gk∗ (Θ) ∥fG − fG∗∥L2(µ). By employing the same arguments
as in Theorem 1, we also capture the parametric regression estimation rate OP ([log(n)/n]

1
2 ) for

∥fĜn
− fG∥L2(µ) under this regime, which is stated in the following corollary.

Corollary 1. Under the Regime 2, the regression estimator fĜn
admits the following rate of conver-

gence to fG: infG∈Gk(Θ) ∥fĜn
− fG∥L2(µ) = OP ([log(n)/n]

1
2 ).

3 Convergence Rates for Expert Estimation

In this section we will establish the expert estimation rates under both Regime 1 and the Regime
2; see Section 3.1 and Section 3.2, respectively. Under each regime, we will formulate appropriate

4
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conditions, which we refer to as identifiability conditions, on the expert functions that will guarantee
fast estimation rates. Furthermore, we will determine the (slow) estimation rates of some commonly
used experts which fail to satisfy such identifiability conditions.

3.1 Regime 1 of Gating Parameters

Recall that under the Regime 1, all the over-specified parameters β∗
1i, i.e., those fitted by at least two

parameters, are equal to 0d. Without loss of generality, we assume that β∗
11, . . . , β

∗
1k̄

are over-specified
parameters, where 1 ≤ k̄ ≤ k∗. The remaining parameters β∗

11 = . . . = β∗
1k̄

= 0d. Meanwhile,
β∗
1(k̄+1)

, . . . , β∗
1k∗

are assumed to be fitted by exactly one estimator.

Following a strategy that has been successfully used for analyzing MoE and mixture models (see, e.g.
[21] and [26]), in order to derive the expert estimation rates, it is sufficient to propose a Voronoi loss
function D among parameters, and then prove the lower bound ∥fĜn

− fG∗∥L2(µ) ≳ D(Ĝn, G∗).

Given the parametric regression estimation rate in Theorem 1, we then obtain that D(Ĝn, G∗) =
OP ([log(n)/n]

1
2 ). Note that a key step in deriving the previous lower bound is to decompose the

difference fĜn
(x)− fG∗(x) into a combination of linearly independent terms.

Towards that goal, we will Taylor expand to the product of mixture weight and expert functions
F (x, β1, β0, η) := σ(x, β1, β0)h(x, η), where we let σ(x, β1, β0) := 1

1+exp(−β⊤
1 x−β0)

. To obtain
the desired decomposition of fĜn

(x)− fG∗(x), we provide below in Definition 1 a condition, which
we refer to as a strong identifiability condition, that guarantees that the derivatives of the product
F (x, β1, β0, η) w.r.t its parameters are linearly independent.
Definition 1 (Strong identifiability). An expert function h(x, η) is called strongly identifiable if it is
twice differentiable w.r.t its parameter η for µ-almost all x and, for any positive integer ℓ and any
pair-wise distinct choices of parameters {(β0i, β1i, ηi)}ℓi=1, the functions in the classes

{
x 7→ ∂|γ1|+|γ2|F

∂βγ1

1 ∂ηγ2
(x, 0d, β0i, ηi) : i ∈ [ℓ], (γ1, γ2) ∈ Nd × Nq, 1 ≤ |γ1|+ |γ2| ≤ 2

}

and{
x 7→ ∂F

∂βα1
1 ∂βα2

0 ∂ηα3
(x, β1i, β0i, ηi) : i ∈ [ℓ], (α1, α2, α3) ∈ Nd×N×Nq, |α1|+α2+|α3| = 1

}

are linearly independent, for µ-almost all x.

Example. Consider experts formulated as two-layer neural networks, i.e., h(x, (a, b)) = φ(a⊤x+ b),
where φ is an activation function and (a, b) ∈ Rd × R. If a = 0d, then the expert h(·, (a, b)) is not
strongly identifiable for any choices of the activation function φ. On the other hand, if a ̸= 0d and φ
is one among popular activation functions such as ReLU and GELU, then h(·, (a, b)) is a strongly
identifiable expert. By contrast, if φ is a polynomial, e.g. φ(z) = zp, then the expert h(·, (a, b)) does
not meet the strong identifiability condition.

Intuitively, the strong identifiability condition helps eliminate potential interactions among parameters
expressed in the language of PDE (see equations (8) and (11) where gating parameters β1 interact
with expert parameters a). Such interactions are demonstrated to result in significantly slow expert
estimation rates presented in Theorem 3 and 4). From the technical perspective, a key step in our
proof techniques rely on the decomposition of the discrepancy fĜn

(x)− fG∗(x) into a combination
of linearly independent terms. This can be done by applying Taylor expansions to the function
F (x, β1, β0, η) = σ(β⊤

1 x+ β0)h(x, η) defined as the product of the sigmoid gating and the expert
function h. Thus, the condition is to ensure that terms in the decomposition are linearly independent.

Next, following the strategy first introduced by Manole et al. [21] and then adopted in several
convergence analyses of MoE [22, 23], we proceed to construct a loss function among parameters
based on the notion of Voronoi cells.

Voronoi loss. Given an arbitrary mixing measure G with k′ ≤ k atoms, we distribute its atoms across
the Voronoi cells {Aj ≡ Aj(G), j ∈ [k∗]} generated by the atoms of G∗, where

Aj := {i ∈ [k′] : ∥ωi − ω∗
j ∥ ≤ ∥ωi − ω∗

ℓ ∥,∀ℓ ̸= j}, (5)

5
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with ωi := (β1i, ηi) and ω∗
j := (β∗

1j , η
∗
j ). In particular, the cardinality of the Voronoi cell Aj

corresponding to the least squares estimator Ĝn in (3) is the number of fitted components assigned
(and, likely, converging) to the true atoms ω∗

j . Then, we define the Voronoi loss function

D1(G,G∗) :=
k̄∑

j=1

∣∣∣
∑

i∈Aj

1

1 + exp(−β0i)
− 1

1 + exp(−β∗
0j)

∣∣∣+
k̄∑

j=1

∑

i∈Aj

[
∥∆β1ij∥2 + ∥∆ηij∥2

]

+

k∗∑

j=k̄+1

∑

i∈Aj

[
∥∆β1ij∥+ |∆β0ij |+ ∥∆ηij∥

]
, (6)

where we let ∆β1ij := β1i − β∗
1j , ∆β0ij := β0i − β∗

0j , and ∆ηij := ηi − η∗j . Above, if the
Voronoi cell Aj is empty, then the summation term becomes zero by convention. Additionally,
since D1(G,G∗) = 0 if and only if G ≡ G∗, it follows that when D1(G,G∗) is sufficiently small,
the differences ∆β0ij , ∆β1ij and ∆ηij are also small. This observation suggests that, though not
symmetric in its arguments and therefore not a metric, D1(G,G∗) is nonetheless a suitable loss
function for capturing the discrepancy between the least squares estimator Ĝn and the true mixing
measures G∗. Furthermore, it is worth noting that the Voronoi loss function D1 can be efficiently
evaluated, as its computational complexity is of order O(k × k∗).

In our next result, whose proof can be found in Appendix A.2, we show that the Voronoi loss
between the least squares estimator and the true mixing measure is upper bounded, up to universal
multiplicative constants, by the estimation error for the regression function.
Theorem 2. Let x 7→ h(x, η) be a strongly identifiable expert function. Then the lower bound

∥fG − fG∗∥L2(µ) ≳ D1(G,G∗),

holds true for any G ∈ Gk(Θ). As a consequence, this result together with the regression estimation
rate in Theorem 1 indicate that D1(Ĝn, G∗) = OP ([log(n)/n]

1
2 ).

The following remarks regarding the results of Theorem 2 are in order.

(i) It follows from the formulation of the loss function D1 that the estimation rates for the over-
specified parameters β∗

1j , η
∗
1j , where j ∈ [k̄], are all of order OP ([log(n)/n]

1
4 ). Note that as the

expert h(·, η) is twice differentiable over a bounded domain, it is also a Lipschitz function. Thus,

letting Ĝn :=
∑k̂n

i=1
1

1+exp(−β̂0i)
δ(β̂n

1i,η̂
n
i ), we obtain that

sup
x

|h(x, η̂ni )− h(x, η∗j )| ≤ L1 ∥η̂ni − η∗j ∥ ≲ OP ([log(n)/n]
1
4 ), (7)

for any i ∈ Aj(Ĝn), where L1 ≥ 0 is a Lipschitz constant. The above bound indicates that if
the strongly identifiable expert h(·, η∗j ) is over-specified, i.e. fitted by at least two experts, then its
estimation rate is of order OP ([log(n)/n]

1
4 ).

(ii) Secondly, for exact-specified parameters β∗
1j , η

∗
j , where k̄ + 1 ≤ j ≤ k∗, the rates for estimating

them are faster than those of their over-specified counterparts in Remark (i), standing at order
OP ([log(n)/n]

1
2 ). By arguing as in equation (7), we deduce that the expert h(·, η∗j ) also enjoys the

faster estimation rate of order OP ([log(n)/n]
1
2 ), which is parametric on the sample size n.

(iii) Putting the above two remarks together, we observe that when the expert functions are formulated
as feed-forward networks with a widely used activation, namely ReLU and GELU, their estimation
rates under the sigmoid gating MoE matches exactly those under the softmax gating MoE: see
Theorem 3.2 in [26].

Non-strongly identifiable experts. The strong identifiability condition of Definition 1 is far from a
technical requirement: it is in fact a crucial assumption. To illustrate its importance, we investigate
the estimation rates of ridge experts of the form {h(x, (a∗j , b∗j )) = φ((a∗j )

⊤x+ b∗j ), j ∈ [k∗]}, where
φ is a scalar function, that fail to satisfy the strong identifiability condition. For ridge experts, the
strong identifiability will not be met in two cases: when at least one among over-specified parameters
a∗j equals 0d, for any arbitrary activation function φ (Scenario I) and when φ is a polynomial of the
form φ(z) = zp, for p ∈ N (Scenario II).

6

118362https://doi.org/10.52202/079017-3758



Scenario I. Without loss of generality, we may assume that a∗1 = 0d, which means that the first
expert φ((a∗1)

⊤x+ b∗1) becomes independent of the input x. This gives rise to an interaction among
the gating parameter β1 and the expert parameter a via the partial differential equation (PDE)

∂F

∂β1
(x;β∗

11, β
∗
01, a

∗
1, b

∗
1) = Cb∗1 ,β

∗
01

· ∂F
∂a

(x;β∗
11, β

∗
01, a

∗
1, b

∗
1), (8)

where we recall that F (x;β1, β0, a, b) := σ(x;β1, β0)φ(a
⊤x + b), and Cb∗1 ,β

∗
01

is some constant
depending on b∗1 and β∗

01. The above PDE can be verified by taking the derivatives of F (x;β1, β0, a, b)
w.r.t β1 and a and using the fact that β∗

11 = a∗1 = 0d. Notably, the PDE (8) accounts for the violation
of the strong identifiability of the expert φ((a∗1)

⊤x + b∗1) under the Scenario I. To this end, we
propose the following Voronoi loss to analyze the effects of such parameter interaction on the expert
estimation rates in Theorem 3:

D2,r(G,G∗) : =
k̄∑

j=1

∣∣∣
∑

i∈Aj

1

1 + exp(−β0i)
− 1

1 + exp(−β∗
0j)

∣∣∣+
k̄∑

j=1

∑

i∈Aj

[
∥∆β1ij∥r + ∥∆aij∥r

+ |∆bij |r
]
+

k∗∑

j=k̄+1

∑

i∈Aj

[
|∆β0ij |r + ∥∆β1ij∥r + ∥∆aij∥r + |∆bij |r

]
. (9)

The following result establishes a minimax lower bound on the estimation error of G∗ in the D2,r

loss.
Theorem 3. Suppose that the experts take the form φ(a⊤x+ b). Then, under the Scenario I, we have

inf
G̃n∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [D2,r(G̃n, G)] ≳ n−1/2,

for any r ≥ 1, where EfG indicates that the expectation taken w.r.t the product measure with fn
G, and

the infimum is over all estimators taking values in Gk(Θ).

See Appendix A.3 for the proof details. We highlight some important implications of Theorem 3.

(i) The estimation rates for the parameters β∗
1j , a∗j and b∗j are slower than OP (n

−1/2r), for any r ≥ 1.
This means that they are slower than any polynomial rates, and could be of order OP (1/ log(n)).

(ii) Using the same reasoning described after equation (7), we have

sup
x

|φ((âni )⊤x+ b̂ni )− φ((a∗j )
⊤x+ b∗j )| ≤ L2 · (∥âni − a∗j∥+ |̂bni − b∗j |), (10)

where L2 > 0 is a Lipschitz constant. As a consequence, the rates for estimating experts φ((a∗j )
⊤x+

b∗j ) are no better than those for estimating the parameters a∗j and b∗j , and could also be as slow as
OP (1/ log(n)). This result suggests that all the expert parameters a∗1, . . . , a

∗
k∗

should be different
from 0d to hope for fast convergence rates. In other words, every expert of the form φ(a⊤x+ b) in
the MoE model should vary with the input value.

Scenario II. Now, we consider the second scenario when φ is a polynomial of the form φ(z) = zp,
for p ∈ N. For simplicity, we will only focus on the setting of p = 1, i.e., h(x, η∗j ) = (a∗j )

⊤x+ b∗j ;
the case of p > 1 can be argued in a very similar fashion. The structure of the polynomial experts
leads to a non-linear interactions among the parameters, expressed through the PDE

∂2F

∂β1∂b
(x;β∗

1i, a
∗
i , b

∗
i ) =

∂2F

∂a∂β0
(x;β∗

1i, a
∗
i , b

∗
i ), (11)

where F (x;β1, β0, a, b) := σ(x;β1, β0)(a
⊤x+b). This interaction is the reason why the polynomial

experts are not strongly identifiable. Ultimately, this dependence yields slow rates of convergence for
expert estimation, just like in Scenario I, as revealed by the next result, which deploys the Voronoi
loss D2,r of equation (9).

Theorem 4. Suppose that the experts take the form (a⊤x+ b)p, for some p ∈ N. Then, under the
Scenario II and for any r ≥ 1,

inf
G̃n∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [D2,r(G̃n, G)] ≳ n−1/2,

where EfG indicates the expectation taken w.r.t the product measure with fn
G.

7

118363 https://doi.org/10.52202/079017-3758



The proof of Theorem 4 is in Appendix A.4. To sum up, when either the experts are independent of
the input or they take a polynomial form, their estimation rates could be as slow as OP ([log(n)/n]

1
2 ).

3.2 Regime 2 of Gating Parameters

Recall that under the Regime 2, at least one among the over-specified parameters β∗
1i is different from

0d. As discussed in Section 2, the least squares regression estimator fĜn
in this case converges to

a regression function fG, where G ∈ Gk(Θ) := argminG∈Gk(Θ)\Gk∗ (Θ) ∥fG − fG∗∥L2(µ). That is,
the estimators of the parameters specifying fĜn

converge to the parameters of fG. WLOG, we may

assume that G :=
∑k

i=1
1

1+exp(−β̄0i)
δ(β̄1i,η̄i).

Similarly to Regime 1, we also provide in Definition 2 a weak identifiability condition to characterize
those expert functions that will have fast estimation rates under the Regime 2. Weakly identifiable
experts are required to satisfy only a subset of the conditions imposed to strongly identifiable experts.

Definition 2 (Weak identifiability). An expert function x 7→ h(x, η) is called weakly identifiable if it
is twice differentiable w.r.t its parameter η for µ-almost all x and, for any positive integer ℓ and any
pair-wise distinct choices of parameters {(β0i, β1i, ηi)}ℓi=1, the functions in the class
{
x 7→ ∂F

∂βα1
1 ∂βα2

0 ∂ηα3
(x, β1i, β0i, ηi) : i ∈ [ℓ], (α1, α2, α3) ∈ Nd×N×Nq, |α1|+α2+|α3| = 1

}

are linearly independent, for µ-almost all x.

Example. Let us take an expert network h(x, (a, b)) = φ(a⊤x+ b) as an example. It can be checked
that if a ̸= 0d and the activation function φ is a ReLU or GELU or a polynomial, then the expert
h(x, (a, b)) is weakly identifiable. Conversely, if a = 0d, i.e. the expert does not depend on the input,
then the weak identifiability condition is not met, regardless of the choice of the activation.

We now describe the convergence rates for expert estimation under Regime 2. Since the analysis
of input-independent experts can be done similarly to Theorem 3, we will focus only on weakly
identifiable experts. As it turned out, the appropriate Voronoi loss function is given by

D3(G,G) :=

k∑

j=1

∑

i∈Aj

[
|β0i − β̄0j |+ ∥β1i − β̄1j∥+ ∥ηi − η̄j∥

]
. (12)

Theorem 5. Let h(x, η) be a weakly identifiable expert. Then, for any mixing measure G ∈ Gk(Θ),

inf
G∈Gk(Θ)

∥fG − fG∥L2(µ)/D3(G,G) > 0.

As a consequence, we obtain that infG∈Gk(Θ) D3(Ĝn, G) = OP ([log(n)/n]
1
2 ).

The proof of Theorem 5 is in Appendix A.5. As a direct consequence of the bound and the definition
of D3, the convergence rates of the estimators β̂n

0i, β̂
n
1i and η̂ni are of the same of parametric order

OP ([log(n)/n]
1
2 ). Furthermore, by equation (7), we also establish that the convergence rate of the

expert estimator h(x, η̂ni ) is also of order OP ([log(n)/n]
1
2 ). Comparing these estimation rates with

those established by [26] assuming instead softmax gating, there are two main observations:

(i) When the expert is a neural network with ReLU or GELU activation, the above parametric expert
estimation rate obtained using the sigmoid gate is faster than the rate guranteed by the softmax gate,
which could be of order OP ([log(n)/n]

1
4 ) (see [Theorem 3.2, [26]]).

(ii) When the activation is a polynomial, the gap between expert estimation rates when using the
sigmoid gate versus when using the softmax gate becomes even more dramatic: OP ([log(n)/n]

1
2 )

compared to OP (1/ log(n)) (see Theorem 4.6 in [26]).

The above remarks highlight the considerable benefits of deploying sigmoid gating over softmax
gating in MoE models: provably faster estimation rates not only for expert networks with popular
activations like ReLU and GELU, but also for those with polynomial activation.
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Table 2: True Parameters for Gating and Experts. The variance for the gating parameters is νg =
0.01/d and for the expert parameters is νe = 1/d, where d = 32.

Gating parameters Expert parameters
{
β∗
1i ∼ N (0d, νgId) 1 ≤ i ≤ 7

β∗
1i = 0d i = 8

β∗
0i ∼ N (0, νg) a∗i ∼ N (0d, νeId) b∗i ∼ N (0, νe)

4 Numerical Experiments

In this section, we perform some numerical experiments to empirically demonstrate our claim that
the sigmoid gating is more sample efficient than the softmax gating.

From Table 1, it can be seen that the sigmoid gating shares the same expert estimation rates as the
softmax gating under the Regime 1. However, the former gating outperforms the latter under the
Regime 2, particularly for ReLU experts and polynomial experts. Therefore, we will consider those
experts under the Regime 2 in our subsequent experiments.

Data generation. In particular, we generate the data by first sampling Xi ∼ Uniform([−1, 1]d) for
i = 1, . . . , n. Then, we generate Yi according to the following model:

Yi = gG∗(Xi) + ϵi, i = 1, . . . , n, (13)

where the regression function gG∗(·) take the form of a softmax gating MoE:

gG∗(x) :=

k∗∑

i=1

Softmax((β∗
1i)

⊤x+ β∗
0i) · ϕ

(
(a∗i )

⊤x+ b∗i
)
, (14)

The input data dimension is d = 32. We employ k∗ = 8 experts of the form ϕ(a⊤x+ b), where ϕ is
either the identity function or the ReLU function. The variance of Gaussian noise ϵi is ν = 0.01.

Experimental setup. We summarize the choices of the ground-truth parameters β∗
0i, β

∗
1i, a

∗
i and b∗i

for 1 ≤ i ≤ 8 in Table 2, which satisfies the condition of the Regime 2.

Training procedure. For each sample size n, spanning from 103 to 105, we perform 20 experiments.
In every experiment, we employ k = k∗ + 1 = 9 fitted experts, and the parameters initialization for
the gating’s and experts’ parameters are adjusted to be near the true parameters, minimizing potential
instabilities from the optimization process. Subsequently, we execute the stochastic gradient descent
algorithm across 10 epochs, employing a learning rate of η = 0.1 to fit a model to the synthetic data.
For each experiment, we calculate the Voronoi losses for every model and report the mean values for
each sample size in Figure 1. Error bars representing two standard deviations are also shown.

Results. In Figure 1, when employing the ReLU experts, that is, ϕ is the ReLU function, the Voronoi
loss for the sigmoid gating approaches zero at the rate of order O(n−0.51), which nearly matches our
theoretical results in Theorem 5. Meanwhile, the loss for the softmax gating converges to zero at
the slower rate O(n−0.24). On the other hand, when using the linear experts, that is, ϕ is the identity
function, the vanishing rate of the Voronoi loss associated with the sigmoid gating is O(n−0.40),
while that for the softmax gating is significantly slower, standing at O(n−0.11). These observations
empirically shows that the sigmoid gating is more sample efficient than the softmax gating.

5 Discussion

In this paper, we carry out a convergence analysis of least squares expert estimation under MoE
models with the sigmoid gating, which was found empirically to be robust to the representation
collapse issue and to have a favorable performance in the MoE applications. We demonstrate that
under both the gating regimes, the sigmoid gating requires a smaller sample size than the softmax
gating to reach the same expert estimation error: that is, the sigmoid gating is more sample efficient
than its softmax counterpart. Furthermore, we also verify that experts formulated as feed-forward
networks with popular activation functions such as ReLU and GELU are more compatible with the
sigmoid gating than other types of expert functions.
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sample size n
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s
Rate = O(n−0.51)

Rate = O(n−0.24)

Sigmoid MoE

D3(Ĝn, G∗)

0.1 n−0.51

Softmax MoE

D3(Ĝn, G∗)

0.1 n−0.24

Softmax MoE

D3(Ĝn, G∗)

0.1 n−0.24

(a) ReLU Expert

103 104 105

sample size n

10−4

10−3

10−2

10−1

100

101

102

103

L
os

s

Rate = O(n−0.40)

Rate = O(n−0.11)

Sigmoid MoE

D3(Ĝn, G∗)

0.6 n−0.40

Softmax MoE

D3(Ĝn, G∗)

12.9 n−0.11

Softmax MoE

D3(Ĝn, G∗)

12.9 n−0.11

(b) Linear Expert

Figure 1: Log-log scaled plots displaying the empirical averages of the Voronoi losses when using
the sigmoid gating (blue line) versus when using the sofmax gating (green line) under the same data.
The red dash-dotted lines illustrate the fitted lines for determining the empirical convergence rates.

Practical implications. Our theoretical findings support the following conclusions, which have
considerable practical relevance.

(I.1) The sigmoid gate is more sample efficient than the softmax gate for expert estimation. It
can be seen from Table 1 that while the expert estimation rates obtained when using the sigmoid gate
match those attained when using the softmax gate under the Regime 1, the former are totally faster
than the latter under the Regime 2. Notably, Regime 2 is closer to practice since the gating values
under this regime hinge upon the input while those under the Regime 1 are input-independent. As a
consequence, we can claim that the sigmoid gate is more sample efficient than the softmax gate from
the perspective of the expert estimation problem.

(I.2) The sigmoid gate is compatible with a broader class of experts than the softmax gate.
It follows from the expert characterization for Regime 1 (resp. Regime 2) in Definition 1 (resp.
Definition 2) that formulating expert functions as feed-forward networks [36] with commonly used
activation functions such as ReLU and GELU or even a polynomial activation will lead to faster
expert estimation rates, and thus, require a smaller sample size to reach the same tolerance of
estimating experts compared to the softmax gate. Thus, our theories indicate that the sigmoid gating
is compatible with a broader class of experts than the softmax gating. This implication is particularly
useful when people employ a mixture of fine-grained (shallow) expert networks [13].

Limitations and future directions. There are two main limitations of our current analysis:

1. We assume implicitly that the ground-truth parameters are independent of the sample size.
Therefore, the expert estimation rates established in the paper are point-wise rather than the desirable
uniform rates. A potential approach to cope with this problem is using the techniques for deriving the
uniform parameter estimation rates in mixture models [6] and in MoE models [37]. However, those
techniques are only valid for input-independent gating MoE, and we believe that further technical
tools should be developed to adapt such framework to the sigmoid gating MoE. Thus, we leave it for
future development.

2. The assumption that the true regression function belongs to the parametric class of MoE models
under sigmoid gating is, of course, quite restrictive, and likely to be violated in real-world settings.
This issue can be alleviated by assuming the data are sampled from a regression framework with
an arbitrary regression function g, which is not necessarily formulated as a mixture of experts.
Under that setting, the least squares estimator Ĝn converges to G̃ ∈ argminG∈Gk(Θ) ∥fG − g∥L2(µ).
Nevertheless, it requires the comprehensive knowledge of the universal approximation power of the
sigmoid function, which has been slightly explored in [1], to determine the expert estimation rate.
Therefore, we leave this potential direction for future work.
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Supplement to “Sigmoid Gating is More Sample Efficient than
Softmax Gating in Mixture of Experts”

In this supplementary material, we present proofs for the main results of the paper in Appendix A,
while we study the identifiability of the sigmoid gating mixture of experts (MoE) in Appendix B.
Lastly, we provide additional numerical experiments to verify our theory in Appendix C.

A Proof of Main Results

In this appendix, we provide proofs for the theoretical results introduced in Section 2 and Section 3
of the paper.

A.1 Proof of Theorem 1

To streamline the arguments for this proof, we need to define some necessary notations. First of
all, we let Fk(Θ) := {fG(x) : G ∈ Gk(Θ)} stand for the set of all regression functions in Gk(Θ).
Next, for each δ > 0, we define the L2(µ)-ball centered around the regression function fG∗(x) and
intersected with the set Fk(Θ) as

Fk(Θ, δ) :=
{
f ∈ Fk(Θ) : ∥f − fG∗∥L2(µ) ≤ δ

}
.

Furthermore, the size of the above ball is captured by the following integral as suggested in [35].

JB(δ,Fk(Θ, δ)) :=

∫ δ

δ2/213
H

1/2
B (t,Fk(Θ, t), ∥ · ∥L2(µ)) dt ∨ δ, (15)

in which HB(t,Fk(Θ, t), ∥ · ∥L2(µ)) denotes the bracketing entropy [35] of Fk(Θ, t) under the
L2(µ)-norm, and t ∨ δ := max{t, δ}. By arguing in a similar fashion to Theorem 7.4 and Theorem
9.2 in [35] with adapted notations to this work, we achieve the following lemma:
Lemma 1. Let Ψ(δ) ≥ JB(δ,Fk(Θ, δ)) such that Ψ(δ)/δ2 is a non-increasing function of δ. Then,
for some universal constant c and for some sequence (δn) that satisfies

√
nδ2n ≥ cΨ(δn), the

following holds for any δ ≥ δn:

P
(
∥fĜn

− fG∗∥L2(µ) > δ
)
≤ c exp

(
−nδ2

c2

)
.

General Picture. If we are able to demonstrate that the following bound holds for any ε ∈ (0, 1/2]:

HB(ε,Fk(Θ), ∥.∥L2(µ)) ≲ log(1/ε), (16)

then it follows that

JB(δ,Fk(Θ, δ)) =

∫ δ

δ2/213
H

1/2
B (t,Fk(Θ, t), ∥ · ∥L2(µ)) dt ∨ δ

≲
∫ δ

δ2/213
log(1/t)dt ∨ δ. (17)

By choosing Ψ(δ) = δ · [log(1/δ)]1/2, then Ψ(δ)/δ2 is a non-increasing function of δ. Moreover,
equation (17) suggests that Ψ(δ) ≥ JB(δ,Fk(Θ, δ)). Additionally, we set δn =

√
log(n)/n, and

then get that
√
nδ2n ≥ cΨ(δn) for some universal constant c. According to Lemma 1, we achieve the

desired conclusion of the theorem. As a consequence, it suffices to establish the bound (16).

Proof of inequality (16). Note that as the expert functions are bounded, we have that |fG(x)| ≤ M
for almost every x, where M > 0 is a bounded constant.

Next, let τ ≤ ε and {ζ1, . . . , ζN} be the τ -cover under the L2(µ)-norm of the set Fk(Θ), where
N := N(τ,Fk(Θ), ∥ · ∥L∞) stands for the η-covering number of the metric space (Fk(Θ), ∥ · ∥L∞).
Now, we consider brackets of the form [Li(x), Ui(x)], where we define

Li(x) := max{ζi(x)− τ, 0}, Ui(x) := max{ζi(x) + τ,M},
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for all i ∈ [N ]. Then, it can be verified that Fk(Θ) ⊂ ∪N
i=1[Li(x), Ui(x)] and Ui(x) − Li(x) ≤

min{2τ,M}. Thus, we obtain that

∥Ui − Li∥2L2(µ) =

∫
(Ui − Li)

2dµ(x) ≤
∫

4τ2dµ(x) = 4τ2,

which indicates that ∥Ui−Li∥L2(µ) ≤ 2τ . From the definition of the bracketing entropy, we arrive at

HB(2τ,Fk(Θ), ∥ · ∥L2(µ)) ≤ logN = logN(τ,Fk(Θ), ∥ · ∥L∞). (18)

Consequently, it is sufficient to provide an upper bound for the covering number N . For that purpose,
let us denote ∆ := {(β0, β1) ∈ R × Rd : (β0, β1, η) ∈ Θ} and Ω := {η ∈ Rq : (β0, β1, η) ∈ Θ}.
Recall that Θ is a compact set, therefore, ∆ and Ω are also compact. Then, there exist τ -covers ∆τ

and Ωτ for ∆ and Ω, respectively. Furthermore, it can be validated that

|∆τ | ≤ OP (τ
−(d+1)k), |Ωτ | ≲ OP (τ

−qk).

Given a mixing measure G =
∑k

i=1 exp(β0i)δ(β1i,ηi) ∈ Gk(Θ), we take into account two other
mixing measures defined as:

G̃ :=

k∑

i=1

1

1 + exp(−β0i)
δ(β1i,ηi)

, Ǧ :=

k∑

i=1

1

1 + exp(−β̌0i)
δ(β̌1i,η̌i)

.

Above, η̌i ∈ Ωτ such that η̌i is the closest to ηi in that set, while (β̌0i, β̌1i) ∈ ∆τ is the closest to
(β0i, β1i) in that set. It follows from the above formulations that

∥fG − fG̃∥L∞ = sup
x∈X

∣∣∣∣∣
k∑

i=1

1

1 + exp(−(β1i)⊤x− β0i)
· [h(x, ηi)− h(x, η̌i)]

∣∣∣∣∣

≤
k∑

i=1

sup
x∈X

1

1 + exp(−(β1i)⊤x− β0i)
· |h(x, ηi)− h(x, η̌i)|

≤
k∑

i=1

sup
x∈X

|h(x, ηi)− h(x, η̌i)|

≤
k∑

i=1

sup
x∈X

L1 · ∥ηi − η̌i∥

≤ kL1τ ≲ τ.

Here, the second inequality occurs as the sigmoid weight is not larger than one and the third inequality
follows from the fact that the expert function h(x, ·) is a Lipschitz function with some Lipschitz
constant L1 > 0.

Subsequently, we have

∥fG̃ − fǦ∥L∞ = sup
x∈X

∣∣∣∣∣
k∑

i=1

[
1

1 + exp(−(β1i)⊤x− β0i)
− 1

1 + exp(−(β̌1i)⊤x− β̌0i)

]
· h(x, η̌i)

∣∣∣∣∣

≤
k∑

i=1

sup
x∈X

[
1

1 + exp(−(β1i)⊤x− β0i)
− 1

1 + exp(−(β̌1i)⊤x− β̌0i)

]
· |h(x, η̌i)|

≤
k∑

i=1

sup
x∈X

M ′
[

1

1 + exp(−(β1i)⊤x− β0i)
− 1

1 + exp(−(β̌1i)⊤x− β̌0i)

]

≤
k∑

i=1

sup
x∈X

M ′L2(∥β1i − β̌1i∥ · ∥x∥+ |β0i − β̌0i|)

≤ kM ′(τ ·B + τ) ≲ τ.

Above, the second inequality is due to the fact that the expert function is bounded, that is, |h(x, η̌i)| ≤
M ′. The third one happens as the sigmoid function is a Lipschitz function with some Lipschitz
constant L2 > 0, while the fourth inequality occurs since the input space is bounded.
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By the triangle inequality, we obtain

∥fG − fǦ∥L∞ ≤ ∥fG − fG̃∥L∞ + ∥fG̃ − fG∥L∞ ≲ τ.

From the definition of the covering number, it yields that

N(τ,Fk(Θ), ∥ · ∥L∞ ≤ |∆τ | × |Ωτ | ≤ OP (n
−(d+1)k)×O(n−qk) ≤ O(n−(d+1+q)k). (19)

Putting equations (18) and (19) together, we get that

HB(2τ,Fk(Θ), ∥ · ∥L2(µ)) ≲ log(1/τ).

Let τ = ε/2, then we reach the desired bound

HB(ε,Fk(Θ), ∥.∥L2(µ)) ≲ log(1/ε).

Hence, the proof is totally completed.

A.2 Proof of Theorem 2

In this proof, we aim to establish the following inequality:

inf
G∈Gk(Θ)

∥fG − fG∗∥L2(µ)/D1(G,G∗) > 0. (20)

For that purpose, we divide the proof of the above inequality into local and global parts as below.

Local part: In this part, we focus only on demonstrating the following local inequality:

lim
ε→0

inf
G∈Gk(Θ):D1(G,G∗)≤ε

∥fG − fG∗∥L2(µ)/D1(G,G∗) > 0. (21)

Assume by contrary that the above claim does not hold true, then there exists a sequence of mixing
measures Gn =

∑k∗
i=1 δ(βn

0i,β
n
1i,η

n
i ) in Gk(Θ) such that D1n := D1(Gn, G∗) → 0 and

∥fGn
− fG∗∥L2(µ)/D1n → 0, (22)

as n → ∞. Let us recall that

D1n :=

k̄∑

j=1

∣∣∣
∑

i∈Aj

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
0j)

∣∣∣+
k̄∑

j=1

∑

i∈Aj

[
∥∆βn

1ij∥2 + ∥∆ηnij∥2
]

+

k∗∑

j=k̄+1

∑

i∈Aj

[
|∆βn

0ij |+ ∥∆βn
1ij∥+ ∥∆ηnij∥

]
,

where ∆βn
0ij := βn

0i − β∗
0j , ∆βn

1ij := βn
1i − β∗

1j and ∆ηnij := ηni − η∗j .

Since D1n → 0 as n → ∞, we deduce that

• For 1 ≤ j ≤ k̄:
∑

i∈Aj

1
1+exp(−βn

0i)
→ 1

1+exp(−β∗
0j)

and (βn
1i, η

n
i ) → (β∗

1j , η
∗
j ), for any

i ∈ Aj ;

• For k̄ + 1 ≤ j ≤ k∗: (βn
0i, β

n
1i, η

n
i ) → (β∗

0j , β
∗
1j , η

∗
j ) for any i ∈ Aj .
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Step 1 - Taylor expansion: In this step, we decompose the term fGn(x) − fG∗(x) using Taylor
expansion. Firstly, let us denote

fGn
(x)− fG∗(x) : =

k̄∑

j=1

[ ∑

i∈Aj

h(x, ηni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

−
h(x, η∗j )

1 + exp(−β∗
0j)

]

+

k∗∑

j=k̄+1

[ ∑

i∈Aj

h(x, ηni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

−
h(x, η∗j )

1 + exp(−(β∗
1j)

⊤x− β∗
0j)

]

=

k̄∑

j=1

∑

i∈Aj

[ h(x, ηni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

−
h(x, η∗j )

1 + exp(−βn
0i)

]

+

k̄∑

j=1

[ ∑

i∈Aj

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
0j)

]
· h(x, η∗j )

+

k∗∑

j=k̄+1

[ ∑

i∈Aj

h(x, ηni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

−
h(x, η∗j )

1 + exp(−(β∗
1j)

⊤x− β∗
0j)

]

: = An(x) +Bn(x) + Cn(x). (23)

Let us denote σ(x, β1, β0) :=
1

1+exp(−β⊤
1 x−β0)

. Then, by means of the second-order Taylor expan-
sion, we can decompose the term An(x) defined above as

An(x) =

k̄∑

j=1

∑

i∈Aj

[
σ(x, βn

1i, β
n
0i)h(x, η

n
i )− σ(x, 0d, β

n
0i)h(x, η

∗
j )
]

=

k̄∑

j=1

∑

i∈Aj

2∑

|γ|=1

1

γ!
(∆βn

1ij)
γ1(∆ηnij)

γ2 · ∂
|γ1|σ
∂βγ1

1

(x, 0d, β
n
0i)

∂|γ2|h
∂ηγ2

(x, η∗j ) +R1(x)

=

k̄∑

j=1

∑

i∈Aj

2∑

|γ|=1

Tn
j,i,γ1,γ2

· ∂
|γ1|σ
∂βγ1

1

(x, 0d, β
n
0i)

∂|γ2|h
∂ηγ2

(x, η∗j ) +R1(x) (24)

where R1(x) is a Taylor remainder such that R1(x)/D1n → 0 as n → ∞, and we define

Tn
j,i,γ1,γ2

:=
1

γ!
(∆βn

1ij)
γ1(∆ηnij)

γ2 ,

for any j ∈ [k̄], i ∈ Aj , γ1 ∈ Nd and γ2 ∈ Nq such that 1 ≤ |γ1|+ |γ2| ≤ 2.

Next, let us denote

Wn
j :=

∑

i∈Aj

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
0j)

,

for any j ∈ [k̄], then the term Bn(x) can be represented as

Bn(x) =

k̄∑

j=1

Wn
j · h(x, η∗j ). (25)

Finally, recall that |Aj | = 1 for any k̄ + 1 ≤ j ≤ k∗, we can decompose the term Cn(x) by applying
the first-order Taylor expansion as follows:

Cn(x) =

k∗∑

j=k̄+1

[ ∑

i∈Aj

σ(x, βn
1i, β

n
0i)h(x, η

n
i )− σ(x, β∗

1j , β
∗
0j)h(x, η

∗
j )
]

=

k∗∑

j=k̄+1

∑

|α|=1

Sn
j,α1,α2,α3

· ∂
|α1|+α2σ

∂βα1
1 ∂βα2

0

(x, β∗
1j , β

∗
0j)

∂|α3|h
∂ηα3

(x, η∗j ) +R2(x), (26)
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where R2(x) is a Taylor remainder such that R2(x)/D1n → 0 as n → ∞, and we define

Sn
j,α1,α2,α3

:=
∑

i∈Aj

1

α!
(∆βn

1ij)
α1(∆βn

0ij)
α2(∆ηnij)

α3 ,

for any k̄ + 1 ≤ j ≤ k∗, α1 ∈ Nd, α2 ∈ N and α3 ∈ Nq such that |α1|+ α2 + |α3| = 1.

Combine the decomposition of the terms An(x), Bn(x) and Cn(x) in equations (24), (25) and (26),
we rewrite the difference fGn

(x)− fG∗(x) as

fGn
(x)− fG∗(x) =

k̄∑

j=1

∑

i∈Aj

2∑

|γ|=1

Tn
j,i,γ1,γ2

· ∂
|γ1|σ
∂βγ1

1

(x, 0d, β
n
0i)

∂|γ2|h
∂ηγ2

(x, η∗j ) +
k̄∑

j=1

Wn
j · h(x, η∗j )

+

k∗∑

j=k̄+1

∑

|α|=1

Sn
j,α1,α2,α3

· ∂
|α1|+α2σ

∂βα1
1 ∂βα2

0

(x, β∗
1j , β

∗
0j)

∂|α3|h
∂ηα3

(x, η∗j ) +R1(x) +R2(x). (27)

Step 2 - Non-vanishing coefficients: In this step, we show that at least one among the ratios
Tn
j,i,γ1,γ2

/D1n, Wn
j /D1n and Sn

j,α1,α2,α3
/D1n does not go to zero as n tends to infinity. Indeed,

assume by contrary that all of them converge to zero, i.e.

Tn
j,i,γ1,γ2

D1n
→ 0,

Wn
j

D1n
→ 0,

Sn
j,α1,α2,α3

D1n
→ 0

as n → ∞. Then, it follows that

• 1
D1n

∑k̄
j=1

∣∣∣
∑

i∈Aj

1
1+exp(−βn

0i)
− 1

1+exp(−β∗
0j)

∣∣∣ = 1
D1n

·∑k̄
j=1 |Wn

j | → 0;

• 1
D1n

∑k̄
j=1

∑
i∈Aj

∥∆βn
1ij∥2 = 1

D1n
·∑k̄

j=1

∑
i∈Aj

∑d
u=1 |Tn

j,i,2ed,u,0q
| → 0, where ed,u

is a vector in Rd whose u-th entry is one while other entries are zero;

• 1
D1n

∑k̄
j=1

∑
i∈Aj

∥∆ηnij∥2 = 1
D1n

·∑k̄
j=1

∑
i∈Aj

∑q
v=1 |Tn

j,i,0d,2eq,v
| → 0;

• 1
D1n

∑k∗
j=k̄+1

∑
i∈Aj

∥∆βn
1ij∥1 = 1

D1n
·∑k∗

j=k̄+1

∑d
u=1 |Sn

j,ed,u,0,0q
| → 0;

• 1
D1n

∑k∗
j=k̄+1

∑
i∈Aj

|∆βn
0ij | = 1

D1n
·∑k∗

j=k̄+1 |Sn
j,0d,1,0q

| → 0;

• 1
D1n

∑k∗
j=k̄+1

∑
i∈Aj

∥∆ηnij∥1 = 1
D1n

·∑k∗
j=k̄+1

∑q
v=1 |Sn

j,0d,0,eq,v
| → 0.

By taking the summation of the above limits, we obtain that

1

D1n

{
k̄∑

j=1

∣∣∣
∑

i∈Aj

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
0j)

∣∣∣+
k̄∑

j=1

∑

i∈Aj

[
∥∆βn

1ij∥2 + ∥∆ηnij∥2
]

+

k∗∑

j=k̄+1

∑

i∈Aj

[
|∆βn

0ij |+ ∥∆βn
1ij∥1 + ∥∆ηnij∥1

]}
→ 0.

Due to the topological equivalence between the 1-norm and the 2-norm, we deduce that

1 =
1

D1n

{
k̄∑

j=1

∣∣∣
∑

i∈Aj

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
0j)

∣∣∣+
k̄∑

j=1

∑

i∈Aj

[
∥∆βn

1ij∥2 + ∥∆ηnij∥2
]

+

k∗∑

j=k̄+1

∑

i∈Aj

[
|∆βn

0ij |+ ∥∆βn
1ij∥+ ∥∆ηnij∥

]}
→ 0,

which is a contradiction. As a consequence, at least one among the ratios Tn
j,i,γ1,γ2

/D1n, Wn
j /D1n

and Sn
j,α1,α2,α3

/D1n must not approach zero as n → ∞.

Step 3 - Application of Fatou’s lemma: In this step, we use the Fatou’s lemma to argue against the
result in Step 2, and then, achieve the desired inequality in equation (21).
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In particular, let us denote by mn the maximum of the absolute values of Tn
j,i,γ1,γ2

/D1n, Wn
j /D1n

and Sn
j,α1,α2,α3

/D1n. Since at least one among those ratios must not approach zero as n → ∞, we
get that 1/mn ̸→ ∞ as n → ∞.

Recall from the hypothesis in equation (22) that ∥fGn
− fG∗∥L2(µ)/D1n → 0 as n → ∞, which

indicates that ∥fGn
− fG∗∥L1(µ)/D1n → 0 due to the equivalence between L1(µ)-norm and L2(µ)-

norm. By means of the Fatou’s lemma, we have

0 = lim
n→∞

∥fGn − fG∗∥L1(µ)

mnD1n
≥

∫
lim inf
n→∞

|fGn(x)− fG∗(x)|
mnD1n

dµ(x) ≥ 0.

This result implies that [fGn
(x)− fG∗(x)]/[mnD1n] → 0 for almost every x.

Let us denote

Tn
j,i,γ1,γ2

/mnD1n → tj,i,γ1,γ2 ,

Wn
j /mnD1n → wj ,

Sn
j,α1,α2,α3

/mnD1n → sj,α1,α2,α3
,

with a note that at least one among the limits tj,i,γ1,γ2 , wj and sj,α1,α2,α3 is non-zero. Then, from
the decomposition in equation (27), we deduce that

k̄∑

j=1

∑

i∈Aj

2∑

|γ|=1

tj,i,γ1,γ2 ·
∂|γ1|σ
∂βγ1

1

(x, 0d, β̄0i)
∂|γ2|h
∂ηγ2

(x, η∗j ) +
k̄∑

j=1

wj · h(x, η∗j )

+

k∗∑

j=k̄+1

∑

|α|=1

sj,α1,α2,α3
· ∂

|α1|+α2σ

∂βα1
1 ∂βα2

0

(x, β∗
1j , β

∗
0j)

∂|α3|h
∂ηα3

(x, η∗j ) = 0,

for almost every x. Note that the expert function h(·, η) is strongly identifiable, then the above
equation implies that tj,γ1,γ2 = wj = sj,α1,α2,α3 = 0, for any j ∈ [k∗], α1, γ1 ∈ Nd, α2 ∈ N and
γ2, α3 ∈ Nq such that 1 ≤ |γ1|+ |γ2| ≤ 2 and |α1|+ α2 + |α3| = 1. This contradicts the fact that
at least one among the limits si,α1,α2,α3 is different from zero.

Hence, we obtain the local inequality in equation (21). Consequently, there exists some ε′ > 0 such
that

inf
G∈Gk(Θ):D1(G,G∗)≤ε′

∥fG − fG∗∥L2(µ)/D1(G,G∗) > 0.

Global part: Given the above result, it suffices to demonstrate that

inf
G∈Gk(Θ):D1(G,G∗)>ε′

∥fG − fG∗∥L2(µ)/D1(G,G∗) > 0. (28)

Assume by contrary that the inequality (28) does not hold true, then we can find a sequence of mixing
measures G′

n ∈ Gk(Θ) such that D1(G
′
n, G∗) > ε′ and

lim
n→∞

∥fG′
n
− fG∗∥L2(µ)

D1(G′
n, G∗)

= 0,

which indicates that ∥fG′
n
− fG∗∥L2(µ) → 0 as n → ∞. Recall that Θ is a compact set, therefore,

we can replace the sequence G′
n by one of its subsequences that converges to a mixing measure

G′ ∈ Gk(Ω). Since D1(G
′
n, G∗) > ε′, we deduce that D1(G

′, G∗) > ε′.

Next, by invoking the Fatou’s lemma, we have that

0 = lim
n→∞

∥fG′
n
− fG∗∥2L2(µ) ≥

∫
lim inf
n→∞

∣∣∣fG′
n
(x)− fG∗(x)

∣∣∣
2

dµ(x).

Thus, we get that fG′(x) = fG∗(x) for almost every x. From Proposition 1, we deduce that G′ ≡ G∗.
Consequently, it follows that D1(G

′, G∗) = 0, contradicting the fact that D1(G
′, G∗) > ε′ > 0.

Hence, the proof is completed.
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A.3 Proof of Theorem 3

Lemma 2. If the following holds for any r ≥ 1:

lim
ε→0

inf
G∈Gk(Θ):D2,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)

D2,r(G,G∗)
= 0, (29)

then we obtain that

inf
G̃n∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [D2,r(G̃n, G)] ≳ n−1/2, (30)

Proof of Lemma 2. Indeed, from the Gaussian assumption on the noise variables ϵi, we obtain that
Yi|Xi ∼ N (fG∗(Xi), σ

2) for all i ∈ [n]. Next, the assumption in equation (29) indicates for
sufficiently small ε > 0 and a fixed constant C1 > 0 which we will choose later, we can find a mixing
measure G′

∗ ∈ Gk(Θ) such that D2,r(G
′
∗, G∗) = 2ε and ∥fG′

∗
− fG∗∥L2(µ) ≤ C1ε. From Le Cam’s

lemma [39], as the Voronoi loss function D2,r satisfies the weak triangle inequality, we obtain that

inf
G̃n∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [D2,r(G̃n, G)]

≳
D2,r(G

′
∗, G∗)
8

exp(−nEX∼µ[KL(N (fG′
∗
(X), σ2),N (fG∗(X), σ2))])

≳ ε · exp(−n∥fG′
∗
− fG∗∥2L2(µ)),

≳ ε · exp(−C1nε
2), (31)

where the second inequality is due to the fact that

KL(N (fG′
∗
(X), σ2),N (fG∗(X), σ2)) =

(fG′
∗
(X)− fG∗(X))2

2σ2
.

By choosing ε = n−1/2, we obtain that ε · exp(−C1nε
2) = n−1/2 exp(−C1). As a consequence,

we achieve the desired minimax lower bound in equation (30).

Main proof. Following from the result of Lemma 2, it is sufficient to show that the following limit
holds true for any r ≥ 1:

lim
ε→0

inf
G∈Gk(Θ):D2,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)

D2,r(G,G∗)
= 0. (32)

To this end, we need to construct a sequence of mixing measures (Gn) that satisfies D2,r(Gn, G∗) →
0 and

∥fGn
− fG∗∥L2(µ)

D2,r(Gn, G∗)
→ 0,

as n → ∞. Recall that under the Case 2, at least one among parameters a∗1, . . . , a
∗
k∗

is equal to 0d.
Without loss of generality, we may assume that a∗1 = 0d. Next, let us take into account the sequence
(Gn) with k∗ + 1 atoms in which

• exp(−βn
01) = exp(−βn

02) = 1 + 2 exp(−β∗
01) and βn

0i = β∗
0(i−1) for any 3 ≤ i ≤ k∗ + 1;

• βn
11 = βn

12 = β∗
11 = 0d and βn

1i = β∗
1(i−1) for any 3 ≤ i ≤ k∗ + 1;

• an1 = an2 = a∗1 = 0d and ani = a∗i−1 for any 3 ≤ i ≤ k∗ + 1;

• bn1 = b∗1 +
c
n , bn2 = b∗1 +

2c
n and bni = b∗i−1 for any 3 ≤ i ≤ k∗ + 1,

where c ∈ R will be chosen later. Consequently, we get that

D2,r(Gn, G∗) =
cr

nr
+

(2c)r

nr
= O(n−r).
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Next, we demonstrate that ∥fGn − fG∗∥L2(µ)/D2,r(Gn, G∗) → 0. In particular, following from the
decomposition of fGn

(x)− fG∗(x) in equation (23) and the above parameter setting, we have that

fGn
(x)− fG∗(x) =

2∑

i=1

[ φ((ani )
⊤x+ bni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

− φ((a∗1)
⊤x+ b∗1)

1 + exp(−βn
0i)

]

+
[ 2∑

i=1

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
01)

]
· φ((a∗1)⊤x+ b∗1)

+

k∗+1∑

i=3

[ φ((ani )
⊤x+ bni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

− φ((a∗i−1)
⊤x+ b∗i−1)

1 + exp(−(β∗
1(i−1))

⊤x− β∗
0(i−1))

]

=

2∑

i=1

[ φ(bni )

1 + exp(−βn
0i)

− φ(b∗1)
1 + exp(−βn

0i)

]

=
1

2 + 2 exp(−β∗
01)

·
2∑

i=1

[φ(bni )− φ(b∗1)].

Thus, we deduce that

[2 + 2 exp(−β∗
01)] · [fGn

(x)− fG∗(x)] =

2∑

i=1

[φ(bni )− φ(b∗1)].

When r is an odd natural number: By applying the Taylor expansion up to order r-th, we get that

[2 + 2 exp(−β∗
01)] · [fGn

(x)− fG∗(x)] =

2∑

i=1

r∑

α=1

(bni − b∗1)
α

α!
φ(α)(b∗1) +R1(x)

=

r∑

α=1

(1 + 2α)cα

α!nα
· φ(α)(b∗1) +R1(x),

where R1(x) is the Taylor remainder such that R1(x)/D2,r(Gn, G∗) → 0 as n → ∞.

Note that
[∑r

α=1
(1+2α)φ(α)(b∗1)

α!nα · cα
]

is an odd-order polynomial of c. Thus, we can choose c as a
root of this polynomial, which leads to the fact that

fGn(x)− fG∗(x) =
R1(x)

2 + 2 exp(−β∗
01)

.

From the above results, we deduce that [fGn
(x)− fG∗(x)]/D2,r(Gn, G∗) → 0 for almost every x.

As a consequence, we achieve that ∥fGn
− fG∗∥L2(µ)/D2,r(Gn, G∗) → 0 as n → ∞.

When r is an even natural number: By means of the Taylor expansion of order (r+ 1)-th, we have

[2 + 2 exp(−β∗
01)] · [fGn

(x)− fG∗(x)] =

r+1∑

α=1

(1 + 2α)cα

α!nα
· φ(α)(b∗1) +R2(x),

where R2(x) is a Taylor remainder such that R2(x)/D2,r(Gn, G∗) → 0.

Since
[∑r+1

α=1
(1+2α)σ(α)(b∗1)

α!nα · cα
]

is an odd-degree polynomial of variable c, we can argue in a
similar fashion to the scenario when r is odd to obtain that ∥fGn

− fG∗∥L2(µ)/D2,r(Gn, G∗) → 0.

Combine results from the above two scenarios of r, we obtain the claim in equation (32).

A.4 Proof of Theorem 4

Following from the result of Lemma 2, it is sufficient to show that the following limit holds true for
any r ≥ 1:

lim
ε→0

inf
G∈Gk(Θ):D2,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)

D2,r(G,G∗)
= 0. (33)
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To this end, we need to construct a sequence of mixing measures (Gn) that satisfies D2,r(Gn, G∗) →
0 and

∥fGn
− fG∗∥L2(µ)

D2,r(Gn, G∗)
→ 0,

as n → ∞. Recall that under the Case 2, at least one among parameters a∗1, . . . , a
∗
k∗

is equal to 0d.
Without loss of generality, we may assume that a∗1 = 0d. Next, let us take into account the sequence
(Gn) with k∗ + 1 atoms in which

• βn
01 = βn

02 such that

2∑

i=1

1

1 + exp(−βn
0i)

− =
1

1 + exp(−β∗
01)

+
1

nr+1
,

and βn
0i = β∗

0(i−1) for any 3 ≤ i ≤ k∗ + 1;

• βn
11 = βn

12 = β∗
11 = 0d and βn

1i = β∗
1(i−1) for any 3 ≤ i ≤ k∗ + 1;

• an1 = an2 = a∗1 and ani = a∗i−1 for any 3 ≤ i ≤ k∗ + 1;

• bn1 = b∗1 +
1
n , bn2 = b∗1 − 1

n and bni = b∗i−1 for any 3 ≤ i ≤ k∗ + 1,

Consequently, we get that

D2,r(Gn, G∗) =
1

nr+1
+

2

nr
= O(n−r).

Next, we demonstrate that ∥fGn − fG∗∥L2(µ)/D2,r(Gn, G∗) → 0. In particular, following from the
decomposition of fGn

(x)− fG∗(x) in equation (23) and the above parameter setting, we have that

fGn(x)− fG∗(x) =

2∑

i=1

[ (ani )
⊤x+ bni

1 + exp(−(βn
1i)

⊤x− βn
0i)

− (a∗1)
⊤x+ b∗1

1 + exp(−βn
0i)

]

+
[ 2∑

i=1

1

1 + exp(−βn
0i)

− 1

1 + exp(−β∗
01)

]
· [(a∗1)⊤x+ b∗1]

+

k∗+1∑

i=3

[ (ani )
⊤x+ bni

1 + exp(−(βn
1i)

⊤x− βn
0i)

− (a∗i−1)
⊤x+ b∗i−1

1 + exp(−(β∗
1(i−1))

⊤x− β∗
0(i−1))

]

=

2∑

i=1

[ (a∗1)
⊤x+ bni

1 + exp(−βn
0i)

− (a∗1)
⊤x+ b∗1

1 + exp(−βn
0i)

]
+

1

nr+1
· [(a∗1)⊤x+ b∗1]

=
1

1 + exp(−βn
01)

·
2∑

i=1

[bni − b∗1] +
1

nr+1
· [(a∗1)⊤x+ b∗1]

=
1

nr+1
· [(a∗1)⊤x+ b∗1].

From the above result, we deduce that [fGn
(x) − fG∗(x)]/D2,r(Gn, G∗) → 0 for almost every x.

As a consequence, we achieve that ∥fGn
− fG∗∥L2(µ)/D2,r(Gn, G∗) → 0 as n → ∞. Hence, we

obtain the claim in equation (33).

A.5 Proof of Theorem 5

Following from the result of Corollary 1, it suffices to establish the following inequality:

inf
G∈Gk(Θ)

∥fG − fG∥L2(µ)/D3(G,G) > 0, (34)

for any mixing measure G ∈ Gk(Θ). For that purpose, we divide the proof of the above inequality
into local and global parts as in Appendix A.2. However, since the arguments for the global part
remain the same (up to some changes of notations) for the over-specified setting, they will be omitted.
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Therefore, given an arbitrary mixing measure G :=
∑k

i=1

1

1 + exp(−β̄0i)
δ(β̄1i,η̄i) ∈ Gk(Θ), we

focus only on demonstrating that

lim
ε→0

inf
G∈Gk(Θ):D3(G,G)≤ε

∥fG − fG∥L2(µ)/D3(G,G) > 0. (35)

Assume by contrary that the above inequality does not hold true, then there exists a sequence of

mixing measures Gn =
∑k

i=1

1

1 + exp(−βn
0i)

δ(βn
1i,η

n
i ) in Gk(Θ) such that D3n := D3(Gn, G) → 0

and

∥fGn
− fG∥L2(µ)/D3n → 0, (36)

as n → ∞. Let us denote by An
i := Ai(Gn) a Voronoi cell of Gn generated by the j-th components

of G. Since our arguments are asymptotic, we may assume that those Voronoi cells do not depend on
the sample size, i.e. Aj = An

i .

Additionally, since Gn and G share the same number of atoms k under the Regime 2 and D3n → 0,
the Voronoi cell Ai has only one element for any i ∈ [k]. WLOG, we assume that Ai = {i} for all
i ∈ [k], which follows that (βn

0i, β
n
1i, η

n
i ) → (β̄0i, β̄1i, η̄i) as n → ∞ for any i ∈ [k].

Thus, the Voronoi loss D3n can be represented as

D3n :=

k∑

i=1

[
|∆β̄n

0i|+ ∥∆β̄n
1i∥+ ∥∆η̄ni ∥

]
, (37)

where we denote ∆β̄n
0i := βn

0i − β̄0i, ∆β̄n
1i := βn

1i − β̄1i and ∆η̄ni := ηni − η̄i.

Now, we divide the proof of local part into three steps as follows:

Step 1 - Taylor expansion: In this step, we decompose the term fGn(x) − fG(x) using Taylor
expansion. Let us denote σ(x, β1, β0) :=

1
1+exp(−β⊤

1 x−β0)
, then we have

fGn(x)− fG(x) :=

k∑

i=1

[ h(x, ηni )

1 + exp(−(βn
1i)

⊤x− βn
0i)

− h(x, η̄i)

1 + exp(−(β̄1i)⊤x− β̄0i)

]

=

k∑

i=1

∑

|α|=1

1

α!
(∆β̄n

1i)
α1(∆β̄n

0i)
α2(∆η̄ni )

α3 · ∂
|α1|+α2σ

∂βα1
1 ∂βα2

0

(x, β̄1i, β̄0i)
∂|α3|h
∂ηα3

(x, η̄i) +R1(x)

=

k∑

i=1

∑

|α|=1

Sn
i,α1,α2,α3

· ∂
|α1|+α2σ

∂βα1
1 ∂βα2

0

(x, β̄1i, β̄0i)
∂|α3|h
∂ηα3

(x, η̄i) +R1(x), (38)

where R1(x) is a Taylor remainder such that R1(x)/D3n → 0 as n → ∞, and

Sn
i,α1,α2,α3

:=
∑

|α|=1

1

α!
(∆β̄n

1i)
α1(∆β̄n

0i)
α2(∆η̄ni )

α3 ,

for any i ∈ [k], α1 ∈ Nd, α2 ∈ N and α3 ∈ Nq such that |α1|+ α2 + |α3| = 1.

Step 2 - Non-vanishing coefficients: In this step, we show that at least one among the ratios
Sn
i,α1,α2,α3

/D3n does not go to zero as n tends to infinity. Assume by contrary that all of them
converge to zero, i.e. Sn

i,α1,α2,α3
/D3n → 0 as n → ∞, for any i ∈ [k], α1 ∈ Nd, α2 ∈ N and

α3 ∈ Nq such that |α1|+ α2 + |α3| = 1. Then, it follows that

• 1
D3n

·∑k
i=1 ∥∆β̄n

1i∥1 = 1
D3n

·∑k
i=1

∑d
u=1 |Sn

i,ed,u,0,0q
| → 0;

• 1
D3n

·∑k
i=1 |∆β̄n

0i| = 1
D3n

·∑k
i=1 |Sn

i,0d,1,0q
| → 0;

• 1
D3n

·∑k
i=1 ∥∆η̄ni ∥1 = 1

D3n
·∑k

i=1

∑q
v=1 |Sn

i,0d,0,eq,v
| → 0.
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By taking the summation of the above three limits, we deduce that

1

D3n
·

k∑

i=1

[
|∆β̄n

0i|+ ∥∆β̄n
1i∥1 + ∥∆η̄ni ∥1

]
→ 0.

Due to the topological equivalence between the 1-norm and 2-norm, we achieve that

1 =
1

D3n
·

k∑

i=1

[
|∆β̄n

0i|+ ∥∆β̄n
1i∥+ ∥∆η̄ni ∥

]
→ 0,

as n → ∞, which is a contradiction. Thus, at least one among the ratios Sn
i,α1,α2,α3

/D3n must not
approach zero as n → ∞.

Step 3 - Application of Fatou’s lemma: In this step, we use the Fatou’s lemma to argue against the
result in Step 2, and then, achieve the desired inequality in equation (35).

In particular, let us denote by mn the maximum of the absolute values of Sn
i,α1,α2,α3

/D3n. Since at
least one among those ratios must not approach zero as n → ∞, we get that 1/mn ̸→ ∞ as n → ∞.

Recall from the hypothesis in equation (36) that ∥fGn
− fG∥L2(µ)/D3n → 0 as n → ∞, which

indicates that ∥fGn
− fG∥L1(µ)/D3n → 0 due to the equivalence between L1(µ)-norm and L2(µ)-

norm. By means of the Fatou’s lemma, we have

0 = lim
n→∞

∥fGn − fG∥L1(µ)

mnD3n
≥

∫
lim inf
n→∞

|fGn(x)− fG(x)|
mnD3n

dµ(x) ≥ 0.

This result implies that [fGn
(x)− fG(x)]/[mnD3n] → 0 for almost every x.

Let us denote Sn
i,α1,α2,α3

/mnD3n → si,α1,α2,α3 as n → ∞ with a note that at least one among the
limits si,α1,α2,α3 is non-zero. Then, it follows from the decomposition in equation (38) that

k∑

i=1

∑

|α|=1

si,α1,α2,α3
· ∂

|α1|+α2σ

∂βα1
1 ∂βα2

0

(x, β̄1i, β̄0i)
∂|α3|h
∂ηα3

(x, η̄i) = 0,

for almost every x. Note that the expert function h(·, η) is ..., then the above equation implies that
si,α1,α2,α3

= 0, for any i ∈ [k], α1 ∈ Nd, α2 ∈ N and α3 ∈ Nq such that |α1|+α2+ |α3| = 1. This
contradicts the fact that at least one among the limits si,α1,α2,α3

is different from zero.

Hence, we obtain the local inequality in equation (35).

B Identifiability of the Sigmoid Gating Mixture of Experts

In this appendix, we explore the identifiability of the sigmoid gating MoE model in Proposition 1.
Proposition 1. If the equation fG(x) = fG∗(x) holds true for almost every x, then it follows that
G ≡ G′.

Proof of Proposition 1. From the assumption of this proposition, we have
k∑

i=1

1

1 + exp(−β1i)⊤x− β0i)
· h(x, ηi) =

k∗∑

i=1

1

1 + exp(−β∗
1i)

⊤x− β∗
0i)

· h(x, η∗i ). (39)

Since the expert function h(·, η) is identifiable, the set {h(x, η′i) : i ∈ [k′]}, where η′1, . . . , η
′
k′

are distinct vectors for some k′ ∈ N, is linearly independent. If k ̸= k∗, then there exists some
i ∈ [k] such that ηi ̸= η∗j for any j ∈ [k∗]. This implies that 1

1+exp(−β1i)⊤x−β0i)
= 0, which is a

contradiction. Thus, we must have that k = k∗. As a result,
{ 1

1 + exp(−β1i)⊤x− β0i)
: i ∈ [k]

}
=

{ 1

1 + exp(−β∗
1i)

⊤x− β∗
0i)

: i ∈ [k∗]
}
,

for almost every x. WLOG, we may assume that
1

1 + exp(−β1i)⊤x− β0i)
=

1

1 + exp(−β∗
1i)

⊤x− β∗
0i)

, (40)
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for almost every x for any i ∈ [k∗]. It is worth noting that the sigmoid function is invariant to
translations, then equation (40) indicates that β1i = β∗

1i + v1 and β0i = β∗
0i + v0 for some v1 ∈ Rd

and v0 ∈ R. Nevertheless, due to the assumptions β1k = β∗
1k = 0d and β0k = β∗

0k = 0, we have that
v1 = 0d and v0 = 0. Consequently, it follows that β1i = β∗

1i and β0i = β∗
0i for any i ∈ [k∗]. Then,

equation (39) can be represented as

k∗∑

i=1

1

1 + exp(−β1i)⊤x− β0i)
· h(x, ηi) =

k∗∑

i=1

1

1 + exp(−β∗
1i)

⊤x− β∗
0i)

· h(x, η∗i ), (41)

for almost every x. Next, let us denote J1, J2, . . . , Jm as a partition of the index set [k∗], where
m ≤ k, such that (β0i, β1i) = (β∗

0i′ , β
∗
1i′) for any i, i′ ∈ Jj and j ∈ [k∗]. On the other hand, when i

and i′ do not belong to the same set Jj , we let (β0i, β1i) ̸= (β0i′ , β1i′). Thus, we can reformulate
equation (41) as

m∑

j=1

∑

i∈Jj

1

1 + exp(−β1i)⊤x− β0i)
· h(x, ηi) =

m∑

j=1

∑

i∈Jj

1

1 + exp(−β∗
1i)

⊤x− β∗
0i)

· h(x, η∗i ),

for almost every x. Recall that β1i = β∗
1i and β0i = β∗

0i for any i ∈ [k∗], then the above leads to

{ηi : i ∈ Jj} ≡ {η∗i : i ∈ Jj},
for any j ∈ [m]. As a result, we achieve that

G =

m∑

j=1

∑

i∈Jj

1

1 + exp(−β0i)
· δ(β1i,ηi) =

m∑

j=1

∑

i∈Jj

1

1 + exp(−β∗
0i)

· δ(β∗
1i,η

∗
i )

= G∗.

Hence, the proof is totally completed.

C Additional Experiments

In this appendix, we conduct a simulation study to empirically validate our theoretical results on the
convergence rates of the least squares estimators under both the Regime 1 and the Regime 2 of the
sigmoid gating MoE. All the subsequent experiments are conducted on a MacBook Air equipped
with an M1 chip CPU.

Regime 1. We begin with numerical experiments for the Regime 1 in which we sample synthetic data
based on the model described in equation (1). In particular, we generate {(Xi, Yi)}ni=1 ⊂ Rd × R
by first sampling Xi ∼ Uniform([−1, 1]d) for i = 1, . . . , n. Then, we generate Yi according to the
following model:

Yi = fG∗(Xi) + ϵi, i = 1, . . . , n, (42)

where the regression function fG∗(·) is defined as:

fG∗(x) :=

k∗∑

i=1

1

1 + exp(−(β∗
1i)

⊤x− β∗
0i)

· φ
(
(a∗i )

⊤x+ b∗i
)
, (43)

The input data dimension is set at d = 32. We employ k∗ = 8 experts of the form φ
(
(a∗i )

⊤x+ b∗i
)
,

where the activation function is either the ReLU function or the identity function. The variance of
Gaussian noise ϵi is specified as ν = 0.01.

The ground-truth gating parameters β∗
0i ∈ R are drawn independently from an isotropic Gaussian

distribution with zero mean and variance νg = 0.01/d for 1 ≤ i ≤ 6, while we set β∗
11 = . . . =

β∗
1k∗

= 0d. Similarly, the true expert parameters, (a∗i , b
∗
i ) ∈ Rd × R, are drawn independently of

an isotropic Gaussian distribution with zero mean and variance νe = 1/d for all experts. These
parameters remain unchanged for all the experiments (see also Table 3).

Training procedure. For each sample size n, spanning from 103 to 105, we perform 20 experiments.
In every experiment, we employ k = k∗ + 1 = 9 fitted experts, and the parameters initialization for
the gating’s and experts’ parameters are adjusted to be near the true parameters, minimizing potential
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Table 3: Ground-truth Parameters for Gating and Experts. The variance for the gating parameters is
νg = 0.01/d, and for the expert parameters is νe = 1/d.

Gating parameters Expert parameters

β∗
1i = 0d β∗

0i ∼ N (0, νg) a∗i ∼ N (0d, νeId) b∗i ∼ N (0, νe)

Table 4: True Parameters for Gating and Experts. The variance for the gating parameters is νg =
0.01/d and for the expert parameters is νe = 1/d.

Gating parameters Expert parameters
{
β∗
1i ∼ N (0d, νgId) 1 ≤ i ≤ 7

β∗
1i = 0d i = 8

β∗
0i ∼ N (0, νg) a∗i ∼ N (0d, νeId) b∗i ∼ N (0, νe)
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(a) Regime 1
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Figure 2: Logarithmic plots of empirical convergence rates. Figures 2a and 2b illustrate the empirical
averages of the corresponding Voronoi losses under the Regime 1 and the Regime 2, respectively.
The blue lines depict the Voronoi loss associated with the ReLU experts, while the green lines
correspond to that of the linear experts. The red dash-dotted lines are used to illustrate the fitted lines
for determining the empirical convergence rates. See Appendix C for the experimental details.

instabilities from the optimization process. Subsequently, we execute the stochastic gradient descent
algorithm across 10 epochs, employing a learning rate of η = 0.1 to fit a model to the synthetic data.

Results. For each experiment, we calculate the Voronoi losses for every model and report the mean
values for each sample size in Figure 2a. Error bars representing two standard deviations are also
shown. In Figure 2a, both the empirical convergence rates corresponding to the ReLU experts and
the linear experts are analyzed under the over-specified setting. It can be seen that the use of ReLU
experts induces a rapid convergence rate of order O(n−0.46), while the linear experts lead to a
considerably slower rate of order O(n−0.02). Those empirical rates match our theoretical results in
Theorem 2 and Theorem 4, respectively.

Regime 2. In the experiments for the Regime 2, we apply the same experimental setup as in
those for the Regime 1 except for the generation of true parameters β∗

1i. More specifically, β∗
1i are

drawn independently from an isotropic Gaussian distribution N (0d, νgId) for 1 ≤ i ≤ 8, where
νg = 0.01/d, while we set β∗

1i = 0d for i = 8 (see also Table 4).

Results. It can be observed from Figure 2b that the uses of ReLU experts and linear experts both
lead to fast empirical convergence rates of orders O(n−0.48) and O(n−0.42), respectively. Those
empirical rates align with our theoretical findings in Theorem 5.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper’s contributions and scope are reflected accurately in the abstract and
introduction.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: In the Discussion Section we describe possible extensions and generalizations
of our analysis.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Each theoretical result contains the full set of assumptions. All the proofs are
in the appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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• The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: All the experimental details are provided in Section 4 and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No] .
Justification:
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.
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• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All the experimental details are provided in Section 4 and Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The error bars are reported in Figure 1 and Figure 2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).
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• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All the information on the computer resources are provided in Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read and followed all the NeurIPS code of ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Given the theoretical nature of the paper, we do not think there are any positive
or negative societal impacts of the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This is a theoretical work, and we do not release any data or models that have
a high risk for misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: We do not use any existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
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Justification: We will release the code for our simulations after the review process.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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