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Abstract

In this work, we propose an Implicit Regularization Enhancement (IRE) framework
to accelerate the discovery of flat solutions in deep learning, thereby improving
generalization and convergence. Specifically, IRE decouples the dynamics of flat
and sharp directions, which boosts the sharpness reduction along flat directions
while maintaining the training stability in sharp directions. We show that IRE
can be practically incorporated with generic base optimizers without introduc-
ing significant computational overload. Experiments show that IRE consistently
improves the generalization performance for image classification tasks across a
variety of benchmark datasets (CIFAR-10/100, ImageNet) and models (ResNets
and ViTs). Surprisingly, IRE also achieves a 2x speed-up compared to AdamW in
the pre-training of Llama models (of sizes ranging from 60M to 229M) on datasets
including Wikitext-103, Minipile, and Openwebtext. Moreover, we provide theo-
retical guarantees, showing that IRE can substantially accelerate the convergence
towards flat minima in sharpness-aware minimization (SAM).

1 Introduction

Deep learning has achieved remarkable success across a variety of fields, including computer vision,
scientific computing, and artificial intelligence. The core challenge in deep learning lies in how to
train deep neural networks (DNNs) efficiently to achieve superior performance. Understanding and
improving the generalization and convergence of commonly-used optimizers, such stochastic gradient
descent (SGD) (Robbins and Monro, 1951; Rumelhart et al., 1986), in deep learning is crucial for
both theoretical research and practical applications.

Notably, optimizers often exhibit a preference for certain solutions in training DNNs. For instance,
SGD and its variants consistently converge to solutions that generalize well, even when DNNs are
highly over-parameterized and there are many solutions that generalize poorly. This phenomenon is
referred to as implicit regularization in the literature (Neyshabur et al., 2014; Zhang et al., 2017).

The most popular explanation for implicit regularization is that SGD and its variants tend to converge
to flat minima (Keskar et al., 2016; Wu et al., 2017), and flat minima generalize better (Hochreiter and
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Schmidhuber, 1997; Jiang et al., 2019). However, the process of this implicit sharpness regularization
occurs at a very slow pace, as demonstrated in works such as Blanc et al. (2020), Li et al. (2022),
and Ma et al. (2022). Consequently, practitioners often use a large learning rate (LR) and extend the
training time even when the loss no longer decreases, ensuring the convergence to flatter minima (He
et al., 2016; Goyal et al., 2017; Hoffer et al., 2017). Nevertheless, the largest allowable LR is
constrained by the need to maintain training stability. In addition, Foret et al. (2021) proposed SAM,
which aims to explicitly regularize sharpness during training and has achieved superior performance
across a variety of tasks.

Our contributions can be summarized as follows:

* We propose an Implicit Regularization Enhancement (IRE) framework to speed up the con-
vergence towards flatter minima. As suggested by works like Blanc et al. (2020), Li et al.
(2022) and Ma et al. (2022), the implicit sharpness reduction often occurs at a very slow pace,
along flat directions. Inspired by this picture, IRE particularly accelerates the dynamics along
flat directions, while keeping sharp directions’ dynamics unchanged. As such, IRE can boost
the implicit sharpness reduction substantially without hurting training stability. For a detailed
illustration of this mechanism, we refer to Section 2.

* We then provide a practical IRE framework, which can be efficiently incorporated with generic
base optimizers. We evaluate the performance of this practical IRE in both vision and language
tasks. For vision tasks, IRE consistently improves the generalization performance of popular
optimizers like SGD, Adam, and SAM in classifying the CIFAR-10/100 and ImageNet datasets
with ResNets (He et al., 2016) and vision transformers (ViTs) (Dosovitskiy et al., 2020). For
language modelling, we consider the pre-training of Llama models (Touvron et al., 2023)
of various sizes, finding that IRE surprisingly can accelerate the pre-training convergence.
Specifically, we observe a remarkable 2.0x speedup compared to AdamW in the scenarios we
examined, despite IRE being primarily motivated to speed up the convergence to flat solutions.

* Lastly, we provide theoretical guarantees showing that IRE can achieves a ©(1/p)-time acceler-
ation over the base SAM algorithm in minimizing the trace of Hessian, where p € (0,1) is a
small hyperparameter in SAM.

1.1 Related works

Implicit sharpness regularization. There have been extensive attempts to explain the mystery of
implicit regularization in deep learning (see the survey by Vardi (2023) and references therein). Here,
we focus on works related to implicit sharpness regularization. Wu et al. (2018; 2022) and Ma and
Ying (2021) provided an explanation of implicit sharpness regularization from a dynamical stability
perspective. Moreover, in-depth analysis of SGD dynamics near global minima shows that the SGD
noise (Blanc et al., 2020; Li et al., 2022; Ma et al., 2022; Damian et al., 2021) and the edge of stability
(EoS)-driven (Wu et al., 2018; Cohen et al., 2021) oscillations (Even et al., 2024) can drive SGD/GD
towards flatter minima. Additional studies explored how training components, including learning rate
and batch size (Jastrzebski et al., 2017), normalization (Lyu et al., 2022), cyclic LR (Wang and Wu,
2023), influence this sharpness regularization. Furthermore, some works have provided theoretical
evidence explaining the superior generalization of flat minima for neural networks (Ma and Ying,
2021; Mulayoff et al., 2021; Wu and Su, 2023; Gatmiry et al., 2023; Wen et al., 2023b). Our work is
inspired by this line of research, aiming to boost implicit sharpness regularization by decoupling the
dynamics along flat and sharp directions.

Sharpness-aware minimization. IRE shares the same motivation as SAM in enhancing sharpness
regularization, although their specific approaches differ significantly. It is worth noting that the
per-step computational cost of SAM is twice that of base optimizers. Consequently, there have been
numerous attempts to reduce the computational cost of SAM (Kwon et al., 2021; Liu et al., 2022;
Du et al., 2021; Mi et al., 2022; Mueller et al., 2024). In contrast, the per-step computational cost of
IRE is only approximately 1.1 times that of base optimizers (see Table 5). Moreover, we provide
both theoretical and experimental evidence demonstrating that the mechanism of IRE in boosting
sharpness regularization is nearly orthogonal to that of SAM.

Optimizers for large language model (LLM) pre-training. (Momentum) SGD (Sutskever et al.,
2013; Nesterov, 1983) and its adaptive variants like Adagrad (Duchi et al., 2011), RMSProp (Tieleman,
2012), and Adam (Kingma and Ba, 2014) have been widely used in DNN training. Despite the efforts
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in designing better adaptive gradient methods (Liu et al., 2019a; Luo et al., 2019; Heo et al., 2020;
Zhuang et al., 2020; Xie et al., 2022b;a), AdamW (Adam+decoupled weight decay) (Loshchilov and
Hutter, 2017) has become the default optimizer in LLM pre-training. Recently, Chen et al. (2024)
discovered Lion by searching the space of adaptive first-order optimizers; Liu et al. (2024) introduced
Sophia, a scalable second-order optimizer. In this paper, we instead empirically demonstrate that IRE
can accelerate the convergence of AdamW in the pre-training of Llama models.

1.2 Notations

Throughout this paper, let £ : R? — R be the function of total loss, where p denotes the number of
model parameters. For a C2-submanifold M in R?, we denote the tangent space of M at @ € M as
ToM, which is a linear subspace in R?. For f € C'(M) and 6 € M, let V1 f(0) := Q1 MV f(0)
denote the Riemannian gradient, where O, »¢ : R — RP denotes the orthogonal projection to
To M. For a symmetric matrix A € RP*P, its eigen pairs are denoted as {(\;, ;) }ic[p) With the

order \y > --- > X,. Weuse P, ;(A) = > 7_, upu, to denote the projection operator onto
span{uw;,...,u;}. Denote N'(p,X) as the Gaussian distribution with mean p and covariance
matrix ¥, and U(S) as the uniform distribution over a set S. Given a vector h = (hq, ..., hp), let
|h| = (|h1], ..., |hp|). We denote by 1 the all-ones vector. We will use standard big-O notations like

O(-), Q(-), and ©(-) to hide constants.

2 An Illustrative Example Motivating IRE

In this section, we provide an illustration of how the dynamics along flat directions can reduce the
sharpness (curvatures along sharp directions) and how IRE can accelerate this sharpness reduction.
To this end, we consider the following phenomenological problem:
in £(0) :=v'H 2 1

min £(0) := v H(u)v/2, ()
where v € R™, u € RP™™, and 0 = vec(u,v) € RP. We assume H(-) € C*(RP~™) and
infy, Amin (A (w)) > 0. Then, the minimizers of £(-) form a m-dim manifold M = {(u,v) : v = 0}
and the Hessian at any @ € M is given by V2£(0) = (8 H?u)) For clarity, we shall call u and

v the flat and sharp directions, respectively.

Example 2.1. The loss landscape of fitting zero labels with two-layer neural networks (2LNNs)
exhibits exactly the form (1). Let f(x;0) = a' ¢(x; W) be a 2LNN with @ = vec(W, a). Then
L(0) = Ea,y)[(f(x:0) —y)?]/2 = a Eo[d(a; W)d(x; W) Ta/2 = a" H(W)a/2.

For breviety, we further assume H(u) = diag(A(w)) with A(u) = (A1(w), -+, A\ (w)). In this
case, the GD dynamics can be naturally decomposed into the flat and sharp directions as follows

m

U 2
Uty = Ut — Z vmV)\i(ut),
2 ©)

Vir1 = (1= nA(ug)) © vy,
where © denotes the element-wise multiplication of two vectors.

The implicit sharpness regularization. From Eq. (2), we can see that 1) the flat direction u;’s
dynamics monotonically reduces the sharpness A(w) as long as v; is nonzero; 2) the sharp direction
v;’s dynamics determines the speed of sharpness reduction. The larger |v;| is, the faster the curvature
A(u) decreases. Particularly, when near convergence, we have |v;| = o(1) and thus the implicit
sharpness reduction is very slow during the late phase of GD. Figure la provides a visualization of
this slow implicit sharpness reduction.

Accelerating the sharpness reduction. Inspired by the above analysis, we can accelerate the sharp-
ness reduction by speeding up the flat directions’ dynamics. To this end, there are two approaches:

* Naively increasing the global learning rate 7 . Increasing n accelerates the dynamics of
uy, but the largest allowed 7 is constrained by curvatures of sharpest directions. In GD (2), to
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(a) GD withnp = 1. (b) GD with n = 2. (c) IRE with various x’s v.s. GD with n = 1.

Figure 1: A 2-d example of (1): £(u,v) = (1 + u?)v?/2. The gray arrows denote to the minima manifold
M = {(u,v) : v = 0}, where the smaller the |u|, the flatter the minimizer. The red marker highlights the
flattest minimizer (0, 0). (a) The dynamics of GD (7 = 1), which moves slowly towards flatter minima as it
converges. (b) The dynamics of , which diverges due to the excessively large 7). (c) The behavior of
our IRE approach with varying «’s v.s. GD (1 = 1). Is is shown that IRE can significantly accelerate the u:’s
dynamics, almost reaching the flattest minimum (0, 0) when taking a very large .

maintain training stability,  must be smaller than 2/ max; \;(u;). Otherwise, v;’s dynamics
will blow up. As illustrated in Figure 1b, setting = 2 leads to divergence, whereas n = 1
ensures convergence.

¢ Increasing only the flat directions’ learning rate (our approach, IRE). Specifically, for GD
(2), the GD-IRE dynamics is given by

Uit = Ut — (1 + K/)g th27iVAi(ut)7 (3)
=1

Vi1 = (1 — nA(Ut)) ® Uy,

where k£ > 0 controls the enhancement strength. In GD-IRE (3), u;’s dynamics is (1 + «) faster
than that of GD (2). Notably, the sharp directions’ dynamics (v;) are unchanged. The choice of
+ only needs to maintain the stability of flat directions’ dynamics, for which, we can always take
a significantly large ~ to enhance the sharpness regularization. As demonstrated in Figure Ic,
IRE with larger « always find flatter minima.

Remark 2.2 (The generality). It is worth noting that similar implicit sharpness regularization also
holds for SGD (Ma et al., 2022; Li et al., 2022) and SAM (Wen et al., 2023a). In this section, we focus
on the above toy model and GD mainly for illustration. In Appendix B, we provide an analogous
illustrative analysis of how IRE accelerates the sharpness reduction of SGD. In Section 5, we further
provide theoretical evidence to show that IRE can boost the implicit sharpness regularization of SAM.

3 A Practical Framework of Implementing IRE

Although the preceding illustration of IRE is for GD, in practice, we can incorporate IRE with
any base optimizers. Specifically, for a generic update: 6,1 = 0, — ng,, the corresponding IRE
modification is given by

011 = 6; —n(g: + KP:ge), 4

where  denotes the enhancement strength and P, : R? — RP? projects g into the flat directions of
the landscape. The flat directions and corresponding projection operator P can be estimated using
the Hessian information.

However, estimating the full Hessian matrix V2£(0,) € RP*? is computationally infeasible. Con-
sequently, we propose to use only the diagonal Hessian diag(V2L(0;)) € RP to estimate P;. Let
h; € RP be an estimate of the diagonal Hessian. Then, we perform the projection as follows

1 lf(‘h’tDZ <TOpsmall(‘h’t'?’y)
0 otherwise

Pige = 1y © gy, with (ny); = { ) (5)
where v € (0,1) and Top,,, .;;(|R¢|, v) returns the | p-~y|-th smallest value in |h;|. Note that n, € R?
denotes a mask vector and the above approximate projection essentially masks the top-(1 — -) sharp
coordinates out. As such, the projection (5) will retain the top-v flat coordinates. Noticing that in
DNNGs, there are much more flat directions than sharp directions (Yao et al., 2020), we thus often use
~ > 0.5 in practice.
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Algorithm 1: Practical IRE (A practical framework of implementing IRE)

Input: 6y, T, K, learning rate {n; }+, warm-up time 7, IRE hyperparams: x > 0 and v € (0.5,1);

fort="T,---,T—1do
Compute the original update direction g; according to the base optimizer;
if (t — Ty,) mod K = 0 then
Estimate the diagonal Hessian h; € RP using Eq. (6);
Update the mask n; € R? using Eq. (5);
else
L My =Ny
B 0r11=0;— ﬁt(QH‘ KNy © gt )§

Output: 6.

A light-weight estimator of the diagonal Hessian. Let /(-,-) be the cross-entropy loss. Given
an input data € R% and label y € R%, let the model’s prediction be f(x;0) € R%. The
Fisher (Gauss-Newton) matrix F'(@) is widely acknowledged to be a good approximation of the
Hessian, particularly near minima. Thus, we can estimate the diagonal Hessian by h; = diag(F(6;)),
which has been widely used in deep learning optimization (Martens and Grosse, 2015; Grosse
and Martens, 2016; George et al., 2018; Mi et al., 2022; Liu et al., 2024). Given an input batch
{ (s, yp) }E_,, the empirical diagonal Fisher is given by diag(F(0)) = % Zle VI f(xp;0);9) ©
Vi(f(xp; 0); 9p), Where gy ~ softmax(f(0;xp)). However, as noted by Liu et al. (2024), imple-
menting this estimator is computationally expensive due to the need to calculate B single-batch gradi-
ents. Liu et al. (2024) proposed a more convenient estimator diag(ﬁeﬁ(e)), only requires computing

the mini-batch gradient VL3 (6) = % Zle VU f(zy; 0); yp) with gy ~ softmax(f(xp; 0)):

h; = diag(Fu(0)) = B-VLp(0) © VL(H). (6)

According to Liu et al. (2024), this estimator is an unbiased estimate of the empirical diagonal Fisher,
ie., Egldiag(Foq(0))] = Ey[diag(F(0))]. For more discussions on the efficiency of this estimator,
please refer to (Liu et al., 2024, Section 2). Additionally, for squared loss, one can simply use Fisher

as the estimator (Liu et al., 2024).

The practical IRE and computational efficiency. The practical IRE is summarized in Algorithm 1,
which is notably lightweight. The estimation of h; using (6) requires computational resources roughly
equivalent to one back-propagation. Consequently, by setting K = 10 in Algorithm 1 (estimating the
projection every 10 steps), the average per-step computational load of IRE is only 1.1 times that of
the base optimizer. This claim can be empirically validated as shown in Table 5.

4 Experiments

In this section, we evaluate how IRE performs when incorporating with various base optimizers.
Specifically, we examine the incorporation of IRE with SGD (SGD-IRE), SAM (SAM-IRE), and
AdamW (AdmIRE) across vision and language tasks.

4.1 Image classification
4.1.1 Validating our motivation

To show that IRE can accelerate the sharpness reduction, we train WideResNet-16-8 (Zagoruyko
and Komodakis, 2016) on CIFAR-10 dataset (Krizhevsky and Hinton, 2009) by SAM-IRE (with
K =10, varying « and ). Here, we incoporate IRE into SAM starting from the 30-th epochs. We
vary v € {0.8,0.9,0.95} and s € {0, 2,5,10}. Regarding the learning rate (LR), both constant LR
and decayed LR are considered. The sharpness is measured by Tr(V2£(8)). Further experimental
details can be found in Appendix C.

As depicted in Fig. 2(a), SAM-IRE (with constant LR) consistently finds flatter solutions compared to
SAM and higher x always leads to flatter minima. Additionally, SAM-IRE also shows robustness to

118705 https://doi.org/10.52202/079017-3770



variations of . For SAM-IRE with decayed LR (Fig. 2(b)), SAM-IRE still consistently finds flatter
solutions than SAM. Notably, flatter solutions correlate positively with lower training loss and higher
test accuracy (Fig. 2(c,d)).

sharpness sharpness training loss test accuracy (%)

© ol 1478 1428 2 2760 | 2626 WLk = 0037 0023 0016 Y 0345 | 9400 TCCREEYEY
8 8 8 8

e GO 132 1214 o 2563 oo 0035 0021 0014 32 9474 9510
=3 o o =3
] 8 8 ]

© S 1241 1206 e 2735 2365 s 0033 0019 0013 o JEREM URCN 9471 9527
E3 £ E3 &
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K K K K

(a) sharpness, constant LR. (b) sharpness, decayed LR. (c) train loss, decayed LR. (d) test acc, decayed LR.

Figure 2: Training WRN-16-8 on CIFAR-10 by SAM-IRE with varying v, . Particularly, the case of kK = 0
correspond to the standard SAM.

4.1.2 1IRE can consistently improve generalization

Convolutional Neural Networks (CNNs). In this experiment, we first consider the classification of
CIFAR-{10,100} with WideResNet-28-10 (Zagoruyko and Komodakis, 2016) and ResNet-56 (He
et al., 2016). Both SGD and SAM optimizers are adopted. All the experiments use base data augmen-
tation and label smoothing. For SGD-IRE/SAM-IRE, we fix K = 10, and tune hyperparameters vy
and & via a grid search over v € {0.99,0.9,0.8} and x € {1,2}. The total epochs are set to 100 for
CIFAR-10 and 200 for CIFAR-100, and we switch from SGD/SAM to SGD-IRE/SAM-IRE when
the training loss approaches 0.1. The other experimental details are deferred to Appendix C and the
results are shown in Table 1.

Secondly, we evaluate IRE for training ResNet-50 on ImageNet (Deng et al., 2009). The experimental
details are deferred to Appendix C and the results are shown in Table 2.

Vision Transformers (ViTs). We also examine the impact of IRE on generalization of ViT-T
and ViT-S (Dosovitskiy et al., 2020) on CIFAR100. The default optimizers used are AdamW and
SAM (Mueller et al., 2024). Strong data augmentations (basic + AutoAugment) are utilized. The total
epochs are set to 200 and we switch from AdamW/SAM to AdmIRE/SAM-IRE when the training
loss approaches 0.5. For AdmIRE/SAM-IRE, we fix K = 10, and tune hyperparameters y and x via
a grid search over v € {0.99,0.9,0.8} and x € {20, 50}. Other experimental details are deferred to
Appendix C. The results are shown in Table 3.

Additionally, we evaluate IRE for training ViT-S on ImageNet. The experimental details are deferred
to Appendix C and the results are shown in Table 4.

As demonstrated in Table 1, 2, 3, and 4, IRE consistently improves generalization of SGD, AdamW
and SAM across all settings examined.

Table 1: WRN-28-10/ResNet-56 on CIFAR-10/100.

WRN-28-10 ResNet-56
CIFAR-10 CIFAR-100 CIFAR-10 CIFAR-100
SGD 95.84 80.81 93.49 72.81
SGD-IRE || 96.24 (+0.40) | 81.49 (+0.68) || 93.78 (+0.29) | 73.78 (+0.97)
SAM 96.58 83.05 94.05 75.54
SAM-IRE || 96.70 (+0.12) | 83.50 (+0.45) || 94.46 (+0.41) | 75.86 (+0.32)

Table 2: ResNet-50 on ImageNet.

Table 3: ViT-T/S on CIFAR-100.

Top-1 Top-5 ViT-T ViT-S
SGD 76.81 93.31 AdamW 63.90 65.43
SGD-IRE || 77.04 (+0.23) | 93.58 (+0.27) AdmIRE 67.05 (+3.15) | 68.39 (+2.96)
SAM 77.47 93.90 SAM 64.25 66.93
SAM-IRE || 77.92 (+0.45) | 94.12 (+0.22) SAM-IRE || 67.33 (+3.08) | 70.47 (+3.54)
https://doi.org/10.52202/079017-3770 118706



Table 4: ViT-S on ImageNet.

Top-1 Top-5
AdamW 78.7 94.0

AdmIRE (k = 2,7 =0.6) || 79.0 (+0.3) | 94.3 (+0.3)

AdmIRE (k = 2,7 =0.8) || 79.1 (+0.4) | 94.2 (+0.2)

4.2 Large language model pre-training

We now evaluate IRE in the pre-training of decoder-only large language models (LLMs). Following
the training protocol of Llama models, we employ the AdamW optimizer with hyperparameters
£ = 0.9, 52 = 0.95 and weight decay A = 0.1 (Touvron et al., 2023). The learning rate strategy
includes a warm-up phase followed by a cosine decay scheduler, capped at 1r_max. In each
experiment, we tune 1lr_max only for AdamW and use it also for AdmIRE, for which the IRE is
activated at the end of warm-up phase.

4.2.1 Computational efficiency and hyperparameter robustness

The first experiment is conducted to verify both the computational efficiency and the robustness of
hyperparameters (7, ) in IRE for pre-training tasks. Specifically, we train a 2-layer decoder-only
Transformer (8M) on the Wikitext-2 dataset (4.3M) (Merity et al., 2016) by AdamW and AdmIRE
(with K = 10 and varying 7, k). The total training duration is 100k steps, including a 3k-step
warm-up phase.

First, we tune 1lr_max in AdamW, identifying the optimal
1r_max=6e-4. Subsequently, we train both AdamW and Ad- Typle 5: Wall-clock time on 1 AS00.
mIRE using this 1r_max.

Algorithm | time (/step)
Computational efficiency. As shown in Table 5, AdmIRE AdamW 0.165s
with K = 10 (estimating the projection mask every 10 steps) AdmIRE 0.185s

is computationally efficient: the average time per step of Ad-
mIRE is only 1.12 times that of AdamW, corresponding to the
theoretical estimation (1.1 times). \,

Robustness to hyperparameters. Figure 3 shows that Ad-
mIRE, with varying v and &, consistently speeds up the pre-
training. Remarkably, with the best configuration, AdmIRE can
achieves 5.4 x speedup than well-tuned AdamW.

3 . 0 AdmIRE

(k = 2,7=0.99)

— AdmIRE (k = 2.7=0.9)
AdmIRE (x )

— AdmIRE (x = 5.7=0.99)

AdmIRE (x =

7| — AdmIRE (x = 5,7=0.8)

More experimental details and results are deferred to Ap- 3k 25k 50k 75k 100k
g Num of steps
pendix C.

training loss

Lo
o8

Figure 3: Transformer on wikitext-2.
4.2.2 Experiments on Llama models

Llama (Touvron et al., 2023), a popular open LLM, exhibits remarkable capabilities across general
domains. In this section, we examine the performance of AdmIRE in training Llama models of
various sizes across various datasets:

¢ Llama (60M) on wikitext-103 (0.5G). Wikitext-103 (Merity et al., 2016) serves as a standard
language modeling benchmark for pre-training, which contains 103M training tokens from 28K
articles, with an average length of 3.6K tokens per article.

¢ Llama (119M) on minipile (6G). Minipile (Kaddour, 2023), a 6GB subset of the deduplicated
Pile (825GB) (Gao et al., 2020) presents a highly diverse text corpus. Given its diversity,
training on minipile poses more challenges and potential instabilities for optimizers compared
to Wikitext-103.

e Llama (229M) on openwebtext (38G). Openwebtext (Gokaslan and Cohen, 2019), an open-
source recreation of the WebText corpus, is extensively utilized for LLM pre-training such as
RoBERTa (Liu et al., 2019b) and GPT-2 (Radford et al., 2019).

Additionally, gradient clipping is adopted to maintain the training stability (Pascanu et al., 2012).
First, we tune 1r_max in AdamW for each of the three experiments, separately. The optimal 1r_max
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identified for these three experiments is all 6e-4. Then, both AdamW and AdmIRE are trained using
this optimal 1r_max. For more details, please refer to Appendix C.

AdmIRE is 2x faster than AdamW. The results are reported in Figure 4. We can see that AdmIRE
consistently achieves a 2.1x speedup compared with well-tuned AdamW for all three cases.

Llama (60M) on wikitext-103

Llama (119M) on minipile

Llama (229M) on openwebtext

— AdamW (30k)
— AdmIRE (30k) (r=2.7

\,7 AdmIRE (30Kk) (k =4,y

AdamW (60k)

AdmIRE (30K) (= 5,7

validation loss

6e-

"
N— sk

o ~
0 50k 100k

) — AdamW (50k)
AdamW (100k)

— AdmIRE (50k) (1=, =0.6)

Ir scheduler’

100k

2.1x Speediip
o

num of steps

3 3.00 T
" — AdamW (50k) @ 0 M{
8 AdamW (100k) 3 I
- — AdmIRE (50k) (x=2,7=0.7) — 290
o o
S, — AdmIRE (50k) (=37 =0.6) S,
= =R
© © Ir scheduler
2.80 {6e4
=, - N
g 2.1x Speedup Soamy o0
270 0 30k 60k
25k 50k 75k 100k 15k 30k

num of steps

25k 50k

num of steps

75k

Figure 4: AdmIRE outperforms AdamW in the pre-training of Llama models.

Notice that the primary motivation behind IRE is to speed up the sharpness reduction, which
only requires to increase learning rate along completely flat (zero-curvature) directions. However,
practical implementation may also increase the learning rate along directions with small but non-zero
curvatures, which can further speed up loss convergence. A thorough explanation for the significant
acceleration provided by this approach is left for future research.

We further assess the sharpness reduction capability

of IRE for LLM pre-training. Specifically, we com- Taple 6: Comparison of the sharpness of the solu-
tions found by AdamW/AdmIRE.

pare the sharpness of solutions, Tr(V2£(8)), found
by AdamW/AdmIRE during pre-training of Llama
(60M) on wiki-103 dataset (corresponding to Figure 4
(left)). The results shown in Table 6 demonstrate that
AdamIRE not only achieves the same loss in only
half the iterations required by AdamW, but also the
solutions found by AdmIRE are significantly flatter
than that found by AdamW.

AdamW | AdmIRE
training steps 100k 50k
final £(6) 2.47 2.47
final Tr(VZL£(0)) | 120.41 88.86

Recently, Liu et al. (2023) revealed a strong correlation between the sharpness and downstream task
performance, suggesting that for models with the same pre-training loss, flatter solutions yield better
performance on downstream tasks. Based on this, we hypothesize that the solutions found by IRE
may also have better performance in downstream tasks, which we leave to future work.

5 Theoretical Guarantees for IRE on SAMs

Both empirical (Foret et al., 2021) and theoretical (Wen et al., 2023a) studies have validated that
SAM algorithms exhibit superior sharpness regularization compared to (S)GD. In this section, we
provide a theoretical analysis demonstrating that IRE can further enhance the sharpness regularization

of SAM algorithms substantially.

5.1 Theoretical setups

Recall that £(8) :=

T n

>, £;(6) denote the total loss, where £;(8) is the loss on the i-th data.

Without loss of generality, we assume ming £(0) = 0. We further make the following assumption:

Assumption 5.1 (Manifold of minimizers). Assume that £ € C*(RP), M := argming £(0) is a
(p — m)-dim C2-submanifold in R? for some m € [p], and rank(V2L(0)) = m for any 8 € M.

The above connectivity assumption on the manifold of minimizers M has been empirically veri-
fied in works such as Draxler et al. (2018) and Garipov et al. (2018), and theoretically supported
in Cooper (2018). This assumption is also widely used in the theoretical analysis of implicit regular-
ization (Fehrman et al., 2020; Li et al., 2022; Arora et al., 2022; Wen et al., 2023a).

Besides, we introduce the following definitions to characterize the dynamics of gradient flow (GF)
near the minima manifold M, which is also used in the related works above.
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Definition 5.2 (Limiting map of GF). Consider the GF: % = —VL(6(t)) starting from 6(0) = 6.

Denote by ®(0) := lim;_, », €(t) the limiting map of this GF.
Definition 5.3 (Attraction set of M). Let U be the attraction set of M under GF, i.e., GF starting in
U converges to some point in M. Formally, U := {0 € R? : $(0) € M}.

As proven in (Arora et al., 2022, Lemma B.15), Assumption 5.1 ensures that U (in Definition 5.3) is
open and ®(-) (in Definition 5.2) is C? on U.

5.2 Theoretical results

The stochastic SAM (Foret et al., 2021) is given by

VL;,(6)

standard SAM: 60,1 = 0, — VL, <6t * "IV, (0]
i (O

) , where i; ~ U([n]). (7
The generalization capability of standard SAM can be bounded by the average sharpness, £2V8(0) :=

Eeno,nL (0 + p€/||&|l) (Foret et al., 2021). This leads researchers to also explore average
SAM (Wen et al., 2023a; Zhu et al., 2023; Ujvary et al., 2022), which minimizes £*V8:

average SAM: 0,11 = 0, — VL (0, + p&:/||&ll) , where & ~ N(0, ). (®)

Two-phase algorithms. Our theoretical focus is on how IRE accelerates the sharpness reduction
of SAM (7) and (8) near the minima manifold M. Thus, we analyze the two-phase algorithms.
Specifically, let the initialization 8y € U. In Phase I (¢t < 71), we employ GF % = -VL(6;) to
ensure that the loss decreases sufficiently; then in Phase II (71 < ¢ < 11 + 171 := T'), we incorporate
IRE into the standard / average SAM.

Effective dynamics: sharpness regularization. The implicit reg-

ularization of SAMs can be modeled using effective dynamics.

In Phase II, 6; are close the manifold of minimizers M and let tangent space

z; = ®(0;) € M. Then, the effective dynamics is given by T..M
zt}f:TI 11> revealing how SAMs explore the manifold of mini- =~ 36, —VTr[V2L(z)/2]

mizers M. Particularly, Wen et al. (2023a) showed that the effective ' '

dynamics of standard/average SAM are both

E[zi41] = 2t — etV Tr [VZE(zt)/2] + 0(Neft), 9)

which minimizes the trace of Hessian on M. The difference between the standard SAM (7) and
average SAM (8) lies in the effective learning rate (LR) neg’s. A visual illustration of some quantities
in (9) is provided in the figure above.

VauTh [T“)[,‘ Zt) 2]

minima manifold M

Summary of our theoretical results. In this section, we show that incorporating IRE into SAMs
can significantly increase the effective LR 7eg in (9) while maintaining the same training stability as
SAMs. In Table 7, we present the effective LR for SAMs and the SAM-IREs. We see clearly that IRE
can accelerate the sharpness reduction by a non-trivial factor for both standard and average SAM.

Table 7: Comparison of the implicit regularization strength of SAMs w/o IRE.

Algorithm Effective LR: nog
average SAM (8) n?/p (Thm 5.5)
IRE + average SAM (8) n*®/p (Thm 5.5)
standard SAM (7) np? (Thm 5.6; Wen et al. (2023a))
IRE + standard SAM (7) np (Thm 5.6)

Remark 5.4 (The mechanism of IRE’s success). The success of SAM-IRE follows the same mecha-
nism illustrated in Section 2. The key fact that IRE only increases the LR along flat directions has
two implications: 1) It does not change the trend of implicit regularization in Eq. (9) but accelerates
SAMs’ effective dynamics by a factor of (1 + k); 2) Since the LR is only increased along flat
directions, s can be set substantially large without hurting the training stability, because the dynamics
in sharp directions remain unchanged. Specifically, we theoretically justify in SAM-IRE, « can be
selected as large as 1/p.
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5.2.1 IRE on average SAM: An Q(1/1°) acceleration

We first consider IRE on average SAM. Let 17 be the hitting time: 77 := inf{t > 0: ||0; — ®(6;)|| =
O(/1p)}. When running GF in Phase I, Definition 5.3 guarantees 71 < oc. Thus, at the starting of
Phase I1, ||0; — ®(0;)|| = O(y/np). Furthermore, the following result holds for Phase II.

Theorem 5.5 (IRE on average SAM). Suppose Assumption 5.1 holds. If 1 = O(1) and p = O(,/7)
in SAM (8), k < 1/p, and Py = Pp,11.,(V2L(0:)) in IRE (4), then with high probability at least
1-Thexp (= (1/ (n+p71))). 6: — 2(6:)|| = O(/np) holds for all Ty < t < T. Furthermore,
the effective dynamics of z; := ®(0;) € M satisfies:

WVM Tr [V2L(2)/2] + O(*/?p%).

Ee, [2zi11] = 2¢ —

Note that p = O(,/7) and x can be as large as 1/p. Consequently, the effective LR of minimizing

the trace of Hessian can be selected as large as n.g = (x + 1)np?/p = O(n*°/p). In contrast, that
of average SAM is at most O(n?/p). The proof of Theorem 5.5 can be found in Appendix D.

5.2.2 1IRE on standard SAM: An (1/p) acceleration

This subsection delves into IRE on standard SAM (7), which is more widely used and often yields
better performance than average SAM (8). However, since standard SAM (7) requires stochastic
gradients V.L;(0) (i € [n]), we need an additional assumption regarding the features on the manifold
(see Setting E.1), which is commonly used in the literature (Du et al., 2018; 2019; Li et al., 2022;
Arora et al., 2022; Wen et al., 2023a). We defer it to Appendix E due to space constraints. Under this
Setting, Assumption 5.1 holds naturally with m = n.

During Phase I of GF, Definition 5.3 ensures that there exists ¢ < oo such that ||@; — ®(6;)| =
O(n*=%p) for any o € [0,1). We define Tj as the hitting time: T} := inf{t > 0: |8, — ®(0,)| =
O(n*=p)}. Then the following result holds for Phase II, whose proof can be founded in Appendix E.

Theorem 5.6 (IRE on standard SAM). Under Setting E.1, if n,p = O(1) in SAM (7), k < 1/p,
and Py = Ppi1.,(V2L(0y)) in IRE (4), then with high probability at least 1 — T{ exp (—Q(1/n%)),
0: — ®(68:)|| = O(n*=%p) holds for all Ty < t < T. Moreover, the effective dynamics z; =
®(0,) € M satisfies:

Ei [2011] = 20 — (1 + 5)0p*Vaa Tr [V2L(2,) /2] + O (5 + Dnp?(p + ') -

Taking x = 0 and o = 0 recovers the result established in Wen et al. (2023a). However,  can be as
large as 1/p, where IRE provides a ©(1/p)-time acceleration over the standard SAM.

6 Conclusion

In this work, we propose a novel IRE framework to enhance the implicit sharpness regularization of
base optimizers. Experiments demonstrate that IRE not only consistently improves generalization but
also accelerates loss convergence in the pre-training of Llama models of various sizes. The code is
available at https://github. com/wmz9/IRE-algorithm-framework.

For future work, there are two urgent directions: 1) understanding why IRE can accelerate conver-
gence, which may require studying the interplay between IRE and the Edge of Stability (EoS) (Wu
et al., 2018; Jastrzgbski et al., 2017; Cohen et al., 2021); and 2) conducting a larger-scale investi-
gation into the acceleration of AdmIRE compared to AdamW in LLM pre-training, as well as the
downstream performance of the LLMs pre-trained by AdmIRE.
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A Other Related Works

Other Implicit Biases. Beyond the implicit sharpness regularization, numerous other attempts
have explored implicit biases in deep learning algorithms Vardi (2023). Among these, a popular
research line is the max-margin bias, which suggests that optimizers favor the solutions with large
margin, which generalizes well. Soudry et al. (2018) showed that GD converges to max-margin
solutions under exponentially-tailed loss on linearly separable data, albeit with an extremely slow rate
O(1/logt). Furthermore, Nacson et al. (2019¢) studied this bias for SGD, Ji and Telgarsky (2019b)
investigated linearly non-separable data, and Ji et al. (2020) analyzed the effects of the tail behavior
of loss functions.

To achieve faster margin maximization, Nacson et al. (2019b); Ji and Telgarsky (2021) demonstrated
that GD with aggressively loss-scaled step sizes can achieve a faster polynomial rate of O(1/t).
Building on this, Ji et al. (2021); Wang et al. (2022) proposed momentum-based gradient methods
which achieve a rate of O(1/t?). Recently, Wang et al. (2024) established that the polynomial rates
for most previous algorithms are tight, and proposed a progressive rescaling gradient descent method
that achieves margin maximization exponentially fast O(e~(*)),

The margin-maximization bias has also been studied for nonlinear models. Ji and Telgarsky (2019a);
Gunasekar et al. (2018) examined deep linear networks, while Chizat and Bach (2020) focused on
wide two-layer ReLU networks. Notably, Nacson et al. (2019a); Lyu and Li (2019); Ji and Telgarsky
(2020) demonstrated that for general homogeneous networks, Gradient Flow (GF) and GD converge
to solutions corresponding the KKT point of the max-margin problem. Recently, Kunin et al. (2023)
extended this analysis to quasi-homogeneous networks. For two-layer (leaky-)ReLU neural networks,
Lyu et al. (2021); Vardi et al. (2022); Wang and Ma (2023) examined whether the convergent KKT
point of GF correspond to global optima of the max-margin problem.
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Future work could investigate whether the IRE framework can also enhance the margin maximization
bias, although it is primarily designed for enhancing the implicit sharpness regularization.

Additionally, Woodworth et al. (2020); Pesme et al. (2021); Nacson et al. (2022); Pesme and Flam-
marion (2023); Even et al. (2023) conducted fine-grained analyses of training dynamics, examining
how initialization and step size impact (S)GD’s minima selection in linear diagonal networks.

B Proofs for SGD in Section 2

For the example in Section 2, we have studied the implicit sharpness regularization of GD dynamics
and how IRE enhances the implicit regularization of GD. In this Section, we illustrate that, for this
example, similar results hold for SGD dynamics.

SDE Modelling of SGD. We consider SGD approximated by SDE (Li et al., 2017; 2019; 2022) with
noise covariance 3: d@; = —VL(0;)dt + /nX(0:)dW;. We consider that the noise covariance
04 0

0 o2h(u)
as the label noise (Damian et al., 2021; Li et al., 2022). Then, the SDE above can be rewritten as

2
Uy viVh(u)/2 0
d =—" dt . 10
<vt> ( veh(uy) T\ VnoTh(u)aw, (19)
Implicit Sharpness Regularization. Intuitively, when v; is close to 0, the speed of u; is much
slower than v; due to v? < v;. Following Ma et al. (2022), when this speed separation is large, v;

is always at equilibrium given u;. Solving the Ornstein—Uhlenbeck process about v;, we know the
equilibrium distribution of vy is Vo, ~ N'(0,n0%), and hence the dynamics u; (along the manifold) is

dug/dt = —E,_ [v2 Vh(u;)/2] = —Vh(u;)/2. (11)

aligns with the Hessian near minima, i.e., 2(0) = (where o > 0 is a scalar), such

This derivation clearly shows the slow “effective dynamics” u, along the manifold is a gradi-
ent flow minimizing the sharpness h(-). When SGD minimizes the loss, it also minimzes the

sharpness implicitly, that is to say, SGD has the following implicit sharpness regularization:
ming Tr(V2L£(0)) s.t.£(0) ~ 0.

Generalization and Optimization benefits of the sharpness regularization. In terms of generalization,
as discussed in related works, a common view is that flat minima generalize well, which has been
proved in a large number of previous works. In addition, in terms of optimization, after SGD reaches
the equilibrium v, ~ N (0,n0?), the loss near the flat minimum is smaller because E,,__ [£(0)] =
E,_ [h(u)v2, /2] = no?h(u)/2 < Tr(VZL(w)).

Q. How can we enhance the implicit sharpness regularization of SGD?
A. Accelerating SGD’s slow “effective dynamics” u; along the minima manifold.

Implicit Regularization Enhancement (IRE) by accelerating the effective dynamics along minima
manifold. First, it is worth noting that naively increasing the learning rate 7 cannot achieve our aim,
because increasing 1 will influence the dynamic stability of v; and the equilibrium v,. Therefore,
we need to accelerate the effective dynamics w, without affecting the dynamics of v;. Another main
point is that SGD’s effective dynamics u; can naturally minimize the sharpness implicitly, so we only
need to enhance this property. To achieve this, we only need to correct the update direction in (10)
from —VL(60;) to —(VL(0:) + kPpVL(0:)), where Py is the projection matrix to the manifold
M and & is a scalar. Using this new algorithm, the SDE dynamics corresponds to

(1) =T o () 2

Comparing (10) and (12), the dynamics of v; are the same, so they attain the same equilibrium
distribution v, ~ N (0,710?). As for the effective dynamics along manifold, (10) corresponds to the
form:

duy/dt = —E,_ [(1+ k)v2 Vh(w;)/2] = —(1 + £)Vh(u)/2. (13)

Voo
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(1+ k) times Enhancement. Comparing (13) and (11), it is clear that our new algorithm can enhance
implicit sharpness regularization (1 + k) times faster than the original SGD.

C Experimental Details

This section describes the experimental details in Section 4.

C.1 Experimental details in Section 4.1

C.1.1 Experimental details in Section 4.1.1

We train WideResNet-16-8 on CIFAR-10 dataset by SAM-IRE (with K = 10, varying  and ).
The experiments employ basic data augmentations and 0.1 label smoothing, as outlined by Foret
et al. (2021). The mini-batch size is set to 128, the weight decay is set to Se-4, and the p in SAM is
to 0.05, as in Foret et al. (2021). To evaluate the implicit flatness regularization of SAM itself, the
momentum is set to 0.0. Regarding the learning rate (Ir), we evaluate for both constant Ir (within our
theoretical framework) and decayed Ir (common in practice though not covered by our theory). In the
experiment in Fig 2 (a), a fixed Ir 0.1 is used. In the experiment in Fig 2 (b)(c)(d), a step-decayed Ir
schedule is employed, starting at 0.1 and reducing Ir by a factor of 5 at epoch 20, 50, 80. We transit
from SAM to SAM-IRE at the 30th epoch out of 100 total epochs. We test v in 0.8,0.9,0.95, and
in 0 (original SAM), 2, 5, 10.

The flatness measure, Tr(V2L£(8)), is approximated by the trace of Fisher Tr(F(6)). Specifically,
we use diag(Fer(0)) in (6) for the estimate because Ey[diag(Fer(0))] = Ey[diag(F'(0))] and thus,

Te(V2L(6)) = Eg[Tr(F(9))] = Eg[Tr(diag(£(8)))] = Eg[diag(Fun(0))]-
Moreover, the first “a” above takes “=" when £(6) = 0.

In this section, all experiments were conducted using a single A800 GPU.

C.1.2 Experimental details in Section 4.1.2

Experiments for CNNs on CIFAR-10/CIFAR-100. We first evaluate the impact of IRE on general-
ization of baseline models (WideResNet-28-10 and ResNet-56) and default optimizers (SGD and
SAM) on CIFAR-{10,100}. For the base optimizers, SGD and SAM, cosine learning rate decay is
adopted with an initial Ir 0.1. For other training components, we follow the settings in Foret et al.
(2021): basic data augmentations and 0.1 label smoothing; for both SGD and SAM, the momentum
is set to 0.9, the batch size is set to 128, and the weight decay is set to Se-4; for SAM, p is set
to 0.05 for CIFAR-10 and 0.1 for CIFAR-100. The total epochs is set to 100 for CIFAR-10 and
200 for CIFAR-100, and we switch from SGD/SAM to SGD-IRE/SAM-IRE when the training loss
approaches 0.1. For SGD-IRE/SAM-IRE, we fix K = 10, and tune hyperparameters -y and x via a
grid search over y € {0.99,0.9,0.8} and x € {1, 2}. The results are reported in Table 1.

Experiments without finely tuned hyperparameters. A high sensitivity to the choice of hyperpa-
rameters would make a method less practical. To demonstrate that our IRE performs even when x,y
are not finely tuned, we conduct experiments using fixed v = 0.99, k = 1, under the same settings as
described above.. The results (averaged over 3 random seeds) are reported in Table 8.

Table 8: Results for SGD-IRE and SAM-IRE on {WideResNet-28-10, ResNet-56} on CIFAR-{10, 100}, using
fixed v = 0.99,x = 1in IRE.

WideResNet-28-10 ResNet-56
CIFAR-10 CIFAR-100 CIFAR-10 CIFAR-100
SGD 95.93 80.77 93.80 72.72
SGD-IRE || 96.13 (+0.20) | 81.12 (+0.35) 93.94(+0.14) | 72.93(+0.21)
SAM 96.73 83.22 94.58 75.25
SAM-IRE || 96.75 (+0.02) | 83.40 (+0.19) || 94.65 (+0.07) | 75.49 (+0.24)
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Experiments for CNNs on ImageNet. We also examine the impact of IRE on generalization of
ResNet-50 and default optimizers (SGD and SAM) on on ImageNet. Following Foret et al. (2021) and
Kwon et al. (2021), we use basic data augmentations and 0.1 label smoothing. For the base optimizers,
SGD and SAM, we also follow the settings in Kwon et al. (2021): the momentum is set to 0.9; cosine
learning rate decay is adopted with an initial Ir 0.2; the batch size is set to 1024; the weight decay is
set to le-4; for SAM, p is set to 0.05. The total epochs is set to 200, and we switch from SGD/SAM
to SGD-IRE/SAM-IRE when the training loss approaches 1.5. For SGD-IRE/SAM-IRE, we fix
K = 10, and tune hyperparameters -y and  via a grid search over v € {0.8,0.6} and x € {2,4}.
The results are reported in Table 2.

Experiments for ViTs on CIFAR-100. We examine the impact of IRE on generalization of ViT-T
and ViT-S on CIFAR-100. We follow the settings in Mueller et al. (2024): the default optimizers used
are AdamW and SAM, with cosine Ir decay to 0 starting from an initial Ir 1e-4; the weight decay is
Se-4; batch size is 64; strong data augmentations (basic + AutoAugment) are utilized; p = 0.1 for
SAM. The total epochs are set to 200, and we switch from AdamW/SAM to AdmIRE/SAM-IRE when
the training loss approaches 0.5. For AdmIRE/SAM-IRE, we fix K = 10, and tune hyperparameters
~ and £ via a grid search over v € {0.99,0.9,0.8} and k € {20,50}. The results are reported in
Table 3.

Experiments for ViTs on ImageNet. We also examine the impact of IRE on generalization of
ViT-S/16 on ImageNet. We follow the settings in Chen et al. (2024): RandAugment and Mixup with
a = 0.5 are utilized; the default optimizer used is AdamW with hyperparameters 5; = 0.9, 82 =
0.999 and weight decay \ = 1.0; the learning rate strategy integrates a warm-up phase followed by
a cosine decay scheduler with 1r_max=3e-3; batch size is 4096; the total training duration is 300
epochs, including 30 warm-up epochs; For AdmIRE, we switch from AdamW to AdmIRE at epoch
100 and examine different v, x. The results are reported in Table 4.

In this section, the experiments on CIFAR-10/CIFAR-100 were conducted using a single A800 GPU,
and the experiments on ImageNet were conducted using 4 A800 GPUs.

C.2 Experimental details in Section 4.2
C.2.1 Experimental details in Section 4.2.1

We train a 2-layer decoder-only Transformer (8M parameters) using absolute positional encod-
ings (Vaswani et al., 2017), with 8 heads in each layer and a hidden size of 128, on the wikitext-2
dataset (4.3M) by AdamW and AdmIRE (with K = 10 and varying 7, ). The (max) sequence length
is set to 512, and the batch size is set to 32. The experiments in this section are conducted on 1 A800.

For the optimizer AdamW, we use the hyperparameters 81 = 0.9, 82 = 0.95 and weight decay
A = 0.1, as suggested in Touvron et al. (2023). The total training duration is 100,000 steps, including
3,000 warm-up steps followed by a cosine decay scheduler with 1r_max and 1r_min=1r_max/20.

First, we tune 1r_max in AdamW from {1.5e-4, 3e-4, 6e-4, 1.2e-3, 1.8e-3, 3e-3}. The results,
shown in Figure 5 (left), identify the optimal 1r_max=6e-4. We also use the optimal 1r_max of
6e-4 for AdmIRE, for which the IRE is enable at the end of warm-up phase.

The results are reported in Figure 3.

Transformer (8M) on wikitext-2 Llama (60M) on wikitext-103

= lr_max=1.5e-4 — 1r_max=3.0e-4
1r_max=3.0e-4 104 1r_max=6.0e-4
— 1r_max=6.0e-4 — lr_max=12e3

— lr_max=1.8e-3

— lr_max=1.2e-3
— lr_max=1.8e-3

— lr_max=3.0e-3

training loss
validation loss

Ok 25k 50k 75k 100k 0 25k 50k
Num of steps num of steps

Figure 5: The results for tuning 1r_max in AdamW.
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C.2.2 Experimental details in Section 4.2.2

Llama (Touvron et al., 2023) is a decode-only Transformer architecture using Rotary Positional
Encoding (RoPE) (Su et al., 2024), Swish-Gated Linear Unit (SwiGLU) (Shazeer, 2020), and Root
mean square layer normalization (RMSNorm) (Zhang and Sennrich, 2019). The experiments in this
section examine the performance of AdmIRE in training Llama models with different sizes. For
implementation, we utilize the Llama code available on huggingface. The experiments are conducted
on 4 H800.

For the optimizer AdamW, we use the well-tuned hyperparameters 51 = 0.9, 52 = 0.95 and weight
decay A = 0.1 for LLama (Touvron et al., 2023). The learning rate strategy integrates a warm-up
phase followed by a cosine decay scheduler with 1r_max and 1r_min=1r_max/20. Additionally, it
is used with gradient clipping 1.0 to maintain the training stability.

In each experiment, we tune the optimal 1r_max for AdamW and then use it also for AdmIRE, for
which the IRE is enable at the end of warm-up phase.

Llama (60M) on wikitext-103 (0.5G). We train a 16-layer Llama model, with 10 heads in each
layer and a hidden size of 410, on the wikitext-103 dataset. The (max) sequence length is set to 150,
and the batch size is set to 240, following Dai et al. (2019). The total training duration is 50,000 or
100,000 steps, including 500 warm-up steps. First, we tune 1r_max in AdamW from {3e-4, 6e-4,
1.2e-3, 1.8e-3}, identifying the optimal 1r_max 6e-4. The experimental results are very similar
to Figure 5 (right), so we will not show them again. Then, both AdamW and AdmIRE are trained
using the optimal 1r_max.

Llama (119M) on minipile (6G). We train a 6-layer Llama model, with 12 heads in each layer and a
hidden size of 768, on the minipile dataset. The (max) sequence length is set to 512, and the batch
size is set to 300. The total training duration is 30,000 or 60,000 steps, including 300 warm-up steps.
First, we tune 1r_max in AdamW from {3e-4, 6e-4, 1.2e-3, 1.8e-3}, identifying the optimal
1r_max 6e-4. (The results are very similar to Figure 5 (right), so we do not show them repeatly.)
Then, both AdamW and AdmIRE are trained using the optimal 1r_max.

Llama (229M) on openwebtext (38G). We train a 16-layer Llama model, with 12 heads in each
layer and a hidden size of 768, on the openwebtext dataset. The (max) sequence length is set to 1024,
and the batch size is set to 480, following nanoGPT and Liu et al. (2024). The total training duration
is 50,000 or 100,000 steps, including 1,000 warm-up steps. First, we tune 1r_max in AdamW from
{3e-4, 6e-4, 1.2e-3, 1.8e-3}, identifying the optimal 1r_max 6e-4. (The results are very similar
to Figure 5 (right), so we do not show them repearly.) Then, both AdamW and AdmIRE are trained
using the optimal 1r_max.

D Proofs in Section 5.2.1

Additional Notations. For the proofs in Section 5, some additional notations are used. For any set
K C RP and a constant R > 0, we denote B(K; R) := {0 € R? : dist(0; K) < R}. (-, -) represents
the standard Euclidean inner product between two vectors. ||-|| denotes the ¢5 norm of a vector or the
spectral norm of a matrix, whereas || - ||r denotes the Frobenius norm of a matrix.

D.1 Preliminary Lemmas

Lemma D.1 (Arora et al. (2022), Lemma B.2). Under Assumption 5.1, for any compact set K C T,
there exist absolute constants R1, v > 0 such that

* (i) B(K;Ry) CU;
e (ii) L(-) is p-PL (defined in Def F.1) on B(K; Ry);

L BEBI(I}(;Rl) (V2L(0)) > n
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We further define the following absolute constants on B(K; Ry):

B2 =  sup HVQE(H) B3 = HV3 | B4 := sup HV4E(0)H ;
0cB(K;R1) GGB(K7R1 E€B(K;R1)
— : 2 . I 2
v GGIBI(I}(f;Rl))\m (v E( )) , <<1> o EJE(K, 1) Hv (I) )H .

Lemma D.2 (Key properties of () (Arora et al., 2022)). Under Assumption 5.1,
* Forany 0 € U, 09(0)VL(0) =

s Forany 0 € T, 09(0) = P,,,11.,(V2L(0)).

Lemma D.3 (Continuity of P, 1.,). Under Assumption 5.1, there exists absolute constants Ro, (p >
0 such that for any 0 € B(K; Ry),

| Prn1:p(V2L(0)) = Prn1p(V2L(2(6))) || < Cp [0 — 2(0)]] -

Proof of Lemma D.3.

Let the orthogonal decomposition of VQL’(G) and V2£(<I>(9)) be VZL(6) = > 0_, Mpugul (A =
-=\p) and V2L(®(0)) = DV _, pkvrvy (1 = -+ > pp), respectively.

By Lemma D.1, for any 0 € B(K; Ry), it holds that [|[V2£(0) — V2L(®(0))|| < B3 (6 — 2(0)].

We choose Ry := Ry A £5-. Then for any 6 € B(K; Ry),

||V2£(0) ~V2L(2(0))] < B3 110 — 2(0)]| <

N}

Consequently, by Lemma F.2, we can bound the gap of eigenvalues: for any k € [p],

e — el < | V2L(0) = V2L(0(0))] < £
Noticing ®(0) € I', by Lemma D.1, it holds that pt1 > py, > pand 41 = -+ - = pp = 0. Thus,
we can obtain the bounds of { Ay }«:
forallk <m, Xg = Am = fim — [Am — pn| = 3“
forallk >m+1, M < Ag1 < g1 + [ Amg1 — um+1| %
For simplicity, we denote Uy, = (1, ,%m), Ubotom ‘= (Wmi1, - ,Up), Vip =

(Ulv te ,'Um)’ Vbottom := ('Um—i-lv c 7vp)'

By Lemma F.3, we can bound the gap between the subspaces:

NUon (V2£(6) — V2L(2(6))) Vi I

HUbTottom tOpHF\ ETRT
4 4
Lemmm{f”’fb&om|| [V2£(6) - VL@@ Vool
h %HUbTottomHFHvZ/‘:( - 2£ ( ||HVIOPH
2(mA (p—m))

= Ve - V(o).

According to the definition of P, 41.p(-), it holds that

p
Pm_H;p(Vzﬁ(e)) = Z Uku;— = UbOttOmUl;lc—)ttom’
k=m+1

P
Pm+1:p(v2£(q)(0))) = Z 'Ukvl;r = %otlomvb:)rttom
k=m+1
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Noticing the relationship
2 2
HPerl:p(vZ‘C(a)) — P p(VZ (@(0)))“ < HPerltp(vQ‘C(e)) - Pm+1:p(v2£(¢(0)))HF
= H UbottomU t:gnom ‘/bottom %OllomHF 2(}7 - m) —2Tr (Ubottom Ub—l;ttom ‘/bOlIOmVl-):)rnom)
=2Tr (UbotlomUbongm (I - ‘/I;nttom‘/bonom)) =2Tr (UbnttomUbTonom‘/Eop‘/[op)

-9 ||Uanmth(>p||f? ’

we obtain the bound:

[ Prs1p(V2L(8)) — Pm+1:p(V2ﬁ(‘I>(9)))|| < V2 ||[Uoiiom Viop

2V2(m A (p —m)) 2V2(m A (p—m)) B3
< [v2L(6) - 9))| < 16 —2(0)].
w Y
To summarize, we only need to choose the constants Ry = Ry A ﬁ and (p = M to
ensure this lemma holds. O

Proof Notations. Now we introduce some additional useful notations in the proof in this section.

First, we choose R := (R; A R3)/2, where Ry is defined in Lemma D.1 and R; is defined in
Lemma D.3. Let i be the PL constant on B(K'; R). Moreover, we use the following notations:

B2 := sup HVQE(B)H; B3:= sup HVSE(H)H; B4:= sup HV4£(0)

0CB(K;R) 0€B(K;R) 0CB(K;R)
V= mf A (V2L(0)) 5 = sup V20 (0)| ;
ocati (VO3 o oeB(K:R) Ivie@l (14)
Cpo=  sup | P 1:p(V2L(0)) = Prny1p(V2L(2(8))) |
0CB(K:R)—T 16 — 2(0)]

Ensured by Lemma D.1 and D.3, these quantities are all absolute constants in (0, +00). Moreover,
without loss of generality, we can assume that 31, 82, 83,(e,(p > land u < v < 1.

Lemma D.4 (Connections between para norm, grad norm, and loss). For any 6 € B(K; R) > 0, it
holds that:

* (para norm v.s. grad norm) 11 ||VL(0)| < || — ®(0)|| < B2 [[VL(O)|;

« (grad norm v.s. loss) 2uL(0) < |[VL(0)|* < %5(0);
* (loss v.s. para norm) 5 |0 — (0)|> < L£(0) < 2—2 |0 — @(6)|.

Proof of Lemma D.4. This lemma is a corollary of local PL and smoothness (Lemma D.1). For the
three lower bounds, please refer to the proof of Lemma B.6 in Arora et al. (2022). Then utilizing
these lower bounds and the smoothness 35, the upper bounds hold naturally. [

Lemma D.5. Forall 0 € B(K; R),

o |[Prsrp(V2L(O @) <0o(l6-2(0)

)i
mﬂ:p(v%(e)))vc(e)H <0 (lo-2©)*):
e Letp>0andv € SP~L. If0 + pv € B(K; R), then

IVLO + pv)|| < [[VLO)| + pBo;

£t

1Pt 1(T2L(0) VL0 + pv)| < O (116 = @(8)[*) + O (p |6 — 2(8)])) +
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Proof of Lemma D.5.

[P 1:p(V2L(0) VZL(O) | < || Prns1:p(VEL(2(8))VZL(D(D)) || + CpB2 110 — D(B) | + 53 |6 — 2(8)]|

—0+0(]0—3(6)]):
P15 (T2LO)VLO)| < [P (V2L(0) V2L(2(6))(2(6) ~ 0)]| +O ([0 2(6) )
< Hpmﬂm(v2£(<1>(0)))V2£(<I>(0))(@(9) —0)][+0(jo - @) =0 (6 - 2©)]);
IVL(O + po)|| < [[VL(O)| + pBa;
[ Pr1:p(V2L(0))VL(O + pv)|

<P (VLO)TLO) | + [P (TLO) VL ()] + 2

<0 (6 - 2(0)|) + 0 (ol — a(0)]) + 22,

D.2 Proof of Theorem 5.5

D.2.1 Proof of Keeping Moving Near Minimizers for SAM

We first give the proof for SAM about “keeping moving near minimizers”, which provides important
insights into the proof for SAM-IRE.

Recalling (8), the update rule of average SAM is:

01 =0, —nVL (9t +P||€ H) , where & ~ N(0,1).

Let the p in SAM satisfy:
p=0(/n).
For simplicity, we denote
& 4p3 3
v = —— 1= —=, (Cy:=p5.
1€ p ?

Notice £(687,) < C1np?, we have the following upper bound for the probability

P (3t € [Ty, Ty + Tul, £L(6:) > 2C1mp%)
Ti+Tn—1

< Y P(L(Bi41) = 2Cimp*; Vs € [Th, ], £(65) < 2Chnp°) .
t=T1

For each term ¢ € [T1, T1 + 111 — 1], it can be bounded by:

P (L(0141) = 2C1np*; V s € [T1, ], L(6,) < 2C1np?)

2
<P (£(0t+1) 2C1mp%; L(6;) < Cinp®)

VoWV

+ Z L(0:11) = 2C1mp?; L(0,) < Cinp*; V1 € [s +1,1],Cinp* < L(6;) < 20177p2)
S= TI

<P (£(9t+1) > 2C1np?| £(68,) < Canp?)
+ Z ( (B41) = 201mp%: W7 € [s+ 1,1], Crnp® < L(0,) < 201mp2|L£(8,) < Cmp2) :

s=T1
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For simplicity, we denote
Piyr1:=P (£(9t+1) > 20177,02‘5(90 < Clﬂp2)

Py, =P (c(om) > 201mp% V1 € [s+ 1,1], Cinp? < L£(8,) < 2C1np? ‘z < Cinp ) se Tt —1).

* Step I. Bounding P 1 ;.
From £(8;) < Cinp®, we have [0, — ©(8,)|| < /2L(6;) = O(¥I2), thus
10 + pvr — ©(0,)]| < |0, — ©(8:)| + p = O(Vnp) + O(p) < R,
which means 0; + pv; € B(K; R). Furthermore,

10141 — (0,) < (|0 — 2(0,)]| +1[[VL(O: + poy)|
SO(Vnp) +nlIVL(O; + pvi)| < O(/np) +n[[VL (0] + Banp

2 2
Oiip) +1 %z:(et) 4 Banp < O(/iip) + OW*2p) + Olnp) < R,

which implies 8;,, € B(K; R). Consequently, we have the following quadratic upper bound:
£(0t+1) =L (Ot — UV[, (Ot + p'vt))
n ﬂz

<L(0:) —n(VL(0:),VL(O: + pvy)) + IVL (8, + pvy)||”

<L(0:) — 1| VLO)| - np<V£<9t>,V2£<0t>vt> ’7” s IVL(8) B2 1V + p62)?

<L(8:) = n[VLO)® ~np (VLO:), VLB, )v,) + 12 B VL)) + n2ﬁ2 (IvL@)1” + 523

<L(60,) + np |[V2L0)V L)) | + "2 726 )\\+n2ﬂzp26§

np*Bs

<2000+ (s + 522 ) 92060 + O
&

2
<L(0,) + (npﬁz i 25 28 + 0620

2
<Cinp? + Om2p%) + 0(n2p2) < 3Cinp?/2.

Thus, we obtain
Py =P (z:(em) > ZClan‘E(Gt) < C'lr]pQ) —0.

* Step II. Bounding P,  for s € [T1,¢ — 1].

We prove this step under the condition £(8;) < C1np?. Define a process { X, }tL: X .y =
£(98+1)7

= JE(0-1), it Cugp® < Xr = L(6:) < 2Cinp?
THETAX, — Con?p?,  else

It is clear that
Piyrs <P (Xt+1 2C1np )

Then our key step is to prove the following two claims about the process { X }.

- Claim I. X, — Cy7np? is a super-martingale. From the definition of X, we only need to
prove that if C1np? < £(0,) < 2C1np?, then E[L£(0,41)] < L(0,) — Can?p?.
If Cimp? < L£(6,) < 2C1np?, similar to Step 1, it is clear that 8, ,; € B(K; R). Applying
the quadratic upper bound, it holds that:

E(OT-H) =L (07 - 77V£ (07' + va))
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2
<L) —n (VL(6:), VL(Or + pvr)) + 52 IVL (8- + por)|”

<L(O;) = n[IVLEO,)|* = np (VLO-), V? c(e» o)
W55 v (,)] + 2 (IVEO)I + 5253)

Taking the expectation, we have.

+

B(£(0,41)] <L(8,) ~ VL0, + 2208 192(0,)] + 28 (VL0 + 5265

3 °B
<L(8,) = 0l VLO)I + 152 VL) + 20753

<2(0.) — 01920 (31920, - 222 ) 47675

From £(0;) > Cynp? and p = O(,/7), it holds that

VL) > /2uL(8:) > /2Cipfiip > 4Bsp”.
Therefore, we have:

5
E[L(8+41)] <L(8:) = onlIVL(O,)|” +n°p° 53

10 10

SL(O-) = <l (0r) +17p° B3 < L(0r) = = Cupm’®p® +117p° B3
<L(07) — Ban?p” = L(87) — Con’p?.

- Claim IL X, 11 — X, 4 Can?p? is O(n?p? + n3/2 p? /p!/?)-sub-Gaussian. From the defi-

nition of X, we only need to prove for the case C1np® < L(6;) < 2C1mp>.

If C1np? < L(6,) < 2C1np?, then X, = £(0,) and X1 = L£(0,1). Similar to Step I,
itis clear that 0,; € B(K; R).

Applying the smoothness, we have:

L(0741) = L(6- —nVL(6- + pv7))

—L(6;) — 1 (VL(8,), VL (6: + pvr)) + O (1 VL (8, + por)|I*)
=L(0,) = n[IVLO-)|* = np (VLO-), V2L(O-)vr)

+0 (np? [VL(6:)]) + O (0 VL (6, + %)
=L(0-) + O (11*p*) —np(VL(B:), VZL(6,)vs) + O (np*\/1p) + O (n°p* +1°p?)
=L(6;) —np(VL(6), V2L(8-)vs) + O(1°p?),
which implies:

| Xr1 — X7 — 027]2P2H¢2 < HE(GTH) — L(0:)lly, + HCanP2H¢2
< an<V£(0 ), V2L(0,) 'vt>||w +O(n

)
(recorveen ™))

|

<np || V2L(0-)VL(6 +O0(n*p?)

P2

<0 <n3/202 ) +0(n*p%)
s

Lemma E5

<0 (020 Vp) + Oe?).

With the preparation of Claim I and Claim II, we can use the Azuma-Hoeffding inequality
(Lemma F.4 (ii)): for any @) > 0, it holds that

QQ
P(Xi11 — Xor1 + (t—5)Can?p® > Q) < 2exp | — :
(ot = Zows i ) 2t — 5) (O(/2p2/p'/2 + 2p2))°
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As proved in Claim I, X,41 = £(0541) < 2Cinp? due to £(0,) < Cinp?. Therefore, by
choosing Q = (t — s)Can?p? — 2C1np? + 2C1np* = (t — 5)Can?p?® + $C1np?, we have

Pit1,s <P (X1 = 2C1mp°)
1
gIP’ <Xt+1 — Xs—‘,—l + (t — 5)02772,02 > (t — 5)02772,02 + 2017]/)2)
((t — 8)Con?p® + LC1p?)°
<L2exp | — 5
2(t — 5) (O(3/2p%/p/2 + 1 p?))

A(t — 5)Con?p* - 3Cinp? ) ( ( 1 )>
<2 - < 2exp | =0 .
P ( 4(t — ) (O(3p*/p+n'pt)) P n+pt

Therefore, we obtain the union bound:

Ti+T11—1 t—1
P (3 t € [T1,Tr + T, £(0:) > 20177p2) < Z (PHM + Z ]PtJrl,s)
t=T7 s=T1

Ti+Tin—1 t—1 1
<Y Yracten(-0( )

t=T7 s=T7 n + p7

Hence, with probability at least 1 — T3 exp (fQ (ﬁ) ) , for any ¢t € [T, 11 + T11l,

2 C 463/?
||et—¢<et>\|<w/;£<et><2 ;Wﬁpz = ViIp = O(/iip).

D.2.2 Proof of Moving Near Minimizers for SAM-IRE

We prove “keeping moving near minimizers” for SAM-IRE. The proof outline for SAM-IRE is the
same as SAM. However, the key non-trivial difference is that the IRE term will hardly cause loss
instability since IRE only perturbs the parameters in the flat directions.

Under the conditions in Theorem 5.5, the update rule of IRE on average SAM is:

¢, ) ( ¢
—— | — kP11, (VL(O))VL | O —
||st||> 1P 15(VL(6:)) TPl

Let the p in SAM and the « in IRE satisfy:

p=0(/n), £<

Or41 =0, — VL <9t+p ) , where & ~ N(0,1).

15)

=

For simplicity, we denote

2
Vg = ét P(Ot) = Pm+1;p(v2£(9t)), Cl = @ \ %

&l 1

Following the proof for SAM, we denote
Pip1:=P (£(9t+1) > 2017702‘5(90 < 017792> ;

) C2:ﬂ§

Piy1,s 1= P(ﬁ(etﬂ) > 2C11p%;
Vr1€[s+1,t,Cinp® < L(O;) < 2Cmp2’£(05) < C’mp2), s € [Tt —1].

and it holds that

Ti+Ti1—1 t—1
P (3t € [Ty, T + T, £(6;) > 2C1mp*) < Z <Pt+1,t + Z Pt+1,s> .

t=T1 s=T1
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* Step I. Bounding P+ ;.
From £(6;) < Cinp?, we have [0, — ®(6,)|| < |/ 2L(68:) = O(,/7p), thus

16 + pve — ©(0,)]] < |6 — ©(6:)]| + p = O(ynp) + O(p) < R,
which means 0; + pv; € B(K; R). Furthermore,
0111 — ©(6:)||
<[10: — 2(0:) || + n[[VL(O: + pvi)|| + 15 || P(8:) VL(O: + poy)|
O(vip) +n VL (8] + Banp + O (11p?)
<O(/ip) + O p) + O (np) + O (1p)
<O(/ip) +O0*p) + O (np) < R,
which implies 6; 1, € B(K; R). Consequently, we have the following quadratic upper bound:
L(O111) = L (0 —nVL(6, + pvi) — neP(0,)VL (0, + pvy))
éﬁ(@t) - <VE(01¢), \# (Bt + p’l}t) + K,P(et)VE (et + p’Ut>>
2
52

Lemma D. 5
<

X

VL (0 + pvy) + kP(8,)VL (6, + pvy)||?

<L(6;) — <Vﬁ(9t)a VL(6: + pvr)) — k0 (VL(O:), P(0:)VL (0, + pvy))
+ 128 (VL (8 + po)II” + 52 | P(B)VL (8, + poo)])

<L(0:) = 1 IVLO)I + o2 [VLO)| — k1 (TLO,), P(60,)VL®,)

— e (VL(0,). P(O)VL(O, o) + v L

1282 ((IVLO)] + pB2)? + K2 [P(B)VL (6: + pvy)|?)
SL(8:) +1pB2 [[VL(8:) || + rnp || P(8:)VZL(6:)VL(:)||

1P(6:)VL(6:)]|

S5 0V L@+ 7 (VL0 + 982 + 52 [PO)VE (B, + puo)?)

Lemma D.5

< L(6:) + Omp IVLO)) + O(knp |6 — (0, [[VL(O:)]])
+0 (snp? ||ot 2(0)[*) +0 (%) + O (n*w%p")
<Cinp® +o(np®) < Cmp

Thus, we obtain
P10 =P (ﬁ(9t+1) > 20177P2‘£(9t) < 0177[)2) =0.

* Step II. Bounding P,  for s € [T}, ¢ — 1].

We prove this step under the condition £(8) < C1np?. Define a process { X, }tL: X .\ =
£(98+1)’

X, = {£(07+1)7 , i2f Cinp® < X, = L(0;) < 2C1np?
X, — Con?p®, else
It is clear that
Piy1,s <P (Xt+1 2C1np )
Then our key step is to prove the following two claims about the process { X }.

- Claim I. X, — Cy7np? is a super-martingale. From the definition of X, we only need to
prove that if C1np? < £(0,) < 2C1np?, then E[L(0,41)] < L(0;) — Can?p?

https://doi.org/10.52202/079017-3770 118728



If C1mp? < L£(0,) < 2C1np?, similar to Step I, it is clear that 8, ; € B(K; R). Applying
the quadratic upper bound, it holds that:
L(Or11)=L(O; —nVL(O, + pv;) —nrP(0)VL(6, + pv;))
<L) —n(VLO,),VL(O, + pv,) + kP(0,)VL (0, + pv.))
252

IVL(0: + pvr) + £P(0;)VL (97—|—pv7)||2
<L(0,) 1 (VL) VL O, + p0.)) — (VL. ). POITE 0, + po.)
+ 77262 (HVL (0 + va)||2 + K7 |P(0-)VL(6- + va)||2>

<L(0,) —n[VLO,) — 1o (VEO.). VL O),) + 222 (7206,

— K7 <v£(07)7P(07>V£<67)> — Knp <v£(07>7 P(GT)V2£ UT> + HUBBp ||P( )VE(GT)”
02 ((IVLO:)] + p82)* + 52 | P(O)VL (8- + por)2)

Taking the expectation, we have:

E[‘C(er-‘rl)]
<L(0,) VL@ + 2 [VL(0,)] — 5 (VL(6,). P(0,)VLD,))

+ k0B (0,20 + 128 ((IVLO) ] +08a)? + w2 [ P(O)VL (O, + pv) )

<L(0,) —n VL@ + 2 B 120, + nﬁ”’ |P(6.)VL(O,)|
2By VLG + 283020 + Bk | P(0-)VL (8, + pos)|

Lemma D.5 3 ﬂ
< L(0:) = ZIVLO)P + VL) + O (kmp® - 1p?)

+2ﬁ§n2p2+ﬂzn2fi2< (Vnp®) + Fs 2)

3 .
<£(0,) — 21720, + P08 [T2(0,) ]+ 283020° + BaBt ! + o).
From C1np? < L(0;) < 2C1mp? and p = O(\/ﬁ), it holds that

IVL(O-)|| = \/2uL(0-) = \/2C1pv/Tip = 4Bs3p”.
Moreover, recall k£ < 1/p. Therefore, we have the upper bound:
E[£(0711)]

3

<£(0,) - 2192017 + 0 9200, )1 + 26305 + a8t + o)
5

<L(O;) - gn IVL(0-)]* + 252772/)2 + B850 k%p" + o(n*p?)

10
<L(B:) - *TIME( 2) 283020 + B2Ban?p* + o(n?p?).

<L(6,) - 5 (5: BQﬁ?’) P+ 2830°p” + BB 0” + o(n*p?)

<L(6;) - Ban’p® = L(6;) — Con’p®.

- Claim IL X, 1 — X, 4+ Can?p? is O(n?p? + n3/2p? /p'/?)-sub-Gaussian. From the defi-
nition of X, we only need to prove for the case C1np? < L(0,) < 2C1np.

If Cinp? < L(6,) < 2C1mp?, then X, = £(0,) and X1 = L£(0,41). Similar to Step I,
itis clear that 8,1 € B(K; R).
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Applying the smoothness, we have:

L(Or+1) = L0, —nVL(O; + pv;) —nKP(0,)VL (0, + pv,))
=L(0:) —n(VL(O;),VL(O: + pv.) + kP(0,)VL (0 + pv;))

+ (P IVL (O, + pvs) + KP(O,)VL (0: + pvr) )
=L(0,) = | VL) = np (VL(O,), VEL(O-)v-) + O (np* | VL(6,)]))

— 0 (VL(,), P(0:)VL(6,)) — nrp (VL(O,), P(0,)V>L(8,)v,) + O (nrp® ||P(6,)VL(O,)]))

+ (P IVL (O + pvs) + KP(8)VL (8, + pvs)*)
In the same way as the proof of Claim I, it holds that
nlIVL@)* = O(p®),  np® VL) = Om*p%), nwp® | P(0-)VL(O,)| = O (n°0°),

VL (07 + pv;) + kP (0,)VL (07 + va)”Q =0 (77 P )

Thus,

L(0741) — L(6:)

= — np(VL(O,), V2L )vi) — mrsp (VL(), P(6,)V>L(0:)vi) + O(?),
which implies:
101 = X, = Cone?]|, < 1£(8rs1) — £(8,)],, + [[Cane?]
<np [(VLO), VELO vy, +nmp [[(VL(O:), P(6-)V2L(O,)vy)]|,, + On*p?)

V2L(8,)VL(O-) >
IV2L6.)VLO )"

<o || V2L(6.)vL(6,)| H<

1/)2
V2L(60,)P(0,)VL(6,)

JP@-)VLE ”H<|V2wf >vc<ef>||’”t>’
<|§520§§Z >‘>

R ALIALE 2

[V2L(6,) P(6.)VE(D,)]

+nrp || VL0, +O0(n°p?)

Lemma D.5
< O <713/2p2

2

JrO(a/2 2

> +0(°p?)
P2

T

Lemma F. 5

<O (020 Vp) + Oe?).

With the preparation of Claim I and Claim II, we can use the Azuma-Hoeffding inequality
(Lemma F4 (ii)): for any @) > 0, it holds that

B 7 2 2 o
]P’(Xt+1 X1+ (t —s)Canp >Q)<26Xp< (t—S)(@( 3/2 2/p1/2+np)) >

As proved in Claim I, XS+1 = L(0s41) < 2Cmp due to £(0,) < Cynp?. Therefore, by
choosing Q = (t — s)Can?p? — 2Cinp? + 2C1np* = (t — 5)Can?p?® + $Cinp?, we have

Pit1,s <P (X1 = 2C10p°)
1
<P <Xt+1 —Xer1 +(t— 5)027]2,02 > (t— 5)02772,02 + 20177/12>

((t — 8)Con?p® + LC1p?)°
<2exp 5
2(t — 5) (O(3/2p%/p/2 + 1 p?))

A(t = 5)Con?p? - Cap? ) ( ( 1 )>
<L2exp | — - < 2exp | = .
p( 4t —5) (OPp*[p+ 1 p") P ntp !
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Therefore, we obtain the union bound:

Ti+Ti1—1 t—1
P (El t e [Ty, Ty + Tul, £L(0;) > 20177/)2) < Z (]P’f,-i-u + Z Pt+1,s>

t=T7 s=T1
Ti+Ti1—1 t—1 1
<Y Y P, <Thew (Q( ))
t=T, =T n+p
=T7 s=T1

Hence, with probability at least 1 — T3 exp (—Q (H%

) forany t € [Ty, T} + T,

2 o) 433/
[0: — ©(0;)] < ;»’3(90 <2 7\/770 = Ve = O(/np).

D.2.3 Proof of the Effective Dynamics

We have proved that with high probability at least 1 — T3 exp <—Q (ﬁ) ), forany t € [Ty, T} +
Tul, ||0; — ®(6,)|| = O(\/np). Then we prove this theorem when the above event occurs.
For any ¢ € [T1, T1 + T11),

||0t+1 - etH
<N IVL(O; + pvy) || + 15 || P(0)VL(O, + puy) ||
<N VLB + Onp) + 0 || P(8:)VL(O,) || + np || P(0:)VZL(O,)|| + O(nrp?)
Lemma D.5
< OW*2p) + Onp) + O 2p) + O(*2p?) + O(np?) + O(np) = O(np).
Then by Taylor’s expansion,
D(0r+1) — B(6:) = 92(8:) (Brs1 — 0) + O (1041 — 4]
= —n0D(0,)VL(O; + pv;) — nrdD(0,)P(0,)VL(O; + pvy) + O(1*p?).

For the term 0®(0;)VL(0; + pv,) and 0P(0;)P(6,)V L(0, + pv;), using Taylor’s expansion, we
have

3@(9t)V[,(0t + p'Ut)

=0®(0,)VL(0;) + pd®(8,)V?L(0;)v; + p;a@(ot)v Tr (v, V2L(0,)v,) + O(p°)
=00(0,)VL(0;) + pd®(8,)V?L(0;)v; + %28<I>(9t)v (v V2L(6,)v:) + O(p?),

0%(6:)P(6:)VL(6: + pvt)

=00(0,)P(6:)VL(6;) + pd®(6:) P(6,)V>L(6,)v: + gacp(at)P(et)v Tr (’UtVQE(@t)’UtT) +0(p°)

2
=0®(6,)P(6,)VL(6;) + po®(6,)P(8:)V>L(6)v; + %8@(9t)P(9t)v (v V2L(0:)v:) + O(p?).
Taking the expectation (about v;), we have

Bfo) =0, E[v] V2L(0,)v.] = T(fo("))

Additionally, using Lemma D.2 and Taylor’s expansion, we have:

00(0,) = 00(2(60:)) + (|16 — 2(8,)|| = 02(2(6:)) + O(Vnp);
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0P (6,)P(6;) = 02(2(6,))P(2(6:)) + |16, — 2(6,)]| = 02(2(6:)) + O(V/1p);
VT (VEL(6,)) = VTr (V2L(2(6))) + [8: — 2(60,)]| = VTr (VZL(®(6:))) + O(v/1p);
00(6:)P(0:)VL(0:) =02(2(6:))P(2(0:))VL(O:) + O (][0 — 2(6:)][ [[VL(O)|)
=00(®(0,))VL(0:) + O (np®) = 0+ O(1p?).

Combining the results above, we obtain:

E[®(6:+1)]
=®(6;) — no®(0,)VL(O:) — nkoP(0,)P(0:)VL(6;)

_ ﬁ 2 _ Knp? 2 3
% O®(0,)V Tr (V>L(6,)) % 0®(0:)P(0,)V Tr (V>L(6,)) + O(np®)

2
U 0 0(0,)9 T (V2L(61)) + O*6%) + Ol ) + Ol

W@@(@t)v Tr (V2L(®(6y))) + OW32p3) + O(kn2p%) + O(np?)

=0(6;) + O (n°kp®) —

=0(6,) + O (n°kp®) —

=0(6,) — (k + 1)np?0®(0,)V Tr (VZL(D(8,))/2p) + O(n*/?p?).

E Proofs in Section 5.2.2

Setting E.1. Consider the empirical risk minimization min : £(6) = 1 37" | £,(8), where £;(8) =
0(fi(0),y;) is the loss on the i-th data (x;, ;). Let f;(-) and £(-,-) be C*. Suppose all global
minimizers interpolate the training dataset, i.e., £(6*) = ming £(6) implies f;(6*) = y; for all

€ [n]. We denote the minima manifold by M = {6 : f;(0) = y;, Vi € [n]}. Moreover, we assume

that 32(4;(5;24,) ly=y > 0 and the feature matrix (V £;(8), - -- , V ,(8)) € RP*" is full-rank at @ € M.

Lemma E.2 (Theorem 5.2 in Wen et al. (2023a)). Under Setting E.1, Assumption 5.1 holds with
m=n.

E.1 Preliminary Lemmas

Similar to the proofs for Section 5.2.1, we need the following similar preliminary lemmas.

Lemma E.3. Under Setting E. 1, for any compact set K € T, there exist absolute constants Ry, > 0
such that

« (i) B(K; Ry) C U;
e (ii) Li(*) (i € [n]) and L(-) are u-PL on B(K; Ry);
o (iii) o inf X, (V2£(0)) > e 1nf M (V2Li(0)) > p, Vi € [n].

E€B(K;R1) B(K;R1)

We further define the following absolute constants on B(K; R):

Ba = ( sup HVQE(O)H) Y (max sup ||V2£i(0)|’> ;
0€B(K;R1) i€[n] 9eB(K;Ry)

B3 = ( sup HV3£(0)H> Y (max sup ||V3£i(9)H> ;
0cB(K;R1) i€[n] 9eB(K;R1)

y;( inf )\m(VQE(H)))/\<min inf A\ (v%(a)));

OEB(K;R1) i€[n] OeB(K;R1)
Cib = sup ||[V®(0)], C;I) = sup ||V2<I>(0)|| .
0cB(K;R1) 0CB(K:R,)
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Lemma E.4 (Wen et al. (2023a)). Under Assumption 5.1,
* Forany @ € U, 09(0)VL(0) =0
s Forany @ € T, 09(0) = P,,11.,(V2L(0)) and 0®(0)V2L(0) = 0

e Forany @ € T, 0®(0)V2L;(0) = 0, Vi € [n].
Lemma E.S5. Under Setting E.I, there exists absolute constants Ro,(p > 0 such that for any
0 € B(K; R,),

[ Pas1:p(V2L(0)) = Pasr:p(VZL(R(8))) || < Cp (10 — 2(0)] -
Proof Notations. Now we introduce some additional useful notations in the proof in this section.

First, we choose R := (R; A R3)/2, where R; is defined in Lemma E.3 and R» is defined in
Lemma E.5. Let p be the PL constant on B(K; R). Moreover, we use the following notations:

e (o 192201 (s e [7°2.0)])

0EB(K;R) i€[n] 9eB(K;R)
max sup ||V‘3

B3 = ( sup HV3 H) \Y ( )
0cB(K;R) i€[n] 9eB(K;R)
By = ( sup HV3 H) \Y, <max sup HV Li( H)

0cB(K;R) i€[n] 9eB(K;R)
V= ( inf A, ) A mm inf A\ (V2 (0)))
0EB(K;R) n] 0€B(K;R)
Pn »(V2L - P, V2L(D(6
Cp:= sup ||V2‘I’(9)H; (pi= sup || +1p ( )) +1p( ( ( )))H
OcB(K;R) 0€B(K;R)—T 16 — ()]
(16)

Ensured by Lemma D.1 and D.3, these quantities are all absolute constants in (0, +00). Moreover,
without loss of generality, we can assume that 31, 82, 53, (s,(p > land u < v < 1.

Then we have the following two lemmas, similar to Lemma D.4 and D.5.
Lemma E.6. Forany 6 € B(K; R), it holds that:

* (para norm v.s. grad norm) [ ||VL(O)|| < || — 2(0)|| < B=2]|VL(O)
10 — (6)|| < B2(|VL:(O)]], Vi € [n].
s (grad norm v.s. loss) 2uL(0) < ||[VL(0)|]* < 2%5£(0); 2uL;(0) < |VL(O)| < Q%SQ(O),
Vi € [n].
* (loss v.s. para norm) % (|6 — ®(0)||” < L(8) < % 16— ®(0)[°; 4116 — ®(0)[]° < L:(6) <
22 10— ®(9)| vi € [n].
Lemma E.7. Forall 0 € B(K; R), Vi € [n],

sl VL0 <

| Parsn(V2LONTZLO)| || P (TLO) V2L 6] [02(0)VL(8)]| < O (16 — 2(B)]]):
|Pas10(F2LO)TLO) ||| Pasrn(V2LO) VL) 100 (0)V L (0)]] < O (116 — 2(0)*)

e Letp>0andv € SP7L. If0 + pv € B(K; R), then
IVLi(0 + pv)|| < [IVLi(0)]| + pB2, Vi € [n];;

|Beinn (VL) L0 + pv)]| < O (110~ 2(0)]7) + O (o0~ 2(O)]) + 22 vi € [n]:
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Lemma E.8 (Lemma H.9 in Wen et al. (2023a)). For any absolute constant C' > 0, there exist
absolute constant Cy,Cy > 0 such that: if 6; € B(K; R) and Cinp < ||0; — @(0,)|| < Cp, then it
holds that:

Ei, [[|0i11/2 — P(0i11/2)||] < 1160: — @(8:)]| — Canp.

Lemma E.9 (Lemma H.10 in Wen et al. (2023a)). For any absolute constant C' > 0, there exists
absoulte constant C3 such that: if 0; € B(K; R) and ||0; — ®(0;)|| < Cp, then we have that

||6:+1/2 — ®(Bri1/2)|| — 16 — @(8:)|| < Csmp.

Now we fix the positive number C' = 1 and use the absolute constants Cs, C'3, defined in Lemma E.§
and Lemma E.9.

E.2 Proof of Theorem 5.6
E.2.1 Proof of Moving Near Minimizers for SAM-IRE

This proof is similar to the proof for Section 5.2.1.
Under the conditions in Theorem 5.6, the update rule of IRE on standard SAM is

VL, (6:) )

0t+1 :et - nvﬁit (et + pHvE (Ot)H

VL, (6:)

e 8 N

) , where i, ~ U([n]).

Let the « in IRE satisfy
k< 1/p.

Additionally, we fix a constant « € (0, 1) in the proof.
For simplicity, we denote

(0
v V‘Cr( t)

o LEl0) (g e Py (TL0)):

and

0i11)2 =0; — VL, (0: + pvy);
0t+1 :0t+1/2 — K}T]P(et)V£l‘t (9,5 + P’Ut) .

Additionally, we denote

Prre =P (801 = ©(6u41)]| > 200"

160~ @(6.)]| < Cn*~p),

Pii1s ZZ]P’( 011 — ©(8i41)[| = 2Cn' " p;

VT € s+ 18], 0o < 10, — B(6:)]| < 2007 p| 8, — B(8,)] < Cyip), s € [Tyt — 1]

Then the following bound holds naturally:
Ti+Ti1—1 t—1
P (3t € [T, Ty + Tul, 0: — ©(6,)]| > 2Cn'~"p) < > (Pt+1,t + ) Pt-{-l,s) :
t=T1 s=T1

* Step I. Bounding P, ;.
From ||0; — ®(0,)|| = O(n*~%p), thus

16: + pvr — @(8,)]| < [16: — 2(8)]| + p = O('~"p) + O(p) < R,
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which means 0; + pv; € B(K; R). Using Lemma E.7 and x < 1/p, we can estimate:
1041 = Ous1ya| = 15 [VP(8)V L, (6 + poy)|

<Nk <||VP(0t)V£“(9t |+ p||VP(0:)VZL;, (0,)] + = fs 2)

63 2
<k <np +0' 707+ 207 ) < Banrp® < s

10111 — ®(0r11) — (Ors1/2 — P(Bry1/2))||
C
<(1+¢D) 160141 — Or11/2]| < 72770-

Then we have the following bound:

10141 — ©(O:11)|
<[00 — @(0)| + ||Brs1/2 — B(Br11/2) — (6 — 2(6,)) ||
+[|0111 — ®(Ors1) — (Bri1/2 — P(Bri1y2))||
Lemma E.9
< O %+ 0mp) + 041 — ®(Or41) — (Brs1/2 — P(B141)2))]|

—o 3C —a
<C1n' = %p+ O(np) + O(np) < 71771 p-

Thus, we obtain

Prie =P (10541 = ®(0-41)l| > 200"

16: — ®(8)]] < Cn'~*p) = 0.

* Step II. Bounding Py 1 s for s € [Ty, ¢ — 1].

We prove this step under the condition |05 — ®(0,)|| < Cn'~%p. Define a process { X, }:fL:
X1 = (10541 — P(Os41) |,

X, = 16741 — @(0-41)[, I Cp'p < X7 =0, — 2(8,)]| < 2Cn'~p
TH X, —Canp/2, else

It is clear that

Pei1,s <P (Xep1 =200 %) .

Then our key step is to prove the following two claims about the process { X }.

- Claim I. X, — Cy7m1p/2 is a super-martingale. From the definition of X, we only need to
prove that if Cn*~%p < X, = ||0, — ®(0,.)|| < 2Cn*~%p, then E |0, 11 — ®(0,11)] <
16~ — @(6-)]| — Canp/2.

IfCnt=2p < X, = |0, — ®(0,)|| < 2Cn'~%p, similar to Step L, it holds that 0,1 €
B(K; R) and || — ®(0-41) — (04172 — P(0.112))|| < S2np. Moreover,

||0‘r+1 - <I>(0.r+1)||
<||0r41/2 = ©(0r11)2) || + ||0751 — P(Or41) — (04172 — ©(0,41)2))]|

C
<||Ors1/2 — P(Or11/2) || + 7277/&

Taking the expectation and using Lemma E.§, we have

C
E ||0'r+1 - (I)(07+1)|| < E ||07—+1/2 - @(07+1/2)H -+ ?277/)

C C!
<[|6- — ®(0,)|| — Canp + ?an =16, — ®(6,)| — ?an.
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- ClaimII. X1 — X, + Canp/2 is O(np)-bounded. From the definition of X, we only
need to prove for the case Cn'=%p < X, = |0, — ®(0,)| < 2Cn'—p.
If Cnt=p < X, = |0, —®(0,)] < 2Cn'~%p, we have 0,.; € B(K;R)
and [|0i1 — ®(0141) — (Br1/2 — P(0111/2))|| < %np. Combining this result and
Lemma E.9, we have
10711 — @(0-41)[| — [[60- — 2(6-)]l]
<041 — @(O0r11) ]| = [|6- 4172 — ®(Or11y2) ||| + |[|6r 1172 — ®(Or4172) | — 11607 — 2(67)]]
<[|(Ors1 = @(0711)) = (074172 — (Or1172)) || +[[|0741/2 — ®(Or11/2) || — 16 — 2(6:)])|
C
<5 1P+ Canp = O(p)-
With the preparation of Claim I and Claim II, we can use the Azuma-Hoeffeding inequality: for
any ) > 0, it holds that

Q2
P (X1 — X, t— $)Cymp/2 <2 ___® ).
(X4 +1+ (t—3)Canp/2 > Q) eXp( 20— 5025
As proved in Claim I, X1 = [6s41 — ®(0541)] < 3Cn'~*p due to |6, — ®(0,)]| <
Cn'~“p. Therefore, by choosing Q = (t — s5)Canp/2 — 3Cn'=2p + 2Cn'~2p = (t —
s)Canp/2 + Cnt~%p/2, we have
Pri1,s <P (X1 =200 %)

C C .
<P (Xt+1 = X1+ (t—8)Canp/2 > (t — 5)72770 + 5771 'p)

SN RIEAE

2(t — s)O(n*p?)

<o (50 e ) 2o (2())

Therefore, we obtain the union bound:

Ti+Ti—1 t—1
P (3t € [T1,Ti + Tul, [|6: — (6,)] >2Cn'p) < Y <Pt+1,t +> Pt+1,s>

t=T7 s=T1
Ti+Ti—1 t—1

< Z Z Piy1,s < Tiiexp (=2 (1/7%)) .

t=T7 s=T1
E.2.2 Proof of the Effective Dynamics

By our proof above, with probability at least 1 — T3 exp (— (1/7%)), for any ¢ € [T}, Ty + Ti1),
|0; — ®(6:)|| = O(n'~p). Then we prove this theorem when the above event occurs.
Due to ||0; — ®(6;)|| = O(n'~2p), we have:
1641 — 64|
SN IVL;, (0 + pve)|| + 0k || P(8:)VLi, (6 + poy) |
Lemma E.7 9

< VL (81l + Onp) + Onrp”) < Olnp)-
Then by Taylor’s expansion,

(0111) — D(6;) = 0D(6;)(0r41 — 0,) + O (||9t+1 - 9t||2)
= — n@@(@t)VQt (gt + ,O’Ut) — nnﬁ@(@t)P(Ot)Vﬁz, (015 + p’Ut) + 0(772p2)

For the term 0®(0;)VL;, (0, + pv,) and 09(6,)P(0;)VL;,(6: + pv,), using Taylor’s expansion
and Lemma E.7, we have

6@(0t)V£% (Ot + p’Ut)
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2
=00(0,)VL;,(0,) + p0®(0,)V>L;, (8,)v, + %w(et)v Tr (v, V2L;, (0:)v) ) + O(p?)

=00(0,)VL;,(0,) + p0®(0,)V>L;, (8,)v; + ”;a@(et)v (v V2L, (0:)v:) + O(p%)
VL;, (2(6:))
IVL;, (2(6:))]]

VL, (®(6:))
IVL;, (2(6:))]]

=0([|0: — (0:)[|) + pOB(P(6:)) VL, (B(61)) +O0(p||0: — 2(6:)])

VL, (2(6:) T
IVLs, (2(6,))]]

+0(p* 6, — 2(8:)]]) + O(p°)

+ o))V ( V2L, (0(6))
:%28<I>(<I>(0t))V)\1 (V2L (0(8))) + OG5 + 57),

and

8@(0t)P(0t)V£“ (Gt + ,D’Ut)
:3<I)(0t)P(0t)V£“ (gf) —+ p@@(@t)P(Ot)V2£“ (Of)vt

+ p;acb(et)P(et)v Tr (v: V2L, (0:)v, ) + O(p®)
—0(16: ~ ©(8,)17) + O 18, ~ BB} + % 000 PO)V (0] V2L, (B0)vr) + O(o")
e VLL(0(0) s VL, (8(6))
SOUT) g 0ROV <||m @@~ ) |vcit<<1><et>>>

+ (62 161 — 2(6,)]) + O(6")

2
:%aq»(q)(ot))wl (V2L ((6))) + O ~*p* + p?), .
Combining the results above, we obtain:
2
D(B111) =0(8:) — (1+ 1) L-00(@(6,)) VA1 (V2L;, (D(61))) + Okn®=p? + k).

Additionally, taking the expectation, we have:
Ei, [09((6,))VA1 (VZL;, (2(6,)))] = 02(®(6,))V Tr (VL(D(6,))) -
Therefore, we obtain
Ei, [#(0111)] =(8:) — (1 + n)%anMcb(ot))v Tr (V2L((6:))) + O(rn® =" p* + sijg”)

=P(8,) — (1+ n)%‘)rza@(@(at))v Tr (V2L(®(8,))) + ho.t..

F Useful Inequalities

Definition F.1 (;-PL). Let ;2 > 0 be a constant. A function £ is u-PL in a set U iff | V£(8)||” >
2u(L(0) — érel[fj £(0)),v0 € U.

Lemma F.2 (Weyl Theorem). Let A, B € RP*P be symmetric with eigenvalues A1 > --- > X\, and
p1 = -+ = py respectively, then for any k € [p), it holds that

Ak — pk| <||A—B]|.
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Lemma F.3 (Davis-Kahan sin(©) theorem). Let A, B € RP*? be symmetric matrices. Denote their
orthogonal decomposition as A = ElAlEf— + EQAQE; and B = 1T’y FlT + F2F2F2T with
(E1, E3) and (D1, D2) orthogonal. If the eigenvalues in Ay are contained in an interval (a,b), and
the eigenvalues of T'y are excluded from the interval (a — 6,b + &) for some 6 > 0, then for any
unitarily invariant norm ||-||,,

|F5 (A= B)E, |,
3 .
Lemma F.4 (Azuma-Hoeffding Inequality). Suppose {X,, }nen is a super-martingale.

IF B ], <

* (i) (Bounded martingale difference). If —a < X; 11 — X; < B, then for any n,t > 0, we have:

t2

* (ii) (Sub-Gaussian martingale difference). If X;11 — X; is o2-sub-Gaussian, then for any
n,t > 0, we have:

t2
P(X, — Xo>t) <2exp | ———o—" ).
( 0 ) exp< 222—1012>

Lemma F.5. Let v € RP. Let g ~ N(0, I). Then there exists an absolute constant ¢ > 0 such that

foranyt > 0,
()l <o
vl llgll

Proof of Lemma F.5. From P54 in Vershynin (2018), there exists an absolute constant ¢ > 0 such

that for any ¢ > 0, P (% = t) < 4e~<P” . Without loss of generality, we can assume v # 0.

*(Gwrn)l= ) ==

Lemma F.6. |AB|, < |A| | Bl

Then we have:

<elag>‘ > t) < 4e—cpt2.
gl
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We believe that the abstract and introduction reflect the contributions and
scope of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: In Section 2 and 5; Appendix B, D, E, and F.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We believe that all of the experimental results are reproducible in our work.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: In https://github.com/wmz9/IRE-algorithm-framework.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: In Section 4 and Appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: In Appendix C.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: In Appendix C.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have confirmed that the research is conducted with the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: [NA]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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