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Abstract

Obtaining effective representations of DNA sequences is crucial for genome analy-
sis. Metagenomic binning, for instance, relies on genome representations to cluster
complex mixtures of DNA fragments from biological samples with the aim of
determining their microbial compositions. In this paper, we revisit k-mer-based
representations of genomes and provide a theoretical analysis of their use in repre-
sentation learning. Based on the analysis, we propose a lightweight and scalable
model for performing metagenomic binning at the genome read level, relying only
on the k-mer compositions of the DNA fragments. We compare the model to recent
genome foundation models and demonstrate that while the models are comparable
in performance, the proposed model is significantly more effective in terms of
scalability, a crucial aspect for performing metagenomic binning of real-world
datasets.

1 Introduction

Microbes influence all aspects of our environment, including human health and the natural environ-
ment surrounding us. However, understanding the full impact of the microbes through the complex
microbial communities in which they exist, requires insight into the composition and diversity of
these communities [[19].

Metagenomics involves the study of microbial communities at the DNA level. However, sequencing
a complex microbial sample using current DNA sequencing technologies [27] rarely produces full
DNA sequences, but rather a mixture of DNA fragments (called reads) of the microbes present in
the sample. In order to recover the full microbial genomes, a subsequent binning/clustering step is
performed, where individual DNA fragments are clustered together according to their genomic origins.
This process is also referred to as metagenomic binning [19119]. The fragments being clustered during
the binning process consist of contiguous DNA sequences (contigs) obtained from the reads through
a so-called assembly process [29] (contigs are generally longer and less error-prone than the reads).

Metagenomic binning typically involves comparing and clustering DNA fragments using a distance
metric in a suitable genome representation space. State-of-the-art methods for metagenomic binning
typically rely on representations that include or build on top of the k-mer profiles of the contigs
[L7, 112} [18]. These representations have mostly been studied from an empirical perspective [6],
although general theoretical analyses into their representational properties have also been considered
[25]. With k = 4 (i.e., tetra-nucleotides) a 256-dimensional vector is used to describe the genome,
each entry in the vector encoding the frequency of a specific k-mer (e.g., ACTG, ATTT) in the
genome sequence. The k-mer representation of a sequence thus has a fixed size and is independent of
sequence length and downstream analysis tasks, providing a computationally efficient representation.
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nologies. For instance, [23]] conducted k-mer-based metagenomic binning [28} 9] on samples from
wastewater treatment plants, encompassing approximately 1.9 x 10'2 base pairs and resulting in the
recovery of over 3700 high to medium quality clusters/metagenome-assembled genomes (MAGS).

In this paper, we demonstrate how k-mer-based embeddings of genome fragments provide a scalable
and lightweight alternative to genome foundation models. We revisit the theoretical basis of k-mers
and offer a theoretical characterization of the identifiability of DNA fragments based on their k-
mer profiles. For non-identifiable fragments, we establish lower and upper bounds on their edit
distance using the [; distance between their respective k-mer profiles. These findings offer theoretical
justifications for k-mer-based genome representations and hold potential significance beyond the
scope of this study. Building on these theoretical insights, we propose a simple and lightweight model
for learning embeddings of genome fragments using their k-mer representations.

We empirically assess the proposed embeddings on metagenomic binning tasks and compare their
performance with large state-of-the-art genome foundation models. Our findings indicate that, while
both sets of models produce comparable quality in terms of the MAGs recovered, the proposed
models require significantly fewer computational resources. Figure [[|demonstrates this by showing
the number of parameters in our k-mer embedding methods compared to those in the state-of-the-art
genome foundation models. The k-mer-based embedding approaches involve models with several
orders of magnitude fewer parameters.

The main contributions of the paper can be summarized as follows:
* We provide a theoretical analysis of the k-mer space, offering insights into why k-mers
serve as powerful and informative features for genomic tasks.

* We demonstrate that models based on k-mers remain viable alternatives to large-scale
genome foundation models.

* We show that scalable, lightweight models can provide competitive performance in the
metagenomic binning task, highlighting their efficiency in handling complex datasets.

The datasets and implementation of the proposed architectures can be found at the following address:
https://github.com/abdcelikkanat/revisitingkmers.

2 Backgroud and Related Works

When analyzing the microbial content of biological samples (e.g., soil samples or samples from
the intestine), we deal with genomic material originating from multiple different species. For such
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analyses, the general workflow consists of sequencing the DNA fragments in the sample, producing
electrical signals that are subsequently converted into sequences of letters corresponding to the four
DNA bases (A, C, T, G). During the sequencing process, the full DNA sequences are fragmented into
smaller subsequences (called reads), resulting in millions or even billions of reads for each sample.
Depending on the sequencing technology being used, reads are typically either classified as short
reads (100-150 bases) or long reads (2k-30k bases), and while long reads are generally preferable,
they are also more prone to translation errors.

Identifying the microbial composition of a sample involves clustering the DNA fragments according to
their genomic origin (a process referred to as metagenmoic binning)ﬂ Clustering the DNA fragments
relies not only on a representation of the genome fragments, but typically also includes information
about the read coverages in the sample, reflecting the relative abundances of the individual species
that make up the sample[2].

For the current paper, the focus is on representations of DNA fragments. Existing works on metage-
nomic binning typically either rely on predefined features (e.g., [9, [17,12]) or, more recently, on
genome foundation models (e.g., [S[16,[32]) for representing the DNA fragments. Predefined features
for metagenomic binning include the k-mer frequencies of the genome (e.g., for & = 4, the genome
is represented by a 256-dimensional vector), which have shown to exhibit a degree of robustness
across different areas of the same genome [4]]. These k-mer vectors/profiles are either used as direct
representations of the DNA fragments as in, e.g., METABAT?2[9], VAMP [17], and SEMIBIN2 [[18]]
or is used for learning k-mer-based embeddings [[15}21] in the spirit of WORD2VEC [14]].

More recently, genome foundation models have also been proposed, which include DNABERT [8]],
DNABERT-2 [31]], HYENADNA [16], and DNABERT-S [32]. These foundation models provide
embedding of the raw DNA fragments as represented by the sequences of four nucleotide letters.

In this work, we show that although the contextualized embeddings produced by foundation models
provide a strong basis for downstream genome analysis tasks, the complexity of the models also
makes them less scalable to the vast amounts of data currently being generated by the state-of-the-art
sequencing technologies. Consequently, we consider more lightweight models and explore the use
and theoretical basis for models relying on k-mer representations of DNA fragments.

3 k-mer embeddings

As we discussed in the previous section, the metagenomic binning problem aims to cluster the
sequences (i.e. reads) according to their respective genomes. For the sake of the argument, we denote
with ¢ : R — [K] the function that maps each read to the (index) ground-truth genome from which
the read originates. Here, we use R to denote the set of reads where each read is supposed to originate
from one of the K genomes.

Performing clustering directly on the reads has been shown to provide very poor performance [[11]],
mainly because reads lie in a complex manifold in a very high dimensional space. A well-tested
approach is to instead embed each of the objects in a lower dimensional space, known as the
embedding or latent space, whose structure is much closer to Euclidean space, where clustering is far
simpler to perform. More formally, we characterize the problem as follows:

Problem Definition. Let R C X7 be a finite set of reads with a genome mapping function £ where
¥ = {A,C,T,G}. For a given threshold value v € R, the objective is to learn an embedding
function £ : R — RY that embeds reads into a low-dimensional metric space (X, dx), usually a
Euclidean space, such that dx(€(r),€(q)) < v if and only if {(r) = ¢(q) for all reads r,q € R
where d < |R].

Once we establish an embedding function like the one described earlier, it becomes, in principle,
straightforward to employ a simple clustering algorithm to bin or group the reads. However, for
this purpose, the embedding function £ must be capable of distinguishing the intrinsic features of
the various genomes, producing similar latent representations for reads that originate from the same
genomes. In the following subsection, we will discuss novel theoretical arguments that help to better
understand why k-mer profiles are a powerful representation of reads.

'In practice, the reads are not clustered directly. Instead overlapping reads are first combined into so-called
contigs through an assembly process [10].
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3.1 k-mers are a powerful representation of reads

The use of k-mer profiles to represent reads helps overcome several challenges encountered during the
clustering or binning of reads. These challenges include (i) the variation in read lengths in practical
scenarios, such as in genome sequencing where read lengths can differ significantly, (ii) ambiguity in
read direction, which is a result of reads lacking inherent directionality, complicating the analysis, and
(iii) the equivalence of a DNA sequence to its complementary sequence because DNA is composed
of two complementary strands, meaning the information from one strand corresponds to that from its
complementary strand.

An initial important question concerns the identifiability of reads, which examines to what extent
different reads share the same k-mer profiles. We will call the reads that can be uniquely reconstructed
from their given k-mer profile as identifiable and this is crucial because if many reads possess the
same k-mer profile, they will invariably be grouped into the same cluster, potentially leading to the loss
of significant information. In this context, Ukkonen et al. [25]] conjectured in their study on the string
matching problem that two sequences sharing the same k-mer profile could be transformed into one
another through two specific operations, and this claim was later proved by Pevzner [20]. However,
these specified operations fail to consider cases where sequences include repeated overlapping
occurrences of the same k-mer.

In this regard, in Theorem [3.1] we demonstrate that a read can be perfectly reconstructed from its
k-mer profile under certain conditions, which become less restrictive with larger & values. In the
following theorem, we use r; - - - r;, with ¢ < 7, to denote any subsequence of a read r that includes
consecutive nucleotides from position ¢ to position j.

Theorem 3.1. Let r be a read of length {. There exists no other distinct read having the same k-mer
profile if and only if it does not satisfy any of the following conditions:

1. ri - rk_1=7Tp_k—o--Teandr; #ryforsomel <i</l—Fk—2.

2. Tigk—2 =TjTjyp—2and g Tgip_o = Th - Thik—2 for some indices 1 <1 <
g<j<h<{l—k+2wherer;ij_1- - Tg_17# Tjtk—1"""Th—1.

3 T Tigk—2 =TjTjpk—2 = Th - Thyk—o for someindices1 <1i <j <h</l—k+2
where Titk—1-""Tj—1 7é Tj+k—1"""Th-1-

Proof. The proof is omitted due to the limitation on the number of pages. Please see the appendix. [J

It is important to note that it is always possible to find an optimal £* value that ensures that each read
does not meet any of the previously mentioned conditions and, in consequence, becomes identifiable.
Clearly, when k is equal to the length of the reads, all reads become identifiable. However, as k
increases, the k-mer profiles become more prone to errors, and it will be harder to identify the
underlying patterns in the reads (in the extreme case scenario where k equals the length of the reads,
each read will correspond to a unique k-mer). Thus, using large values of & is impractical. However,
the results show that even with smaller k values, identifiability could still be potentially achieved if
not by all but by some of the reads. We hypothesize that the effectiveness of k-mer representations
stems, in part, from this fact.

Another perspective to consider is the extent to which two similar reads share a similar k-mer profile.
The identifiability approach from the previous result addresses this issue by establishing that if two
reads have identical profiles, then the reads themselves are identical. However, identifiability is
limited by the conditions outlined in Theorem [3.1} which may not always be met. The observation
given in Proposition [3.2] provides a broader and more applicable finding.

It demonstrates that if two k-mers are similar according to the /; distance, then the corresponding
reads are also similar according to the Hamming distance in the read space. It is important to note
that both the /; and Hamming distances are natural measures for evaluating similarity in this context.
Technically speaking, we show that the /; distance between k-mer profiles can be upper and lower
bounded by the Hamming distance between the corresponding identifiable reads, so they are Lipschitz
equivalent spaces. In the next result, ¢ : R x ¥ — N denotes the function showing the number of
occurrences of a given k-mer in a given read. For simplicity, we use the notation, c;, to indicate the
k-mer profile vector of a read r whose entries are ordered lexicographically. In other words, ¢, (x) is
the number of appearances of x € ¥ inreadr € R.
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Proposition 3.2. Ler M; = (N, dy) and My = (N‘Ek|, Il - 1l1) be the metric spaces denoting
the set of identifiable reads and their corresponding k-mer profiles equipped with edit and {4
distances, respectively. The k-mer profile function, ¢ : M1, — Ms, mapping given any read, v, to its
corresponding k-mer profile, ¢, := ¢(r), is a Lipschitz equivalence, i.e. it satisfies

Vr,q € »t apdy(r,q) <|ler — cqlli < audy(r,q) e

for oy = 1/¢ and o, = k|%|%, so My and M, are Lipschitz equivalent.

Proof. The proof is omitted due to the limitation on the number of pages. Please see the appendix. [

Unfortunately, when one runs a clustering algorithm directly on top of the raw k-mer profiles, the
results are not competitive as demonstrated in numerous studies, see, e.g., [31]]. Instead, we will
consider methods for learning embeddings of k-mer profiles and, more generally, genome sequences.

3.2 Linear read embeddings

Below we consider two simple genome sequence models defining the embedding of a read as a
linear combination of the k-mer representations. The first model (k-mer profile) does not involve any
learning procedure and it is simply defined by the k-mer counts of the read, whereas the second model
(Poisson model) expands on the k-mer profile model by explicitly representing the dependencies
between k-mers. Both models will serve as baselines for more complex models.

k-mer profile: First, consider the definition of k-mer profiles:

Exmer (I‘) = Z Cr(x)zx (2)
xexk
where z, represents the canonical basis vector for the k-mer x € Yk je. (zx € {(ug,..., Uk ‘) €

{0,135 50w = 13).

As previously mentioned, our primary objective is to represent reads in a lower-dimensional space,
where their relative positions in a latent space reflect their underlying similarities. By Equation 2]
the k-mer profile of a read can also be considered as its embedding vector, but its entries are not
independent. In other words, if we change one letter in a read, it can affect at most k different k-mer
counts. In this regard, it might be possible to learn better representations than simple k-mer profiles.

Poisson model: For a given read r := (ry...7y), it is easy to see that the consecutive k-mers
in the read are not independent. For instance, the k-mers located at position indices ¢ and ¢ + 1,
(.e. x ;=7 7Tipkp—1 and y := rj41 - - - 74+1), share the same substring 7,41 - - - 7j4 1, Which
highlights the inherent dependencies between k-mers. Hence, we will learn the representation, zy, of
each k-mer, x, instead of using the canonical basis vectors. We propose to model the co-occurrence
frequency of specific k-mer pairs within a fixed window size, w, using the Poisson distribution. In
other words, oy, ~ Pois(/\x,y), where oy y indicates the number of co-appearances of k-mers,
X:=17;Tipg—randy =7 - 1rj4g_1 for [i — j| < w.

In order to achieve close representations for highly correlated k-mers, and distant embeddings for the
dissimilar ones, we define the rate of the Poisson distribution as follows:
Ax,y 1= €Xp (—||zx — ZyHQ) . 3)

The loss function used for training the embeddings with respect to the reads is simply defined in
terms of the Poisson distribution model of the k-mer pairs:

1
Lros ({oxy eyt lmdxes ) =5 D0 30 oxyllax — 2yl +exp (o —2[?) @)

xeXk y#£xeXk
where oy is the average number of co-occurrences of k-mers x and y per read within a window
of size w in the dataset. Once we have obtained the k-mer embeddings, we can obtain the read
embeddings by combining the k-mer embeddings with their respective occurrence counts, as given in
Equation [2] More specifically, the embedding of read, r, is given by

£POIS(I') = ; Z Cr(X)Zx ©)

erzk Cr(X) xexk

where {zx } ccx» corresponds to the learned k-mer embeddings of Eq. E]
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Figure 2: Illustration of the non-linear k-mer embedding approach described in Section

3.3 Non-linear read embeddings

In the experimental section, we will show that the linear k-mer embeddings described previously
outperform raw k-mer profiles in metagenomic binning tasks. However, the literature on machine
learning frequently emphasizes that non-linear embeddings typically provide superior results when
the data, such as genomic sequences in this context, exist in complex high-dimensional manifold
spaces [33]].

We design a simple and efficient neural network architecture utilizing self-supervised contrastive
learning. Our model consists of two linear layers, and the first one takes k-mer profile features
as input, projecting them into a 512-dimensional space. A sigmoid activation function is applied,
followed by a batch normalization operation and a dropout with a ratio of 0.2. The second layer maps
them into the final 256-dimensional embedding space.

Our approach is inspired by previous methods in the context of metagenomic binning at the contig
level [18]]. The primary aim here is not to introduce a novel methodology for learning embeddings
but to demonstrate that simple non-linear embeddings, built upon k-mer representations, can match
the effectiveness of existing state-of-the-art genomic foundation models for metagenomic binning
tasks while being significantly more scalable.

The methodology is graphically depicted in Figure[2] Initially, we create positive and negative pairs of
read segments using the dataset provided. To create a positive pair, we split an existing read into two
equal-sized segments. Conversely, a negative pair is formed by combining two segments originating
from the splitting of two distinct reads chosen at random. Subsequently, for each pair, we calculate
the k-mer profile for the two segments in the pair. These two k-mer profiles are then input into the
same neural network, which maps them to two vectors within the embedding space. The loss function
evaluates the quality of these two embeddings; it penalizes distant embeddings in positive pairs and
close embeddings in negative pairs. The learning process involves optimizing the neural network’s
weights to minimize this loss function across numerous positive and negative samples.

Let R = {r;}, be the set of reads and r! and r! are the segments indicating the left and right halves
of read r; € R. As described above, we use these segments to construct the positive and negative pair
samples required for the self-supervised contrastive learning procedure. Let {(r}, 17, yij) } (i ez be
the set of triplets where Z C [N] x [N] is the index set for the pairs, and the symbol, y;; € {0,1} is
used to denote whether (r}, r7) is a positive sample (i.e. +1), or negative (i.e. 0). The positive label
means that the pair corresponds to the left and right segments of the same read, while a negative label
indicates they are segments from different reads. Then, we define the loss function as follows:

1
L <{yij}(i,j)eI|Q> = I Z Yij log pij + (1 — yij) log(1 — pij) (6)
(i.j)eT

where € indicates the all trainable weights of the neural network. Here, the success probability, p;,
corresponds to the case of a positive pair, occurring when y;; = +1, and computed as:

Pij = €Xp (*HENL(U) - ENL(rj)||2)

where Ey.(r]) denotes the output embedding of the neural network for segment r.
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Figure 3: Evaluation of the models on multiple datasets for the metagenomic binning task. Each
color represents the number of clusters within a specific F; score range, and the number of clusters
with the highest quality is highlighted in dark blue.

Given a large number of distinct genomes (i.e., clusters), it is highly likely that negative pairs consist
of segments from different genomes, as they originate from different reads. Conversely, positive pairs
are composed of segments from the same genome, as they originate from the same read. Consequently,
the neural network’s embedding function will learn to produce similar embeddings for k-mer profiles
belonging to the same genome and different embeddings for k-mer profiles belonging to different
genomes. As demonstrated in the next section, this straightforward approach built on &-mer profiles
competes effectively with state-of-the-art genomic foundation models, which involve neural networks
with several orders of magnitude more parameters.

4 Experiments

In this section, we will provide the details regarding the experiments, datasets, and baseline approaches
that we consider to assess the performance of the proposed linear and non-linear models.

Datasets. We utilize the same publicly available datasets used to benchmark the genome foundation
models [32]]. The training set consists of 2 million pairs of non-overlapping DNA sequences, each
10,000 bases in length, constructed by sampling from the dataset, including 17, 636 viral, 5,011
fungal, and 6, 402 distinct bacterial genomes from GenBank [3]]. For model evaluation, we use six
datasets derived from the CAMI2 challenge data [13], representing marine and plant-associated
environments and including fungal genomes. These datasets propose realistic and complex reads,
making them one of the most utilized benchmarks for the metagenomics binning task. Additionally,
the synthetic datasets consist of randomly sampled sequences from the fungi and viral reference
genomes, excluding any samples from the training data [32].

Baselines and proposed models. For our experiments, we have employed the recent genome
foundation models to assess the performance of our approach. (i) KMER is one of the most widely
used baselines, and it also serves as a fundamental component of our model. The DNA sequences are
represented as 4-mer profiles Tetranucleotide Frequencies given in Eq. 2] so each read is represented
by a 256-dimensional vector. (i) HYENADNA [16] is a genome foundation model, HYENADNA,
pre-trained on the Human Reference Genome [[7]] with context lengths up to 10° tokens at single
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nucleotide resolution. (iii) DNABERT-2 [31]] is another foundation model pre-trained on multi-
species genomes, and it proposes Byte Pair Encoding (BPE) for DNA language modeling to address
the computational inefficiencies related to k-mer tokenization. It also incorporates various techniques,
such as Attention with Linear Biases (ALiBi) and Low-Rank Adaptation (LoRA), to address the
limitations of current DNA language models. (iv) DNEBERT-S [32]] aims to generate effective
species-aware DNA representations and relies on the proposed Manifold Instance Mixup (MI-Mix)
and Curriculum Contrastive Learning approaches. It relies on the pre-trained DNABERT-2 model
as the initial point of contrastive training. (v) OURS(KMER-[y) is similar to the KMER approach
presented in (i), but it uses /1 distance instead of the cosine-similarity distance so we will also name
the first one as OURS(KMER-COSINE) to distinguish both models. (vii) OURS(POIS) refers to the
Poisson approach described in Section (vi) OURS(NL) refers to the non-linear k-mer embedding
approach based on self-supervised constractive learning described in Section[3.3]

Parameter Settings. Our proposed models were trained on a cluster equipped with various NVIDIA
GPU models. For the optimization of our models, we employed the Adam optimizer with a learning
rate of 1073, We used smaller subsets of the dataset for training our models, and we sampled 10*
reads for OURS(POIS) and 108 sequences for OURS(NL). The OURS(NL) model was trained for
300 epochs with a mini-batch size of 10%, while OURS(POIS) was trained for 1000 epochs using
full-batch updates and window size of 4. Since we incorporated the contrastive learning strategy for
OURS(NL), we randomly sampled 200 read halves to form the negative instances for each positive
sample (one half of a read). We have set k = 4 and the final embedding dimension to 256 for our
all models. Following the experimental set-up of [32], we used the publicly available pre-trained
versions of the baseline genome foundation models in the Hugging Face platform.

4.1 Metagenomics Binning Task

We assess the performance of the models based on the number of detected species/clusters and these
clusters are classified into five different quality levels in terms of their F} scores. Our methods and
each baseline approach generate embeddings for the reads, and we cluster these read representations
by following the work [32] with the modified K-Medoid algorithm. We refer readers to the cited
work for further details on this approach. In line with standard practices in the field, we use cosine
similarity for the baseline methods to measure the similarity between read embeddings required for
the K-Medoid algorithm. For OURS(KMER-[; ), we employed the exp(—dist(-,-)) function with I,
distance, while Euclidean distance was used for OURS(POIS) and OURS(NL).

Figure 3] highlights the number of detected bins/clusters across different quality levels. For instance,
the number of bins/species whose F scores above 0.9 is represented in dark blue while those with F
scores between 0.5 and 0.6 are highlighted in red. Since we observe that the deviation in the number
of detected species in most cases changes between at most £5, the error bars were not included.

The results underscore the effectiveness of k-mer features, which are central to our paper’s focus.
More specifically, as it was observed in the study [32]], k-mer feature vectors (i.e., KMER-COSINE)
surpass some genome foundation models like HYENADNA and DNABERT-2. Furthermore, we
highlight the importance of choosing an appropriate similarity measure by showcasing the perfor-
mance of the OURS(KMER-/;) variant. We note that Proposition [3.2] establishes a link between k-mer
space equipped with [; distance and read space with edit or Hamming distance. Thus, leveraging an
appropriate metric in defining the similarities between reads in the binning stage also contributes to
the performance improvement of OURS(KMER-[;).

Despite the OURS(NL) model’s lightweight design compared to recent genome foundation archi-
tectures, our non-linear embeddings effectively identify both high and low-quality bins. In the
metagenomics binning task, for practical purposes, the high-quality bins are typically prioritized
(depicted in dark blue), and our model demonstrates comparable performance to the DNABERT-S
model on both Synthetic and Plant datasets, and it also outperforms DNABERT-S on the Marine
dataset. Overall, our findings emphasize the efficacy of lightweight non-linear embeddings built on
top of k-mer profiles.

4.2 Ablation Study

We conduct a series of ablation studies in order to gain deeper insights into different components
of the proposed architectures. We will start first by examining the impact of the parameter £ which
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Figure 5: Influence of dimension size (d) on the OURS(NL) model across different datasets.

is used to define the k-mer profiles. It plays a fundamental role in the paper because all the model
variants that we introduced rely on it. As also explained in Section[3] the selection of k also influences
the identifiability of reads. In this regard, we evaluate the performance of the OURS(KMER-I1)
model across various k values. Figure 4] shows the number of high-quality bins (i.e., F} > 0.9) for
different k settings and reveals that the optimal performance is generally achieved when £ is set to 4
on different datasets. It also holds true across our different architectures, so we have set £ = 4 in our
models.

We also examine the influence of the output dimension size on the performance for the OURS(NL)
model. We employed a very shallow architecture as described in Section [3.3] so the output dimension
size plays a vital role in the computational cost and performance. As can be observed in Figure[3} the
increase in dimension size also positively contributes to the number of detected high-quality bins,
and the performance mostly saturates after 27. In order to have a fair comparison with the baselines,
we also used 2° as an output dimension size in our architectures.

For the OURS(NL) architecture, it is very natural to use Bernoulli distribution to model whether a
given pair of reads belongs to the same genome or not. However, different organisms might share
similar regions in their genetic codes; therefore, assuming binary interactions might not suit well in

every situation. In this regard, we rewrite Eq. [6] by Poisson distribution that we also employed for the
OURS(POIS) architecture as follows:

01550M 1
LYY = Z —Yiz log Aij + Aij
(i,5)€T

where \;; := exp(—|| & (1) — Exi(r;)]|?) and y;; € {0, 1} denotes if reads i and j belong to the
same genome or not. We also test the loss function proposed by [[18]], which we refer as hinge loss:

nge 1
L{9e = ] D il (rs) = Exa (0P + (1 = yig) max{0, 1 — || € (rs) — Ene ()]}
(i,J)€T

Table [T] outlines the number of high-quality bins, and the Bernoulli and Poisson loss functions show
comparable performances. On the other hand, we observe that it is possible to obtain even higher
scores using the Hinge loss. However, it fails to have a probabilistic interpretation.
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Table 1: Comparison of loss functions by the number of clusters (with F; > 0.9).
Synthetic 5 Synthetic6 Plant5 Plant6 Marine5 Marine 6

Bernoulli 123 121 29 30 120 134
Poisson 128 123 30 28 121 128
Hinge 135 131 40 32 131 140

5 Conclusion

In this study we have shown the efficacy of non-linear k-mer-based embeddings for metagenomic bin-
ning tasks, providing a compelling alternative to more recently proposed complex genome foundation
models. Our work revisits and expands the theoretical framework surrounding k-mers, specifically
addressing the identifiability of DNA fragments through their k-mer profiles and establishing new
bounds on the distances defining relevant metric spaces. This theoretical insight not only reinforces
the validity of using k-mer-based approaches for genome representation but also highlights their
broader applicability in genomic research, such as taxonomic profiling/classification [22} 26] and
phylogenetic analysis [30].

The lightweight model being proposed in the paper, grounded in these theoretical principles, shows
considerable promise in the field of metagenomic binning. It achieves a performance comparable
to that of state-of-the-art genome foundation models while requiring orders of magnitude fewer
computational resources. This feature is especially important for large-scale genomic analyses
that are currently driven by recent advances in sequencing technologies and where computational
efficiency is paramount.

Limitations and Societal Impact

The ability to scale up metagenomic binning holds the potential for broader societal impacts through
an improved understanding of the diversity and function of the microbial communities that influence
our health and environment. Insights into these communities can also play an essential role in
achieving the sustainability goals [24, [1], in particular good health and well-being (SDG-3), life
below water (SDG-14), and life on land (SDG-15), to name a few. The current study is partly limited
by the experimental setup, which is only based on synthetically generated genomic data following
the experimental setup of similar studies such as [31}32]. While the discussions about computational
resources are not expected to be significantly affected by the type of data being used, the evaluations
and comparisons of the quality of the recovered genomes most likely will. For instance, samples
containing genomes of closely related species or strains of the same species will generally be more
difficult to separate into distinct clusters. As part of future work, we plan to pursue a more rigorous
analysis of the binning quality using long-read sequences from real-world data.
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A Appendix

A.1 Theoretical Analysis

Lemma A.l. Let r = ry -1 be a read satisfying c.(x;) = 1 for its every (k — 1)-mer, x; =
TioTivk—2 where 1 < i <i* for somei* € {1,...,0 — k + 2}. If there exists aread q = q1 - - - q¢
having the same k-mer profile as v, then r; = q; forall 1 < i <" +k — 2.

Proof. Let r be a read where (k — 1)-mers, x; := r;---7;1,_2, appears only once in r for all
1 <4 < 4*. As abasis step, we first show that the initial k-mer of g must be the same as that of r, i.e.,
q1---qr =11 Tk Suppose this is not the case, then there must exist anindex 1 < j </¢—k+1
such that g; - - - ¢j4x—1 = 71 - - 1 since they have identical k-mer profiles by initial assumption.
Note that j # 1; otherwise, the reads would share the same prefixes. Therefore, g;_1 ... ¢j1r—2 is
another k-mer of q, and it must also be present in r because they share the same k-mer profile. Since
T Th—1 = qj - Qj+k—2, K-Mer ¢j_1 - - - ¢j+k—2 must be the prefix of r; otherwise (k — 1)-mer
gj.--Gj+k—2 (i.e. T1...75_1) appears in r more than once and it violates the assumption that
er(x;) = Lforall x; = 7;---1mjpp—0 Where ¢ € {1,...,4*}. However, if ¢j_1 - - - gj+x—2 is the
prefix of r, then it enforces that ¢;_1 = ¢; = -+ = ¢j4+k—2 = ¢j+k—1 and a (k — 1)-mer occurs
more than once in the substring r - - - ;= so reads r and q must have the same initial k-mer.

For the inductive step, suppose that reads r and q agree up to position index j where k < j < ¢*—k—2,
ie.,r; = q; forall 1 <4 < j. We will show that ;4 and g;1 are also the same. Since j < i* —k+2,
substring ¢j_x+2 ... ¢qj+1 is also a k-mer of q. Since reads have the same k-mer profiles, r also
includes it. By the inductive hypothesis, we have q;_r12---q; = rj_g42---7;, and we know
(k — 1)-mer 7 _j42 - - - 7j occurs only once so it implies that ¢;_j49 - - ¢j41 = Tj_k42 - - - Tj+1, L.
Tj41 = ¢j+1. In conclusion, we have r; = ¢; forall 1 <7 <4* —k + 2.

Corollary A.2. Ifthe (k — 1)-mer profile of a read contains at most one occurrence for each of its
(k — 1)-mers, then there is no other read having the same k-mer profile.

Proof. Letr =ry---rpand q = q1 - - - ¢ be reads having the same k-mer profile and each of their
(k — 1)-mers appear only once. By LemmalA.1] we have r; = ¢; forall 1 < i < ¢ since c;(x;) = 1
forall (k—1)-mersx; =7r;...r;1x_owWhere 0 <i</l—k+1 O

Theorem A.3. Let r be a read of length (. There exists no other distinct read having the same k-mer
profile if and only if it does not satisfy any of the following conditions:

1. ri 11 =7Tp_k—o---Tgandr; #ryforsomel <i</l—Fk—2.

2. vy Tigk—2 =TjTjyp—2and Ty Tgip_o = Th - Thik—2 for some indices 1 <1 <
g<j<h<{l—k+2whereriif_1 - Tg—1 7 Tjtk—1"""Th—1-

3 T Tigk—2 =TjTjpk—2 = Th - Thyk—o for someindices1 <1i <j <h</l—-k+2
where Titk—1"""Tj-1 7é Tj+k—1""Th-1.

Proof. Let v = ry---1, be a read of length ¢, and we will first show that if a read sat-
isfies one of these conditions, then we can find a read other than r having the same k-
mer profile. (i) Suppose that we have ry---rx_1 = 7Tp_g42---7¢, then the read defined as
TiTidl " To—kt2 " Te—1T0TET k41 * - - Ti—275—1 Will be distinct from r for some i € {k,..., ¢ —
k 4 1}, and it shares the same k-mer profile. (ii) Let r be a read holding the second condition
so we have r;---7riyp_o = 1j-Tjyp—oand rg---Tgrp_2 = T Th4k—2 for some indices
1 <i<g<j< h </ Then, we can construct a different read having the same k-mer
profile by interchanging the substrings ;1 ---rg—1 and rj4,_1---7—1. (iii) As the last con-
dition, suppose that we have 7;---r;yx_2 = 715 Tjtk—2 = Th---Thtk—2 for some indices
1 <i<j<h<{—k+ 2such that substrings 74 x—1---7j—1 and rj4x_1 - - - 71 are not the
same so we can generate a new read with an equivalent k-mer profile by swapping these substrings.

Conversely, assume that there exists a read q that shares the same k-mer profile as r but doesn’t meet
any of the conditions outlined. Let x be the first (k — 1)-mer in r where it appears more than once in
r,and leti; <149 < ... <4, be the position indices where x occurs inr, i.e. X =1y, -+ T3, +k—2
Vh e {1,...,i,} and ¢p(x) = n. It must satisfy i; > 1 or i, < £ — k + 2; otherwise, it violates the
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first condition. By Lemmal[A.T] r and g must match up to the position index i,, + k — 3. Since r and
q have the same k-mer profiles and ¢, (73, —1 - - T4, —k+1) = ¢q(¢i,—1 - @iy —k+1) = 1, we can also
write that r; = g; forall 1 < j <y + k — 2 and we will show that reads, r and q, must be the same
up to the position index ¢,, + k — 2.

If (k — 1)-mer, x, occurs more than twice in r (i.e., n > 2), then either i1 — i;, = 1 or substrings
Tq, ***Tiy,, foreach h € {1,n — 1} must be the same due to the third condition. Thus, we obtain
identical reads up to i,, + k — 2.

Now, we will consider the case in which x appears exactly twice in r (i.e., n = 2). If substring
T4 41+ Ti, —1 consists only of (k — 1)-mers occurring at most once in r, then again, we achieve the
equivalence of the reads up to index é,, + k& — 2. Therefore, suppose that there exists a (k — 1)-mer
y # x appearing more than once in r and let j, ..., j,, be its position occurrence indices (i.e.
y =", - Tip+k—2 Yh € {1,..., jm ). Note that j,, cannot be greater than ¢,, since it violates the
second condition, so we assume that all occurrences of y are within 7;, 41 - - - 7;_+,—3. By recursively
applying the same strategies for the substring, 7, 11 - - -, —1, we can conclude that the reads must
be the same up to i,, + k — 2.

Note that the remaining part of the read, r; , 1 x—1 - - - ¢, does not contain any (k — 1)-mer appearing in
71 Ti,+k—2, SO by applying the same strategy to the rest of the read, we can obtain thatr = q. [

Proposition A4, Let My = (g, dy) and My = (N=°1 || - ||1) be the metric spaces denoting
the set of identifiable reads and their corresponding k-mer profiles equipped with edit and {,
distances, respectively. The k-mer profile function, ¢ : My — Ms, mapping given any read, v, to its
corresponding k-mer profile, ¢, := c(r), is a Lipschitz equivalence, i.e. it satisfies

Vr,q € B¢ audy(r,q) < |ler — cqlli < audu(r,q) @)

for ay = 1/0 and o, = k|X|¥, so My and Mo are Lipschitz equivalent.

Proof. By definition, we have ¢, (x) = Zf;f s+ ripk_1 = x| where the symbol, [-], denotes

the Iverson bracket. Then, we can write the upper bound as

lew = cali = 3 Jen(x) = cq(x)|
xeXk
f—k+1 {—k+1

Z [7”1‘"'7“1'+k—1:X]* Z [%"'Qi-s-k—l:x]‘

xexk  i=1 i=1

I I
i

IA
™
\'M
3
3
L
L
LS
2
<
s
L

L—k+1k-1

< Z Z Z[Tzﬁrn#qz‘m}

xexk i=1 n=0
L—k+1

< Z Z klri # qi

xexk =1

<k Z Z[M#qz‘]

xexk I=1
= k[2["dy (r,q)

For the lower bound, we know that d; (r, q) must be greater than 0 if and only if r and q are different
since r, q € Ny, (i.e. identifiable); otherwise we have ||c; — cq|l1 = du (r, q) = 0. For non-identical
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reads, there must exist at least one 1 < 4 < ¢ such that r; # g;, so it implies that there is an k-mer
x’ € ¥* such that ¢, (x') # cq(x’). Then we can write that

< ler — Cqu

A.2 Experiments

For the evaluation of the models, we follow the same experimental set-up proposed by the recent
genome foundation model [32]], and we assess the performance of the models with respect to the
quality of the number of detected clusters.

We suppose that the number of clusters (i.e., genomes) in the evaluation datasets is unknown, so
we utilize the modified K-medoid algorithm[32] to infer the clusters. It requires a threshold value
due to the initially unknown number of clusters so to address this, we use separate datasets derived
from the same source as the target evaluation datasets. For each method, we first compute the cluster
centroids using the ground-truth labels and the embeddings generated by the respective approaches.
Then, we calculate the similarities between the centroid vector and the read embeddings within the
same cluster. The threshold value is selected as the 70th percentile of these sorted similarity scores.
After inferring the clusters by the modified K-medoid algorithm, the extracted cluster labels are then
aligned with the ground truths labels by the Hungarian algorithm.

For the experiments, we use the publicly available datasets provided by Zhou et al. [32]], which
include a training set of 2 million non-overlapping DNA sequence pairs. For model evaluation, we
work with 3 types of datasets, each having two variants, and we provide various statistics about them
in Table[2] The datasets named as Dataset 0 are only used to detect the optimal threshold value for
the K-medoid algorithm and the other variants (i.e., Dataset 5 and Dataset 6) are considered for the
evaluation. We truncated sequences longer than 10, 000 bases, excluded those shorter than 2, 500
bases, and omitted species represented by fewer than 10 sequences.

Table 2: Statistics of the datasets used in the experimental evaluations.
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Synthetic 0 200 20,000 9,944 10,000 9,999

Synthetic5 323 37,278 9,919 10,000 9,999

Synthetic6 249 28,206 9,913 10,000 9,999

Plant0 108 10,800 2,089 20,000 9,040
Plant5 323 10,800 81 20,000 3,953
Plant6 374 111,395 80 20,000 3,709

Marine 0 326 32,600 1971 20,000 9,600
Marine 5 660 167,875 83 20,000 4,755
Marine 6 664 175,316 80 20,000 4,840
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A.3 Notation and Symbols

We provide a comprehensive list of all symbols used throughout the paper in Table[3] This table
might serve as a reference to help readers easily follow the notation employed in our work.
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Table 3: Symbols and their descriptions used throughout the paper.

Symbol  Description

> Genetic alphabet
R Set of reads
&(-) Embedding function
r&q Read
¢ Read length
k  Length of k-mers
Y%  All k-mers of length k
yi; ~ Binary variable showing if the pair is a positive sample
pi;  Success probability of a positive pair
Aij, Ax,y  Rate of the Poison distribution
w  Window size
¢r(x)  Number of occurrences of x in r
0x,y(x) Number of co-occurrences of x and y within a window of size w
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes],

We carefully reviewed the abstract and introduction, and they do not contain any claims that
are not justified in the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In the paper, we discuss the strengths and weaknesses of the proposed architec-
ture in detail with computational requirements.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Yes, we clearly emphasize the assumptions that we make and the proofs of our
theoretical contributions are given in the appendix due to the space limitations.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, we provide the implementation of the proposed architectures, and we
perform the experiments on the publically available datasets so the results can be easily
reproduced.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes, we provide open access to the codes, and the data can be easily found
online by following the references in the paper.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, we provide the details regarding the training and test data sets, as well as
the optimization details.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Since we observe that the deviation in the number of detected species changes
between at most +4, we decided to omit the error bars to make the figure readable.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes, we provide the detailed computational resources that we used in the
experiments.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Yes, in the paper, we discuss both potential positive and negative societal impacts of the
work.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not pose such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Yes, in the paper, we cite the resources of the datasets that we used in the experiments.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA],
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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