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Abstract

Humans represent scenes and objects in rich feature spaces, carrying information
that allows us to generalise about category memberships and abstract functions
with few examples. What determines whether a neural network model generalises
like a human? We tested how well the representations of 86 pretrained neural
network models mapped to human learning trajectories across two tasks where
humans had to learn continuous relationships and categories of natural images. In
these tasks, both human participants and neural networks successfully identified
the relevant stimulus features within a few trials, demonstrating effective gener-
alisation. We found that while training dataset size was a core determinant of
alignment with human choices, contrastive training with multi-modal data (text
and imagery) was a common feature of currently publicly available models that
predicted human generalisation. Intrinsic dimensionality of representations had
different effects on alignment for different model types. Lastly, we tested three
sets of human-aligned representations and found no consistent improvements in
predictive accuracy compared to the baselines. In conclusion, pretrained neural
networks can serve to extract representations for cognitive models, as they appear
to capture some fundamental aspects of cognition that are transferable across tasks.
Both our paradigms and modelling approach offer a novel way to quantify align-
ment between neural networks and humans and extend cognitive science into more
naturalistic domains.

1 Introduction

Research on representational alignment between neural networks and humans has gained significant
attention in recent years [1, 2]. Comparisons across the systems have provided important insights
into neural network representations [3, 4], human cognition and the brain [5, 6, 7, 8, 9], and the
development of more robust machine learning systems [10, 11, 12]. In the sensory domain, the
comparisons have been predominantly made through two families of behavioural tasks. One common
approach is to compare object recognition performance across humans and neural networks [13]. This
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Figure 1: Task descriptions. (A) An example trial from the category learning task, where an incorrect
decision is made. (B) An example trial from the reward learning task where the best option is chosen
and highlighted in orange. (C) Example images from the THINGS database [30]. The database
has a low dimensional semantically interpretable embedding [27], which is derived from human
similarity judgements. The example images are placed in the most three prominent dimensions of
this embedding. In both tasks, participants were randomly assigned to one of these three dimensions.
The associated category membership and rewards for the two tasks are displayed.

is a fruitful approach for understanding if the two systems use the same features for object recognition
[14, 15, 16], are susceptible to similar distortions [17, 18, 19, 20], and struggle with similar images
[21]. Another common approach is to use similarity judgement tasks, which may entail reporting
pairwise similarity scores [22, 23, 24], arranging stimuli in a 2D space based on their similarity
[25, 26], or choosing the odd-one-out in triplets of stimuli [27, 28]. Using these tasks, previous work
has identified the factors that contribute to neural networks representing stimuli similarly to humans,
both in low-level perception [29] and semantic judgements [3].

However, similarity judgements do not begin to capture the complexity of tasks humans use their
representations for. Humans rely on rich representations for making judgements and acting in the
world. For example, an apple has a multitude of features, such as colour, taste, shape, and brand.
Depending on the context, people can use these features and make predictions about the apple’s
taste, the environmental impacts of growing it, or the significance of it in different mythological and
religious settings. What determines whether a neural network model represents an object like an
apple with the same richness and flexibility?

In this work, we investigated people’s ability to learn functional relationships on naturalistic images
in a few-shot setting, and what neural network models best predict human choices. We adapted
two commonly used learning paradigms from the cognitive psychology literature: category learning
(Fig. 1A) and reward learning (Fig. 1B). However, instead of using repeating artificial stimuli, we
presented human participants with unique naturalistic images sampled from the THINGS database
[30] in each trial, requiring them to continuously generalise. To understand whether neural networks
contain sufficiently rich representations that allow for such generalisation, we tested 86 different
neural networks [27, 31, 32, 33, 34, 35, 11, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49,
50, 51, 10, 12, 52, 53, 54, 55]. These networks varied in their loss function, training diet, and the
modality of training data. In summary, we found that:

• While almost all pretrained models generalised above chance level and predicted human
behaviour in both naturalistic learning tasks, contrastive language image pretraining (CLIP)
[45] consistently yielded the best predictions of human behaviour. We furthermore showed
that this could not be fully attributed to the training diet alone.

• Multiple factors were important for human alignment, including task performance, model
size, training diet, separation of different classes in representations, and the similarity of the
representations to the generative embedding of the task.

• Of the tested human-aligned neural networks, no method consistently improved human
alignment in our tasks compared to non-aligned baselines. However, two of the methods
(Harmonization [11] and gLocal [10]) yielded improvements in task accuracy on average.
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Figure 2: Learning trajectories of human participants and neural networks. Neural networks can
perform as well as humans. (A & B) Accuracy of human participants across trials for the category
and the reward learning tasks respectively. Shaded lines indicate 95% confidence intervals. (C &
D) Example learning curves for the neural network representations in the category and the reward
learning tasks respectively. The best-performing models from each model type are shown.

2 Experiments

We design our experiments around naturalistic images from the THINGS database [30, 27]. Each
image in the database depicts a collection of entities (animals or objects) and comes with an embedding
with 49 human interpretable features, which was built by Hebart et al. [27] to predict human similarity
judgements of these objects. Each feature reflects a semantically meaningful property such as whether
an image contains metallic objects, food, animals etc. In our experiments, humans learned functions
defined over these individual embedding dimensions. We chose category learning and reward learning
experiments, as they are well-established paradigms to test function learning and generalisation in
human participants. However, unlike traditional paradigms, we used naturalistic images and no
images were repeated, requiring generalisation.

Category learning: Human participants (n = 91) completed 120 trials of an online category learning
task, where they were presented with a novel image in each trial. They were asked to deliver these
images to one of two dinosaurs, Julty or Folty, using key presses. Participants were told that the two
dinosaurs had completely non-overlapping preferences for what gifts they enjoyed. After each trial,
we gave participants feedback on whether their choice of delivery was correct. An example trial from
the task is shown in Fig. 1A. Participants were assigned to one of three conditions, where in each
condition the category boundary was defined over a different THINGS embedding dimension. The
three chosen dimensions map to how metallic, food-related, and animal-related the shown image
is (Fig. 1C). For instance, in one condition non-metallic images should be classified to Folty, and
metallic images to Jolty. For each participant, 120 unique stimuli from the THINGS database were
sampled. A median split over the assigned feature of the sampled stimuli determined the category
boundary.

Reward learning: Human participants (n = 82) completed 60 trials of a reward learning paradigm
[56], in which they were asked to maximise their accumulated reward throughout the task. In each
trial, participants were presented with two images and were asked to select one using key presses.
After making a choice, the associated reward with each option was shown. An example trial from the
task is shown in Fig. 1B. Participants were assigned to one of the three conditions, as was done in
the category learning task. Stimuli were sampled in the same way as the category learning task. For
each participant, the values of the task-relevant feature were re-scaled linearly between 0 and 100.
Additional details about the experimental paradigms are described in Appendix A.

3 Behavioural analyses

Humans learn to generalise quickly. The learning curves of the participants are shown in Fig.
2A and 2B. To measure whether and how fast people learned in the two experiments, we analysed
their choice data using mixed-effects logistic regression models. In the category learning task, we
predicted whether a participant made the correct choice using an intercept and the trial number.
We found that participants performed this task above chance level, as indicated by a significant
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Figure 3: Model fits to human choice data. In both category learning (A) and reward learning tasks
(B), several CLIP models predict human choices the best, even better than the generative features
of the tasks. How well the models fitted human choice was more heterogeneously distributed for
supervised, self-supervised, and language models. Plotted are the cross-validated McFadden’s R2

of each representation for the category learning and the reward learning tasks respectively. Higher
values indicate better fits to human behaviour. 0 marks the alignment of a random model.

intercept (β̂ = 1.14 ± 0.09, z = 13.18, P < .001), and that their performance improved over
trials (β̂ = 0.32 ± 0.05, z = 6.89, P < .001), indicating a learning effect. This suggests that
people can very efficiently extract the relevant feature dimension in high-dimensional naturalistic
environments despite seeing each stimulus only once. For the reward learning task, we predicted
whether a participant chose the image on the right using the reward difference between the two images,
the trial number, and the interaction of the two predictors. We found that the reward difference
(β̂ = 0.89± 0.07, z = 12.56, P < .001), and the interaction of this difference with the trial number
(β̂ = 0.34 ± 0.04, z = 9.30, P < .001) predicted choice, again indicating a learning effect. We
further characterise how quickly humans learn the task in Fig. 10 in Appendix C and provide the full
specification of the mixed-effects models in Appendix A.

4 Model-based analyses

To understand what kind of representations are needed to predict human choices, we tested represen-
tations extracted from several pretrained neural networks on our tasks.

Most representations predict human choice above chance level. CLIP makes the best predictions.
The representations were extracted from the penultimate layer if the models had a classification layer,
and from the final layer otherwise. For the transformer models, the [CLS] token representations were
extracted. To extract representations from language models, we provided them with the prompt A
photo of X where X was the category label of the task image. fastText was only provided with
the category label instead.

We trained linear models to predict either reward or category membership from each neural network
model’s extracted representations. The models were provided with image-target pairs until trial

4
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t− 1 as training data and made predictions for the image on trial t. For the category learning task,
we used an ℓ2 regularised logistic regression model, and for the reward learning task, we used a
Bayesian linear regression model with spherical Gaussian priors. We used the estimates from the
linear models to predict participant choice using mixed-effects logistic regression in leave-one-trial-
out cross-validation. For the category learning task, we regressed the probability estimates of the
logistic regression models onto participant choice. For the reward learning task, we regressed the
reward estimate differences between the left and the right options onto choice. Example learning
curves for the two tasks are shown in Fig. 2C and Fig. 2D. Finally, we measure alignment to human
choices using McFadden’s R2 [57], which is computed as follows:

McFadden′s R2 = 1− LModel

LRandom
(1)

where LModel is the negative log likelihood of a given model and LRandom is the negative log likelihood
of a random model.

We observed most of the representations we tested can do our task and predict human behaviour
above chance level across the two tasks (as visualized in Fig. 3A and Fig. 3B). CLIP models were
the top 7 (6) models for the category (reward) learning task in predicting human choices. In total, 16
(7) of the 86 candidate representations predicted participant behaviour better than the ground truth
representations that were used to generate the task. Of these 16 (7) representations, 14 (6) were CLIP
models. One was a large vision transformer, trained in a supervised manner on ImageNet [58]. A
human-aligned variant of DINO-v2 provided a better fit than the generative task representations in
the category learning task. The rest of the supervised and self-supervised vision models, as well as
the language models, had a heterogeneous distribution in how well they predicted human behaviour.
To provide better intuition for how human participants and CLIP were similar, we display example
trials where both CLIP and humans make the same incorrect decisions in Fig. 11 in Appendix C.

Which factors contribute to alignment?

Why are CLIP models substantially better aligned with humans in our task? We conducted a series of
analyses to better understand which model properties contribute to alignment. We pooled the data
across the two tasks and excluded the language models from all analyses except those shown in Fig.
4A and Fig. 4E, as comparing other properties across vision and language models (e.g. model size) is
not meaningful. We first tested if larger models predicted human choice better. While it is common
for more expressive models to perform better at downstream computer vision tasks [59, 60, 61],
previous work has shown that this is not a robust predictor of human alignment [3, 9]. In our tasks,
we found that larger models predicted human choices better (ρ = 0.48, p < .001, Fig. 4B), which
contradicts previous findings. Next, we considered the number of images seen during training, which
is predictive of higher accuracy in image recognition [62] and human alignment. In our tasks, we
found that models trained on more images were more predictive of human choices as well (ρ = 0.52,
p < .001, Fig. 4C).

Then, we analysed which, if any, properties of the models’ representations were predictive of their
alignment with human choices. First, we considered how well the THINGS classes were separated in
the representations of each model. Following Kornblith et al. [63], the class-separation was computed
as follows:

R2 = 1− d̄within/d̄total (2)

d̄within =

K∑
k=1

Nk∑
m=1

Nk∑
n=1

1− cos(xk,m,xk,n)

KN2
k

d̄total =

K∑
j=1

K∑
k=1

Nj∑
m=1

Nk∑
n=1

1− cos(xj,m,xk,n)

K2NjNk
(3)

where xk,m is the representation of image m in object class k. K is the total number of classes, and
Nk is the total number of images in class k. cos(·, ·) denotes cosine similarity between representations.
The R2 measure is between 0 and 1, where higher scores indicate a low within-class distance to
across-class distance ratio, i.e. high class separation. Previous work has shown a positive link between
class separation and image classification [63], as well as recall [64]. Similar to these findings, we
found that models that had higher class separation were more predictive of human choices (ρ = 0.29,
p = .01, Fig. 4D).

5
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Figure 4: Several factors contribute to alignment. Models trained on more data and with more
trainable parameters predict human choices with higher accuracy. Turning to representations, those
that better separate image classes and are more similar to the generative task features exhibit stronger
alignment with human choices.

We then considered whether the similarity of the representations with the generative task features was
predictive of how well different representations predicted human choices. For this, we used linear
Centered Kernel Alignment (CKA) [65], which computes the similarity between the generative task
representations T and neural network representations X as follows:

CKA(T,X) =
||XTT||2F

||TTT||F ||XTX||F
(4)

where || · ||F denotes the Frobenius norm. We found that representations that were more similar
to the generative task embedding predicted human choices better (ρ = 0.67, p < .001, Fig. 4E).

0.5 0.0 0.5
Intrinsic Dimensionality

Alignment( )

Supervised

Self-Supervised

Multimodal

Figure 5: Lower intrinsic dimensional-
ity is linked with higher alignment most
strongly for the multimodal models, and
to a lesser extent with supervised ones.

Lastly, we tested whether the intrinsic dimensionality
of representations was related to alignment. Lower in-
trinsic dimensionality of neural networks in late layers
is positively linked to better classification performance
[66]. The degree to which a network compresses its
inputs is also directly linked to its ability to generalize
[67, 68, 69, 70, 71]. In the human alignment literature, a
similar measure named expressed dimensionality has been
studied in the context of neural representations.However,
diverging from Ansuini et al. [66], one study found a neg-
ative correlation between alignment and this measure [72],
and another study found no link [9]. We used the TwoNN
method proposed by Facco et al. [73] to estimate intrinsic
dimensionality, which makes use of the nearest neighbour
distances. First, we linearly scaled all the features to be
between 0 and 1. We then computed pairwise distances
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Figure 6: The effect of CLIP loss while controlling for model size and data. We observed that
CLIP loss increases alignment when data size and architecture are controlled. Here plotted are (A)
McFadden’s R2, (B) task accuracy, (C) class-separation, (D) similarity with the task embedding, and
(E) intrinsic dimensionality across model sizes and loss functions.

for each pair of data points. Then, we calculated µi = r2/r1 where r1 and r2 are the shortest distances
from datapoint i. Later, the empirical cumulative distribution F emp(µ) was computed by sorting
µi and normalising by the total data points N . The slope of a linear model that maps logµi to
− log 1− F emp(µi) with no intercept gives the intrinsic dimensionality measure.

Pooling over all model types, lower intrinsic dimensionality was significantly associated with align-
ment (ρ = −0.32, p = .03, Fig. 4F). However, we found that this relationship was most strongly
driven by the multimodal models and to a lesser extent by supervised models (Fig. 5). That input
compression and dataset size are positively related to alignment most strongly for CLIP models
suggests that the contrastive multimodal training regime unlocks desirable scaling properties in these
models. See Fig. 12 in Appendix C for pairwise correlations between the investigated factors.

Are CLIP models well aligned only due to their high data diet?

While we found that models trained with contrastive language image loss predicted human behaviour
the best, there remains an important confound. These models are also the ones that are trained on the
largest datasets (400M to 2B images). Therefore the direct benefits of multimodal training remain
unclear. To address this point, we turned to models provided by Mu et al. [52]. Here, the same
models are trained on a large dataset (YFCC15M [74, 45]) using three different losses: i) a CLIP loss
that penalises for the distance between corresponding pairs of text and image representations ii) a
SimCLR [39] loss that pushes the representations of the augmented and the original image close to
each other and away from others, and iii) a CLIP + SimCLR loss.

First, we found that CLIP models always fit human data better than SimCLR models, and CLIP +
SimCLR models made the best predictions when controlling for model size (Fig. 6A). This suggests
that the advantage provided by the CLIP models cannot solely be attributed to the training data. We
found the same ranking of models in terms of how well they did the tasks (Fig. 6B). Yet, contrary
to our expectations, the SimCLR models had a higher class separation than CLIP models (Fig.
6C), as well as better alignment with the generative task features (Fig. 6D), and lower intrinsic
dimensionality (Fig. 6E). This was surprising because, in our previous analyses, we found these
properties to be associated with models that predicted human choice better. However, there still
may be other confounds that impacted the findings. For example, controlling for training data is not
straightforward, as text-image pairs may carry more information than augmented versions of the
same image, providing an unfair advantage to the multimodal models.

Do alignment methods transfer to our learning tasks?

Lastly, we evaluated the performance of models that were explicitly aligned to be more human-like.
This comparison included three sets of models. Fel et al. [11] have aligned models through a method
called Harmonization. In addition to the standard supervised training, the models are trained to use the
same visual features of images that humans use. The second part is achieved by aligning the networks’
saliency maps with feature importance maps obtained from human judgment. This results in networks
that perform better in ImageNet and that are aligned with humans. Next, Fu et al. [12] have curated
human similarity judgements on a carefully created synthetic dataset. They later fine-tuned pretrained
models such as CLIP using Low-Rank Adaptation [75] to derive a metric named DreamSim that
outperforms other models in predicting human similarity judgements. Lastly, Muttenthaler et al.
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improvement in human alignment. Here plotted are (A) McFadden’s R2, (B) task accuracy, (C)
class-separation, (D) similarity with the task embedding, and (D) intrinsic dimensionality across
model sizes and loss functions.

[10] have fine-tuned representations of pretrained models through a novel transformation named
gLocal, which aligns the global representational space to be more human-like by trying to predict
human similarity judgements, while preserving the local structure through a contrastive loss that
encourages the representations to stay close to their original positions. For these comparisons, we
used the models openly provided by the authors.

First, we found that none of the alignment methods improved alignment in our task consistently,
with some instances of Harmonised and gLocal models improving alignment (Fig. 7A). Alignment
improved task accuracy on average for Harmonised and gLocal models (Fig. 7B). Class separation
was lower for all Harmonization and DreamSim models, whereas it increased for all gLocal models
tested (Fig. 7C). We also observed that the similarity between the representations and the task
embedding decreased after alignment for Harmonization and DreamSim, but it increased in most
of the models after gLocal alignment (Fig. 7D). Lastly, we observed heterogeneous patterns in the
change of intrinsic dimensionality across the three alignment methods, with gLocal reducing the
intrinsic dimensionality for all but one of the tested models (Fig. 7E).

How do our tasks compare to other alignment measures?

Lastly, to better characterise how our cognitive tasks fit in the alignment literature, we compared them
to previously established measures (Fig. 8). We found the strongest correlation with the THINGS
odd-one-out judgements [3, 27] (ρ = 0.54 for zero-shot, and ρ = 0.61 for probing). Given the two
tasks use the same images, and the ground truth of our tasks was constructed from the odd-one-
out judgements, this strong relationship is expected. However, the correlations are still moderate,
indicating important differences across tasks. Comparisons with an independent similarity judgement
[23] task showed a weaker correlation (ρ = 0.35), and we found no correlation with a fine-grained
two-alternative forced choice task [12]. Lastly, we compared alignment in our task to alignment on
the ClickMe dataset [76], which was used to build the Harmonization models [11]. We observed a
negative correlation (ρ = −0.48) here, suggesting that pixel-level alignment and semantically bound
global image alignment might be at odds.

5 Discussion

In this work, we investigated the alignment of neural network representations to humans. To study
this, we measured how well different neural network representations predict human choices in two
newly developed learning tasks. Of the 86 tested representations, all but one predicted human choice
above chance level. We furthermore identified several important factors for human alignment, such
as large model size, training regime, and low intrinsic dimensionality. These results expand on
previous work in both human alignment and cognitive modelling. From an alignment perspective, we
considered more challenging tasks compared to previous studies. Previous work has predominantly
focused on simple image exposure and similarity judgments. We believe our findings complement this
research by addressing unexplored aspects of alignment, which are generalisation and information
integration across an extended horizon. From a cognitive modelling perspective, we demonstrated
that off-the-shelf pretrained neural networks can serve as representations for cognitive models [77],
which allows to push cognitive models into more naturalistic domains.
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5.1 Related work

How do our findings compare to previous work on alignment? First, previous research has shown
that CLIP representations align well with human representations using brain imaging [78, 9, 79]
and similarity judgments [3]. In line with this, we also found that the contrastive language-image
loss improved alignment when controlling for data size and architecture. We furthermore found that
training on large datasets generally improved alignment. Yet, it remains unclear whether supervised
training on massive datasets alone can achieve high alignment similar to that of CLIP models. For
example, Muttenthaler et al. [3] showed that models trained in a supervised manner on the JFT-3B
dataset [61] can outperform CLIP in predicting human similarity judgments. However, since this is a
proprietary dataset, we could not make this comparison.

We observed some findings that diverge from previous studies using different experimental paradigms.
Muttenthaler et al. [3] and Conwell et al. [9] found no consistent correlation between a model’s
number of parameters and its alignment with human similarity judgments and visual cortex activity.
In contrast, we found that models with more parameters were more predictive of human choices.
Another significant divergence is how intrinsic dimensionality relates to alignment.Elmoznino and
Bonner [72] found that vision models with higher latent dimensionality better predict visual cortex
activity, Conwell et al. [9] found no correlation. In contrast to this, we observed that lower intrinsic
dimensionality led to increased alignment for CLIP models. We hypothesize that both of the
observed discrepancies are due to the higher cognitive demands required by our tasks, highlighting
the importance of studying alignment in more complex settings. That being said, an alternative
explanation for the latter discrepancy could be due to differences in measuring latent dimensionality.
Both Elmoznino and Bonner [72] and Conwell et al. [9] use the squared sum of the eigenvalues of
principal components divided by the sum of squares of eigenvalues, assuming representations lie on a
linear manifold. However, previous work shows that later layers in vision models lie on a curved
manifold [66]. Thus, using principal components might not be the best method for this estimation.

Lastly, we found that a method designed for increasing human alignment, DreamSim [12], actually
hurt alignment in our task. On the other hand, gLocal [10] and Harmonization [11] improved both
performance and human alignment for some models but not all of them. However, the gLocal
transform heavily utilises the THINGS dataset, as it made use of the triplet odd-one-out similarity
judgement data [27], making it difficult to interpret how well it generalises to other settings. Taken
together, these results highlight the importance of studying how well different alignment methods
transfer across tasks, as we have done in this work.

5.2 Limitations

There are several limitations and extensions of our work that deserve to be highlighted. The main
limitation concerns the interactions between factors in the tested neural networks, making it difficult
to isolate specific factors. For example, we would like to test the influence of loss function keeping
all other factors equal. Ideally, we would train all combinations of architectures, model sizes, loss
functions, and datasets, but this is computationally infeasible.

While we controlled for factors such as training data size and architecture in our comparison of CLIP
to other models, there may still be confounding variables we haven’t accounted for. For instance, it’s
not straightforward to compare the information content of image-text pairs used in CLIP training to
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image-only data used in other models. Text-image pairs might inherently carry more information
than single images, potentially giving multimodal models an advantage that’s difficult to quantify.
This and other subtle differences in training paradigms could influence our results in ways that are
challenging to isolate and measure. Lastly, there can also be other families of models that may
outperform CLIP models we haven’t considered, such as video models, generative models, or image
segmentation models.

We furthermore tested only two experimental paradigms. Future research should explore whether
the considered representations predict human behaviour with nonlinear task rules and extend to
other paradigms. In particular, one should also consider tasks beyond those generated through the
embedding from Hebart et al. [27]. Previous work has shown that it is possible to automatically
generate a large set of text-based category learning problems using large language models [80]. It
might be interesting to test whether these methods can be extended to generate tasks involving visual
stimuli and use these tasks to test whether our findings generalise to a wider setting.

Finally, we only measured human alignment by looking at behaviour. However, to fully confirm
our results, it would also be important to investigate the alignment to brain data. Hence, future
work should replicate our experiments in an MRI scanner and compare the representations of neural
networks to people’s brain activity.

5.3 Conclusion

The findings presented in this work have implications both for machine learning and cognitive science.
For machine learning, our task and modelling approach offers a new way to measure the human
alignment of neural network representations and use this as a metric while building human-aligned
neural networks. Alignment at this level can pave the way for artificial systems that can generalise
across semantically rich tasks, making them more robust and powerful. For cognitive science, our
findings create the opportunity to study several other problems in naturalistic settings by showing
that people can do learning tasks with naturalistic stimuli and that pretrained neural networks can be
used to extract representations for cognitive models. This could open up the door for a whole new
cognitive science that uses naturalistic tasks and environments and thereby increase the validity of
the cognitive sciences more generally.
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A Methods

Participants For the category learning task, we recruited 98 participants (48 females, 50 males,
mean age= 28.92y, SD= 7.32) on the Prolific platform. Participants with less than 50% accuracy
were excluded from the analyses, leaving us with 91 participants. A base payment of £ 1.50 was
made, and participants could earn an additional bonus of £ 6.00. The median completion time was
12 minutes and 38 seconds. The inclusion criteria included having a minimum approval rate of
97%, and a minimum number of 15 previous submissions on Prolific. Participation in the reward
learning study was an exclusion criterion. For the reward learning task, 99 participants were recruited
(49 females, 49 males, 1 other, mean age = 27.9 y, SD = 9.13). After applying the 50% accuracy
criteria, we were left with 82 participants. A base payment of £ 2.00 was made, and an additional
performance-dependent bonus of £4.00 was offered. The median completion time was 9 minutes and
26 seconds. The inclusion criteria included having a minimum approval rate of 95%, and a minimum
number of 10 previous submissions on Prolific. All participants agreed to their anonymized data
being used for research. The study was approved by the ethics committee of of the medical faculty
of the University of Tübingen (number 701/2020BO). Participants gave consent for their data to
be anonymously analyzed by agreeing to a data protection sheet approved by the data protection
officer of the MPG (Datenschutzbeauftragte der MPG, Max-Planck-Gesellschaft zur Förderung der
Wissenschaften).

Tasks and Stimuli Both tasks were run online in forced full-screen mode. Participants were shown
written instructions and were asked to complete comprehension check questions before they could
start the tasks. In both tasks, participants were given unlimited time to make decisions. In the category
learning task, binary (correct versus wrong) feedback was given for 2s. In the reward learning task,
the associated reward with the stimuli was shown for 1.5s, and there was an inter-trial interval of 1s
where participants were shown a blank screen. Throughout both tasks, the estimated total payment of
participants was shown on the upper part of the screen. At the end of the tasks, participants were
asked whether they thought their data should be used for analysis. Across both tasks, all but one
participant responded saying their data should be analyzed, whose data was anyway excluded due
to poor performance. The category learning task was programmed using jsPsych [81], whereas the
reward learning task was programmed in plain JavaScript.

For each participant, 120 stimuli were sampled independently from the THINGS database. Because
the loadings of the features were not uniformly distributed, we made 5 equally sized bins of the
loadings for the assigned feature and sampled object categories uniformly from these bins. From
these object categories, the specific images were assigned randomly. For details on the used features
and the embedding, see Hebart et al. [27].

Behavioural Analyses We used mixed-effects logistic models for both category and reward learning
analyses. For category learning, we predicted correct responses per trial, using trial number as a
fixed effect and including participant-specific random effects for intercept, trial number, and assigned
task rule. In the reward learning model, we predicted whether the image on the right is selected,
incorporating the trial number, reward difference between images, and their interaction as fixed
effects. These factors, along with the assigned task rule, were also modelled as participant-specific
random effects. Both models effectively captured task structure, learning progression, and individual
variability in performance. In R formula notation[82, 83], the model for category learning is denoted
as follows:

correct_choice ∼1 + trial + (1 + trial + dimension | participant)

For the reward learning task, the following model was used:

right_choice ∼−1 + trial * right_left_reward_difference +
(−1 + trial + dimension + right_left_reward_difference | participant)

where −1 denotes no intercept.

Software, Data, & Compute Resources The code to reproduce the reported results is available at
https://github.com/candemircan/naturalcogsci and we provide anonymised human choice
data on https://osf.io/h3t52/. For the learning models we used lme4 [83] and scikit-learn
[84]. To extract representations from neural networks we used thingsvision [78].
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Computations were performed on an academic SLURM cluster. Feature extraction was done on a
single Nvidia A100 GPU (40GB) under 24 hours. The linear models were parallelised across several
jobs that used single core and 8GB RAM and were completed in under 48 hours. The mixed-effects
models were similarly parallelised and completed under 24 hours.
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Figure 9: Change of human alignment for different methods on different datasets
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Figure 10: Participant Performance Against Chance Level at Each Trial. Trial-by-trial p-values from
1 sample t-tests testing accuracy against chance level for (A) category learning task and the (B) reward
learning task.

Modelling

For the category learning task, we used an ℓ2 regularised logistic regression model to optimize
regression weights. We relied on scikit-learn’s LogisticRegression class which internally
optimizes the following objective:

w∗ = argmax
w

N∑
i=1

−ci log(p(ci|xi,w))− (1− ci) log(1− log(p(ci|xi,w)) +
1

2
||w||22 (5)

For the reward learning task, we used a Bayesian linear regression model to infer a posterior
distribution over regression weights. We relied on scikit-learn’s BayesianRidge class which
infers a posterior distribution assuming spherical Gaussian priors (i.e., p(w) = N (0, λ−1I)) and
Gaussian likelihood (i.e., p(yi|xi,w) = N (w⊤xi, β

−1)). Based on these assumptions, the posterior

18

122423https://doi.org/10.52202/079017-3890



71 76 44 48 87 64

Metal/Artificial/Hard

Food-related/Eating-related/Kitchen-related

Animal-related/Organic

65 76 62 4964 44

30 72 46 23 32 24

Figure 11: Example trials showing the similarity between CLIP and human decisions that show
disagreement with the task embedding. Each row shows three trials from a different condition.
Orange highlighted text shows the option chosen by all CLIP models and the human participant,
whereas grey text shows the decision made by the task embedding. As the tasks were generated using
the task embedding, all the choices shown here made by CLIP and humans are suboptimal. Shown
examples are from the second half of the task, as to eliminate the learning process as a confound. The
original images are replaced with copyright-free alternatives from the THINGSplus database [85].

distribution can be computed in closed form:

p(w|X,y) = N (mN ,SN ) (6)

mN = βSNX⊤y (7)

S−1
N = λI+ βX⊤X (8)

where X and y denote the stacked inputs and targets respectively.

We run both models from scratch on each trial using all previously observed input-target pairs. The
choice of these models was motivated by previous investigations in similar – but low-dimensional –
settings [86, 87, 88].

The ℓ2 penalty term for the logistic regression model described above was determined via grid search
to maximise task performance, on a per participant basis. For the linear regression model, λ and β
were fitted to maximise the log marginal likelihood on the task performances.

The estimates from these models were used in mixed-effects logistic regression models with leave-
one-out predictions to assess participant choices. For category learning, we used logistic regression
probability estimates as predictors. In the reward learning task, we used the difference in estimated
rewards from linear regression models as predictors. In both cases, these predictors were included as
both fixed and random effects, allowing us to account for individual differences while maintaining
the group effects. These correspond to the following models in R formula notation for category and
reward learning respectively:

human_choice ∼−1 + probability_estimate + (−1 + probability_estimate | participant)

human_choice ∼−1 + estimated_reward_difference + (−1 + estimated_reward_difference |
participant)

For the mixed-effects models, the training data was centred and divided by its standard deviation.
The same scaling parameters were applied to the test data.
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Figure 12: Pairwise Spearman correlations between the factors investigated that contribute to align-
ment.

Additional human-alignment tasks

Results reported in Fig. 8A & Fig. 8B include comparisons for the overlap of models between those
reported by Muttenthaler et al. [3] and the ones we tested. For Fig. 8B & Fig. 8C, we tested all the
vision models reported in our paper. However, for the Peterson et al. [23] dataset, we only found
a subset of the original data reported in the paper1. The ClickMe-Harmonizer alignment was only
computed for supervised models, as the method requires computing gradients for ImageNet classes,
which we could only do for the supervised models that had ImageNet classification heads.

B Testing aligned models on other datasets

Above, we also report how different alignment methods perform on different datasets (Fig. 9).
Harmonization is on average slightly more human-like on the two external tested datasets compared
to baselines. DreamSim shows mixed results for the Peterson et al. [23] dataset, but it shows
improvement on the NIGHTS dataset [12]. This is not surprising, as this dataset was used to build
DreamSim. Lastly, gLocal shows mixed results.

1Specifically, we tested similarity judgements obtained on Animal, Fruit, and Vegetable categories. The data
was obtained from [89]
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C Additional results

Above we provide some additional results supporting our claims in the main text. Fig. 10 shows
participants can do both tasks above chance level very early on in the task. Fig. 11 shows some
incorrect choices made by humans and also by CLIP models, and Fig. 12 shows pairwise correlations
between the factors we investigated that contribute to alignment.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The contributions are clearly marked in the introduction, and they directly
match the provided results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalise to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, there is a dedicated section for this.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: There are no theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all the relevant details for the experiments and the analyses that
are needed for reproducing the results. We will also share the data and the code before the
conference on GitHub and OSF.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the data and the code are available in online repositories. We will make
them available before the conference.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: These details are provided in the Results section of the main text, and in the
Methods section in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The error bars and lines are shown in the figures. The captions explain what
the error bars represent (95% confidence intervals).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the approximate compute resources used for our work in the
Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work conforms with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There are no potential positive or negative societal impacts that may arise
directly from our work.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.

25

122430 https://doi.org/10.52202/079017-3890

https://neurips.cc/public/EthicsGuidelines


• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The data we release do not have a risk of misuse. No new models are provided.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite all the pretrained models we used. The used images either had a public
domain or CC0 copyright license.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: All the code and the data, which will be released before the conference, are
documented.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We provide a summary of the task and the instructions given to the partici-
pants both in the main text and in the Appendix. The experiment code, including the full
instructions given to the participants, will be made available before the conference.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: The behavioural studies carried no risks for participants. Both studies were
approved by the local ethics committee.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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