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Abstract

We consider the decentralized stochastic asynchronous optimization setup, where
many workers asynchronously calculate stochastic gradients and asynchronously
communicate with each other using edges in a multigraph. For both homogeneous
and heterogeneous setups, we prove new time complexity lower bounds under the
assumption that computation and communication speeds are bounded. We develop
a new nearly optimal method, Fragile SGD, and a new optimal method, Amelie
SGD, that converge under arbitrary heterogeneous computation and communication
speeds and match our lower bounds (up to a logarithmic factor in the homogeneous
setting). Our time complexities are new, nearly optimal, and provably improve all
previous asynchronous/synchronous stochastic methods in the decentralized setup.

1 Introduction

We consider the smooth nonconvex optimization problem

min {f(:v) = Eep, [f(;8)] }, (1)

z€eR4

where f : R? x S¢ — R, and D is a distribution on a non-empty set S¢. For a given € > 0, we

want to find a possibly random point Z, called an e—stationary point, such that E[|V f(z)||*] < e.
We analyze the heterogeneous setup and the convex setup with smooth and non-smooth functions in
Sections C and D.

1.1 Decentralized setup with times

We investigate the following decentralized asynchronous setup. Assume that we have n workers/nodes
with the associated computation times {h;}, and communications times {p;_,;}. It takes less or
equal to h; € [0, 00] seconds to compute a stochastic gradient by the i node, and less or equal
pi—j € [0,00] seconds to send directly a vector v € R? from the i node to the ™ node (it is possible
that h; = oo and p;_,; = o0o). All computations and communications can be done asynchronously and
in parallel. We would like to emphasize that h; € [0, co] and p;_,; € [0, co] are only upper bounds,
and the real and effective computation and communication times can be arbitrarily heterogeneous
and random. For simplicity of presentation, we assume the upper bounds are static; however, in
Section 5.5, we explain that our result can be trivially extended to the case when the upper bounds
are dynamic.

We consider any weighted directed multigraph parameterized by a vector h € R”™ such that h; €
[0, 00], and a matrix of distances {p;_;}: ; € R™*" such that p;_,; € [0, 0] for all ,j € [n] and
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Figure 1: On the left: an example of a multigraph with n = 6. The edges with p;_,; = oo are omitted.
The shortest distance between nodes 5 and 3 is 753 = p5—1 + p1—2 + p2—3. Note that p5_,3 = 00

On the right: an example of a spanning tree that illustrates the shortest paths from every node to
node 3. The shortest distance between nodes 6 and 3 is 76_,3 = 00 because pg_,; = oo for all i #£ 6.

pi—i = 0 for all i € [n]. Every worker ¢ is connected to any other worker j with two edges i — j
and j — 4. For this setup, it would be convenient to define the distance of the shortest path from
worker i to worker j :

Ti—j ‘= min Z Pu—v E O OO] (2)
(u v)Epath

where P;_,; == {[(k1,k2), ..., (km,kms1)] | Ym € NVp € [m + 1] Vk, € [n],
k1= i,km+1 =7Vje {2,...,m} k‘j_l 75 k‘j # k?j.:,_l}

is the set of all possible paths without loops from worker i to worker j for all ¢, j € [n]. One can
easily show that the triangle inequality 7;_,; < T, + Tx—; holds for all 4, j, kK € [n]. Note that
Tisj < pi—sj forall i, € [n]. It is important to distinguish 7;_,; and p;_,; because it is possible
that 7,_,; < p;—; = oo if workers 7 and j are connected by an edge p;_,; = oo, and there is a path
through other workers (see Fig. 1).

We work with the following standard assumption from smooth nonconvex stochastic optimization
literature.

(z) = VI < Lz —y| Vz,y € R
Assumption 2. There exist f* € R such that f(x) > f* for all v € R

Assumption 1. f is differentiable and L—smooth, i.e.,

Assumption 3. For all x € RY, stochastic gradients V f(x;¢) are unbiased and o®-variance-
bounded, i.e., E¢[V f(x;€)] = Vf(z) and EB¢[||V f(z;€) — Vf(2)|?] < o2, where 0% > 0. We
also assume that computation and communication times are statistically independent of stochastic
gradients.

2 Previous Results

2.1 Time complexity with one worker

For the case when n = 1 and 77,7 = 0, convergence rates and time complexities of problem (1)
are well-understood. It is well-known that the stochastic gradient method (SGD), i.e., aFtl =gk —
YV f(x*; %), where {€*} are i.i.d. from D¢, has the optimal oracle complexity ©(LA/e + o*LA/2)
(Ghadimi and Lan, 2013; Arjevani et al., 2022). Assuming that the computation time of one stochastic
gradient is bounded by h;, we can conclude that the optimal time complexity is

2
Tt =0 (i x (L2 + 252)) 3)
seconds in the worst case.

2.2 Parallel optimization without communication costs

Assume that n > 1 and 7,_,; = 0 for all ¢, j € [n], and computation times of stochastic stochastic
gradients are arbitrarily heterogeneous. The simplest baseline method in this setup is Minibatch SGD,
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Table 1: Homogeneous Case (1). The time complexities to get an e-stationary point in the nonconvex
setting. We assume that 7;_,; = 7;_,; for all 4,j € [n] in this table. Abbr.: o2 is defined as
Ee[||Vf(z;€) — Vf(2)]|?] < o*forall z € RY, L is a smoothness constant of f, A := f(z9) — f*.

Method The Worst-Case Time Complexity Guarantees Comment
LA 2, A Suboptimal since, for instance, it
Minibatch SGD max{ max Ti_;, max h; (7 . ) X ,
{i e e Al s R } 3 The? linearly”™®’ depends on znel?f] h;
SWIFT ®) Suboptimal since, for instance, it
(Bornstein et al., 2023) - “linearly”® depends on max h;
., 2023 i€ln]
Asynchronous SGD e Suboptimal, for instance,
(Even et al., 2024) evenif 7,,; = 0Vi, j € [n]
Fragile SGD . « . . 4 . i .
(Co?ollary D L jEln] £ (/e [haliy, [rimsg]ies)® Optimal up to log n factor
Lower Bound 1 LA - 2 (@)
(Theorem 1) et & oin (7 [halicy, [rimsliz)” —

@ The mapping t* is defined in Definition 2.

®) It is not trivial to infer the time complexities for these methods. However, in Section 5.4, we discuss some cases where it is
transparent that the obtained results are suboptimal.

©) Meaning that the corresponding time complexity — oo if max;¢[n] hi — co.

ie.,

PRl — gk

3R

_é Vet eh), @

where {¢F} are i.i.d. from D¢ and the gradient V f (z*; £¥) is calculated in worker i in parallel. This
method waits for stochastic gradients from all workers; thus, it is not robust to “stragglers” and in the
worst case the time complexity of such an algorithm is

T‘F:O =0 (maXhi X (ﬁ * 02LA)> 7

. 5
mini ic [TL] € ne

which depends on the time max;c,) h; of the slowest worker. There are many other more advanced
methods including Picky SGD (Cohen et al., 2021), Asynchronous SGD (e.g., (Recht et al., 2011;
Nguyen et al., 2018; Mishchenko et al., 2022; Koloskova et al., 2022)), and Rennala SGD (Tyurin
and Richtarik, 2023) that are designed to be robust to workers’ chaotic computation times. Under
the assumption that the computation times of the workers are heterogeneous and bounded by {h;},
Tyurin and Richtérik (2023) showed that Rennala SGD is the first method that achieves the optimal
time complexity

—1
— . m 5
= ([ (L8 0) (12 52) ). o

me|n] i=1

where 7 is a permutation that sorts h; : hr, < --- < h,, . For instance, one can see that Tp 0, <
T7=0 for all parameters.

2.3 Parallel optimization with communication costs 7;_, ;

We now consider the setup where workers’ communication times can not be ignored. This problem
leads to a research field called decentralized optimization. This setup is the primary case for us. All
n workers calculate stochastic gradients in parallel and communicate with each other. Numerous
works consider this setup, and we refer to Yang et al. (2019); Koloskova (2024) for detailed surveys.
Typically, methods in this setting use the gossip matrix framework (Duchi et al., 2011; Shi et al.,
2015; Koloskova et al., 2021) and get an iteration converge rate that depends on the spectral gap of a
mixing matrix. However, such rates do not give the physical time of algorithms (see also Section B).

Let us consider a straightforward baseline: Minibatch SGD. We can implement (4) in a way that all
workers calculate one stochastic gradient (takes at most max;e[,) h; seconds) and then aggregate
them to one pivot worker j* (takes at most max;¢(,) 7;—j~ seconds). Then, pivot worker j* calculates
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Table 2: Heterogeneous Case (17). Time complexities to get an -stationary point in the nonconvex
setting. Abbr.: o2 is defined as E¢[|V fi(x; &) — Vfi(2)||?] < o forallz € R%,i € [n], Lisa
smoothness constant of f = %2?21 fis A == f(2°) — f.

Method The Worst-Case Time Complexity Guarantees Comment
2
Minibatch SGD % max { (1 + %) max{ mea[x] Tisj, HGI?X] hl}} suboptimal if @2/« is large
i,5€[n ic[n
RelaySGD, Gradient Tracking ixgz[t:;] L;A N requires local L;-smooth. of f;,
(Vogels et al., 2021) > - 2= max h; suboptimal if o2 /< is large
(Liu et al., 2024) i€[n] (even if max;e(n) Li = L)
Asynchronous SGD requires similarity of the functions { f; },
(Even et al., 2024) o requires local L;-smooth. of f;
Amelie SGD and Lower Bound LA 2 (1 & .
== i hi, &= ( = h; Optimal up to a constant factor
(Thm. 7 and Cor. 2) e max {if}lé*[’;] Timris AN i ( PR P P

k+1

anew point x and broadcasts it to all workers (takes max;c, 7;~—; seconds). One can easily

see that the time complexity of such a procedure is*

Thnini = © | max { max 7;_,;, maxh; (@ + "2—L2A> . (6)
©,j€[n] 1€[n] € ne

We can analyze any other asynchronous decentralized method, which will be done with more advanced

methods in Section 5.4.

But what is the best possible (optimal) time complexity we can get in the setting from Section 1.1?

Unlike the setups from Sections 2.1 and 2.2 when the communication times are zero (7;_,; = 0 for
all 4, j € [n]), the optimal time complexity and an optimal method for the case 7,_,; > 0 for all
i,j € [n] are not known. Our main goal in this paper is to solve this problem.

3 Contributions

We consider the class of functions that satisfy the setup and the assumptions from Section 1.1
and show that (informally) it is impossible to develop a method that will converge faster than (7)
seconds. Next, we develop a new asynchronous stochastic method, Fragile SGD, that is nearly
optimal (i.e., almost matches this lower bound; see Table 1 and Corollary 1). This is the first such
method. It provably improves on Asynchronous SGD (Even et al., 2024) and all other synchronous and
asynchronous methods (Bornstein et al., 2023). We also consider the heterogeneous setup (see Table 2
and Section C), where we discover the optimal time complexity by proving another lower bound and
developing a new optimal method, Amelie SGD, with weak assumptions. The developed methods
can guarantee the iteration complexity O (LA/<) with arbitrarily heterogeneous random computation
and communication times (Theorems 4 and 8). Our findings are extended to the convex setup in
Section D, where we developed new accelerated methods, Accelerated Fragile SGD and Accelerated
Amelie SGD.

4 Lower Bound

In order to construct our lower bound, we consider any (zero-respecting) method that can be repre-
sented by Protocol 1. This protocol captures all virtually distributed synchronous and asynchronous
methods, such as Minibatch SGD, SWIFT (Bornstein et al., 2023), Asynchronous SGD (Even et al.,
2024), and Gradient Tracking (Koloskova et al., 2021).

For all such methods we prove the following theorem.

Theorem 1 (Lower Bound; Simplified Presentation of Theorem 19). Consider Protocol 1 with
Vf(:;-). We take any h; > 0 and 7;_,; > 0 for all i, j € [n] such that 7;_; < T; 1 + Ti—j for all
i,k,j € [n]. We fix L, A,e,0? > 0 that satisfy the inequality e < cLA for some universal constant

“because max; je[n] Ti—j < MaAXig[n] Timrj* + MaAXig[n] Tj*—i < 2MAX; je[n] Ti—j DY the triangle in-
equality
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c. For any (zero-respecting) algorithm, there exists a function f, which satisfy Assumptions 1, 2 and
f(0) — f* <A, and a stochastic gradient mapping V f(-; -), which satisfies Assumption 3, such that
the required time to find e—solution is

Q (logiL+1 % min ¢*(*/e, [hiliy, [Ti%j]?—l)) N

J€(n]
-1
) }) (®)

where, for j € [n], w; . is a permutation that sorts {max{7;_j, h; } }7_;, i.e, max{Tr, , s, hr;  } <
- <max{7r, , j, hr, )

. k
Def 2 2
= 1 LA : : o 1
= 0 ogniT = Inin min max max{Tr, , —j, N, 1 ) & E -~
JEIn] kEn] i=1 9

Protocol 1 Simplified Presentation of Protocol 8

: Init S; = ( (all available information) on worker ¢ for all ¢ € [n]

1

2: Run the following two loops in each worker in parallel

3: while True do

4:  Calculate a new point xf based on S; (takes 0 seconds)
5. Calculate a stochastic gradient V f(z¥; &) (or V fi(2¥;€)) € ~ D¢ (takes h; seconds)
6:  Atomic add V f(z¥; &) (or V f;(zF;€)) to S; (atomic operation, takes 0 seconds)
7: end while

8: while True do

9:  Send® any vector from R? based on S; to any worker j and go to the next step of this loop

without waiting (takes 7;_,; seconds to send; worker j adds this vector to S;)
10: end while
(a): When we prove the lower bounds, we allow algorithms to send as many vectors as they want in parallel
from worker 4 to worker j for all ¢ # j € [n].

The intuition and meaning of the formula (8) is discussed in Section 5.2. Note that if we take n = 1
and 71,1 = 0 our lower bound reduces to the lower bound (3) up to a log factor. Moreover, if we
take n > 1 and 7,_,; = 0 for all 4, j € [n], then (8) reduces to (5) up to a log factor. Thus, (8) is
nearly consistent with the lower bounds from (Arjevani et al., 2022; Tyurin and Richtarik, 2023). We
get an extra log n factor due to the generality of our setup. The reason is technical, and we explain
it in Section E.5. In a nutshell, the lower problem reduces to the analysis of the concentration of
the time series ¥ := minc(, y; and y; := min;epy) {y/ "+ hml +7,5;}, where y = 0 for
all i € [n], and {n¥} are i.i.d. geometric random variables. This analysis is not trivial due to the
min;e[,) operations. Virtually all previous works that analyzed lower bounds did not have such a
problem because they analyzed time series with a sum structure (e.g., 7% := 7 ~! + o7, where {o"}
are some random variables, and go =0).

Let us define an auxiliary function to simplify readability.
Definition 2 (Equilibrium Time). A mapping t* : R>o x R x RY;, — R>( with inputs s
(scalar), [h;]"_, (vector), and [7;]"_, (vector) is called the equilibrium time if it is defined as follows.

Find a permutation’ 7 that sorts max{7;, h;} as max{7.,, hr, } < -+ < max{7.,,hy, }. Then the
mapping returns the value

ken]

-1
t* (s, [hi)Pq, [7]71) = min max {max{ﬂk_,hm}, s (Zk: hi) } € [0, 0] )

5 New Method: Fragile SGD

We introduce a novel optimization method characterized by time complexities that closely align with
the lower bounds established in Section 4. Our algorithms leverage spanning trees. A spanning tree
is a tree (undirected unweighted graph) encompassing all workers. The edges of spanning trees are
virtual and not related to the edges defined in Section 1.1 (see Fig. 1).

31t is possible that a permutation is not unique, then the result of the mapping does not depend on the choice.

122656 https://doi.org/10.52202/079017-3898



Algorithm 2 Fragile SGD

1: Input: starting point 2, stepsize -, batch size S, pivot worker j*, spanning trees st and sty
2: Start Process 0 (Algorithm 3) in worker j*
3: Start Process ¢ (Algorithm 4) in all workers for all ¢ € [n] (including worker j*)

Algorithm 3 Process 0 (running in worker j*)

1: fork=0,1,..., K —1do
2:  Send x* to Process j* B> takes 7, j+ = O seconds
3:  Init (g%, s%) = (0,0)
4:  while s < Sdo
5: Walt for a message (95 sends S5+ sena) from Process j*
. — k— ok ok
6: g g + g]*,send’ st =s"+ Sj*,send
7:  end while
8 ghtl =gk — %gk
9: end for

Algorithm 4 Process ¢ (running in worker ¢)

1 Init (g pexts S5 pext) = (0,0) forall k € {0,..., K — 1}®, kpay = 0
2: Run the following three functions in parallel
3: function BroadcastFurtherAndCalculateStochasticGradients
4:  while True
5: Get a new pOlnt CC Sent by Process neXtStb 3 ( ) B> k is not necessarily equals to the current k from Alg. 3
6: Atomic update kpax = max{k, kmax }
7: for all P SllCh that nextstb G* (p) =4¢do > broadcasts 2P further
8: Send® z* to Process p and go to the next step without waiting o akes at most ;_, , seconds to send
9: end for
10: While not l‘eceived 7a new point > immediately stops the loop when receives a new point
11: Calculate Vf(l’k, f), g ~D > takes at most h; second
. : k _ k k. k _ Jk
12: Run E}tOInlC add gi,nexl - gi,next + Vf(.’E ,5), Sitnexl - 8i7nexl +1
13: end while

14:  end while
15: end function
16: function ReceiveVectorsFromPreviousWorkers
17:  while True

18: Wait for a message (gp send? ’; send) from any Process p such that nextg; . (p) =i

19: Run atomic add gz next gv ,next + gp send’ anext sfnext + Sp send

20: Atomic update k. = max{k, Kmax }

21:  end while

22: end function

23: function SendVectorsToNextWorker

24:  while True

25: Atomic init g}, S} = i mevi» St and reset gy = 0, s} = 0

26: Send(b) (g’L :éj;((]’ Sfr:ledn):l) to PrOCCSS netht’j* ( ) and Walt D> takes at most 7; o T (i) seconds to wait

27:  end while
28: end function

(a): To simplify the listing of the algorithm, we assume here that a worker can store K auxiliary vectors in the

memory. One can see that it’s not necessary, and it is sufficient to maintain only one vector g, Fmax 1 particular,

it is sufficient to modify the logic of Lines 12 and 19, where we run the add operations only if k = kmyay and
k = kmax. The efficient implementation has O(d) floats memory complexity per worker.

(b): BroadcastFurtherAndCalculateStochasticGradients and SendVectorsToNextWorker may try to send through
the same edge. In this case, we can interleave their communications and decrease the speed of each line by at
most two.
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Definition 3 (mapping nextz ;(7)). Take a spanning tree T" and fix any worker j € [n]. For i = j, we
define nexty ; (i) = 0. For all ¢ # j € [n], we define nextr ;(4) as the index of the next worker on
the path of the spanning tree 7" from worker ¢ to worker j.

Our new method, Fragile SGD, is presented in Algorithms 2, 4, and 3. While Fragile SGD seems to be
lengthy, the idea is pretty simple. All workers do three jobs in parallel: calculate stochastic gradients,
receive vectors, and send vectors through spanning trees. A pivot worker aggregates all stochastic
gradients in g* and, at some moment, does z*+! = x* — ~v¢*. The algorithms formalize this idea.

Algorithm 2 requires a starting point 20, a stepsize -, a batch size S, the index j* of a pivot worker,
and spanning trees st and sty for the 1nput We need two spanning sty and st trees because, in
general, the fastest communication of a vector from j* to ¢ and from ¢ to j* should be arranged
through two different paths. Algorithm 2 starts n + 1 processes running in parallel. Note that the
pivot worker j* runs two parallel processes, called Process 0 and Process j*, and any other worker ¢
runs one Process 7. Process 0 broadcasts a new point 2* through sty to all other processes and goes
to the loop where it waits for messages from Process j*. Process ¢ starts three functions that will
be running in parallel: i) the first function’s job is to receive a new point, broadcast it further, and
start the calculation of stochastic gradients, ii) the second function receives stochastic gradients from
all previous processes that are sending vectors to worker j*, iii) the third function sends vectors the
next worker on the path to j*. By the definition of nextg ;. ( ), all calculated stochastic vectors are
sent to worker j*, where they are first aggregated in Process j*, and then, since nextg; i L(JF) =0,
Process j* will send gf*’send to Process 0. This process waits for the moment when the number of

stochastic gradients s* aggregated in g* is greater or equal to S. When it happens, the loop stops,
and Process 0 does a gradient-like step. The structure of the algorithm and the idea of spanning trees
resemble the ideas from (Vogels et al., 2021; Tyurin and Richtarik, 2023). The main observation is
k

that this algorithm is equivalent to "™ = 2% — 3 37 | V f(2*;¢F), where s* > S and {¢F'} are
i.i.d. samples. Note that all stochastic gradients calculated at points x°, x#~1 will be ignored in
the k™ iteration of Algorithm 3.

Theorem 4. Let Assumptions 1, 2, and 3 hold. We take v = 1/2L, batch size S = max{[*°/=] , 1},

any pivot Worker J* € [n], and any spanning trees st and sty in Algorithm 2. For all K > 16LA /¢,
2
we get e S [va ) } S¢

The proof is simple and uses standard techniques from (Lan, 2020; Khaled and Richtarik, 2022). The
result of the theorem holds even if h; = oo and 7,_,; = oo for all ¢, j € [n] because h; and 7,_,;
are only upper bounds on the real computation and communications speeds. In Algorithm 3, each
iteration k can be arbitrarily slow, and still, the result of Theorem 4 holds and the method converges
after O(LA/e) iterations. The next result gives time complexity guarantees for our algorithm.
Theorem 5. Consider the assumptions and the parameters from Theorem 4. For any pivot worker
j* € [n] and spanning trees st and sty., Algorithm 2 converges after at most

(LAt*( /Ev [ ]z:lv [,Uiﬁj* + Nj*%i]?:l)) (10)
seconds, where [1;_, j= (=) is an upper bound on the times required to send a vector from worker
1 to worker §* (from worker j* to worker i) along the spanning tree st (spanning tree sty).

Note that our method does not need the knowledge of {h;} and {u,_,;} to guarantee the time
complexity rate, and it automatically obtains it.

Corollary 1. Consider the assumptions and the parameters from Theorem 5. Let us take a pivot
worker j* = arg mln t* (0% e, [Ty, [Tisj + Tj—i) 1), and a spanning tree st (spanning tree sty.)
J€

that connects every worker i to worker j* (worker j* to every worker i) with the shortest distance
Ti—sj* (Tj=—i). Then Algorithm 2 converges after at most

7. 1= 0 (5 main (0% (i 1 + 75001)) iy
k —1
Def 2 LA 1
o (12 iyt £ (55) ) 0n
n =1 7,

seconds, where, for all j € [n], 7, . is a permutation that sorts {max{7;,_,; + Tj_;, hi } }7_;.
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This corollary has better time complexity guarantees than Theorem 5 because, by the definition of
Tisjs Timsj < Mi—j forale, j € [n]. However, it requires the particular choice of a pivot worker and
spanning trees.

5.1 Discussion

Comparing the lower bound (7) with the upper bound (11), one can see that Fragile SGD has a nearly
optimal time complexity. If we ignore the log n factor in (7) and assume that 7;_,; = 7;_,; for all
1,7 € [n], which is a weak assumption in many applications, then Fragile SGD is optimal.

Unlike most works (Even et al., 2024; Lian et al., 2018; Koloskova et al., 2021) in the decentralized
setting, our time complexity guarantees do not depend on the spectral gap of the mixing matrix that
defines the topology of the multigraph. The structure of the multigraph is coded in the times {7, }.
We believe that this is an advantage of our guarantees since (11) defines a physical time instead of an
iteration rate that depends on the spectral gap.

5.2 Interpretation of the upper and lower bounds (11) and (7)

One interesting property of our algorithm is that some workers will potentially never contribute to
optimization because either their computations are too slow or communication times to j* are too
large. Thus, only a subset of the workers should work to get the optimal time complexity!

Assume in this subsection that the computation and communication are fixed to {h;} and {r;_,}.
One can see that (12) is the min ¢, mingc[,) over some formula. In view of our algorithm, an
index j* that minimizes in (12) is the index of a pivot worker that is the most “central” in the
multigraph. An index k* that minimizes minc,) defines a set of workers {7« 1,... 7 g}
that can potentially contribute to optimization. The algorithm and and the time complexity
will not depend on workers {7;» x+41,... 7+, } because they are too slow or they are too far
from worker j*. Thus, up to a constant factor, we have T, = LA/emax { maX{ij*,k*ﬁj* +

k* —1 . . .
Tjesmyu s Dy o 1, O /e (Xoimy Yinpe )}y Where 7o sje + Tje m. . is the time required

to communicate with the farthest worker that can contribute to optimization, /i ;. ,. is the computa-

Lo . S : . -1.
tion time of the slowest worker that can contribute to optimization, and o°/« ( Zle Yho ,) isthe
time required to “eliminate” enough noise before the algorithm does an update of z*.

5.3 Limitations

To get the nearly optimal complexity, it is crucial to select the right pivot worker j* and spanning
trees according to the rules of Corollary 1, which depend on the knowledge of the bounds of times.
For now, we believe that is this a price for the optimality. Note that Theorem 5 does not require this
knowledge and it works with any j* and any spanning tree; thus, we can use any heuristic to estimate
an optimal j* and optimal spanning trees. One possible strategy is to estimate the performance of
workers and the communication channels using load testings.

5.4 Comparison with previous methods

Let us discuss the time complexities of previous methods. Note that none of the previous methods
can converge faster than (7) due to our lower bound. First, consider (6) of Minibatch SGD. This time
complexity depends on the slowest computation time max;e,,) h; and the slowest communication
times max; je[n) Ti—;- In the asynchronous setup, it is possible that one the workers is a straggler,
i.e., max;e[,) hi ~ oo, and Minibatch SGD can be arbitrarily slow. Our time complexities (10) and
(12) are robust to stragglers, and ignore them. Assume the last worker n is a straggler and h,, = oo,
then one can take permutations with 7; , = n for all j € [n], and the minimum operator ming¢(,, in
(12) will not choose k = n because max{7x; , j + Tjx; ., hr,, } = 0o forall j € [n].

We now consider a recent work by Even et al. (2024), where the authors analyzed Asynchronous SGD
in the decentralized setting. In the homogeneous setting, their converge rate depends on the maximum
compute delay and, thus, is not robust to stragglers. For the case 7;_,; = 0, our time complexity (11)
reduces to (5). At the same time, it was shown (Tyurin and Richtérik, 2023) that the time complexity
of Asynchronous SGD for 7;_,; = 0 is strongly worse than (5); thus, the result by Even et al. (2024) is
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suboptimal in our setting even if 7,_,; = 0 for all ¢, j € [n]. The papers by Bornstein et al. (2023);
Lian et al. (2018) also consider the same setting, and they share a logic in that they sample a random
worker and wait while it is calculating a stochastic gradient. If one of the workers is a straggler, they
can wait arbitrarily long, while our method automatically ignores slow computations.

5.5 Time complexity with dynamic bounds

We can easily generalize Theorem 5 to the case when bounds on the times are not static.

Theorem 6. Consider the assumptions and the parameters from Theorem 4. In each iteration k
of Algorithm 3, the computation times of worker i are bounded by hf. Let us fix any pivot worker
j* € [n] and any spanning trees st and stv.. Then Algorithm 2 converges after at most

16LA /€| %/ .2 n n
S} (Z/E:o /el t* (/e [hﬂi:u [Mi‘!j* + U?*ﬂi]i:l)) (13)

seconds, where ¥, o ( u;i _,;) is an upper bound on times required to send a vector from worker i to

worker j* (from worker j* to worker i) along the spanning tree st (spanning tree sty.) in iteration k
of Algorithm 3.

This result is more general than (10), and it shows that our method is robust to changing com-
putation {h¥} and communication {u¥ ;} times bounds during optimization processes. For in-
stance, worker n can have either slow computation or communication to 7* in the first iteration,
i.e., max{h},, piy,_, -, 1, } = 0o, then our method will ignore it, but if max{h2, u2_, ;., u3. .}
is small in the second iteration, then our method can potentially use the stochastic gradients from
worker n.

6 Example: Line or Circle

Figure 2: Line with p;41—; = pisit1 = pforall ¢ € [n — 1], pi; = oo otherwise. For all
i # j € [n],edges i — j and j — 7 are merged and visualized with one undirected edge.

Let us consider Line graphs where we can get more explicit and interpretable formulas for (11). We
analyze ND-Mesh, ND-Torus, and Star graphs in Section A. Surprisingly, even in some simple cases
like Line or Star graphs, as far as we know, we provide new time complexity results and insights. In
Section J, we show that our theoretical results are supported by computational experiments.

We take a Line graph with the computation speeds h; = h for all ¢ € [n], and the communication
speeds of the edges p;—;+1 = pi+1—; = pforalli € [n — 1] and p;_,; = oo for all other i, j € [n].
One can easily show the time required to send a vector between two workers i,j € [n] equals
Timsj = Tj—; = p|i — j|. See an example with n = 7 in Fig. 2. We can substitute these values to (11)
and get

Thine = % ;IElETrLl] grelﬁl] max {max{p|j — x|, bt %} , (14)

where m;1 = j, mj2,mj3 =7+ 1,5 —lorme,mj3=7j—1,7+ 1 (onlyforn —12>j > 2)and
so forth. For simplicity, assume that n is odd, then, clearly, j* = an + 1 minimizes min;¢,) and

a?h/e, if \/o7h/ep <1,

. o2 1
%de{omm"—*l max {pd,h7 E(T—I‘,l-l)} ~ % h+ \{ma lfw >10. a3
EER ) o h/ns, if /@ h/EP >n
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According to (15), there are three time complexity regimes: i) slow communication, i.e., \/UQh/Ep <
1, this inequality means that p is so large, that communication between workers will not increase the
convergence speed, and the best strategy is to work with only one worker!, ii) medium communication,
i.e., n > \/9°h/ep > 1, more than one worker will participate in the optimization process; however,
not all of them!, some workers will not contribute since their distances 7;-_,. to the pivot worker j*
are large, iii) fast communication, i.e., \/”h/cp > n, all n workers will participate in optimization
because p is small.

As far as we know, the result (15) is new even for such a simple structure as a line. Note that these
regimes are fundamental and can not be improved due to our lower bound (up to logarithmic factors).
For Circle graphs, the result is the same up to a constant factor.

7 Heterogeneous Setup

In Section C (in more details), we consider and analyze the problem

1 n
i = E¢,~p, i\ L35 Gq }7
min {f(a) =~ ; AT
where f; : RY x Se, — R< and &; are random variables with some distributions D; on Se¢, . For all
i € [n], worker i can only access f;. We show that the optimal time complexity is

(S <LeA max { MAX [, MaxX hy, ?Tz <71L 2. hl) }> "
ij€n] i€[n] i=1

in the heterogeneous setting achieved by a new method, Amelie SGD (Algorithm 5). Amelie SGD
is closely related to Rennala SGD but with essential algorithmic changes to make it work with
heterogeneous functions. The obtained complexity (16) is worse than (12), which is expected because
the heterogeneous setting is more challenging than the homogeneous setting.

8 Highlights of Experiments

In Section J, we present experiments with quadratic optimization problems, logistic regression, and a
neural network to substantiate our theoretical findings. Here, we focus on highlighting the results
from the logistic regression experiments:

0.940

—¥— Fragile SGD: Batch Size: 120 Step size: 1.0

—&— Fragile SGD: Batch Size: 160 Step size: 1.0 0.935
—<¢ Fragile SGD: Batch Size: 100 Step size: 1.0

—— Minibatch SGD: Step size: 1.0

~B- Minibatch SGD: Step size: 2.0 .
—e— Minibatch SGD: Step size: 0.5

3x107}

2.8 x 107}

7

— }9 0.930
x
X2.6x107 — =~
= \ 0.925,

: e
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0.0 0.2

Figure 3: The communication time p = 10 seconds (Slow communication) in 2D-Mesh

On MNIST dataset (LeCun et al., 2010) with 100 workers, Fragile SGD is much faster and has better
test accuracy than Minibatch SGD.
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Figure 4: Examples of ND-Mesh graphs. For all ¢ # j € [n], edges i« — j and j — 4 are merged and
visualized with one undirected edge.

A More Examples

A.1 ND-Mesh or ND-Torus

We now consider a generalization of Line graphs: ND-Mesh graphs. In Figures 4a and 4b, we present
examples of 2D-Mesh and 3D-Mesh. For simplicity, assume that n = (2k + 1) for some k € N.
The computation speeds h; = h for all ¢ € [n], and the communicate speeds of the edges p;—,; = p
if workers ¢ and j are connected in a mesh and p;_,; = oo for all other ¢, j € [n]. Using geometrical
reasoning, it is clear an index j*, that minimizes (11), corresponds to the worker in the middle of a
graph (13 in Figures 4a and 14 in Figures 4b). Therefore,

LA 2h
Top-Mesh = © ( min max {Tﬂ—,* o—j*s Ty G}) .
€ ke[n) " ke

For now, let us consider a 2D-Mesh graph. The number of workers, that have the length of the shortest
path to j* equals to 0, is 1. The number of workers, that have the length of the shortest path to j* less
or equal to p, is 5. The number of workers, that have the length of the shortest path to j* less or equal
to 2p, is 13. In general, the number of workers, that have the length of the shortest path to 5* less or

equal to Vkp, is ©(k) for all k € {0,...,0 (n)}. It means

LA 2
Top-Mesh = © ( min( )}max {\/];p, h, Uh})

€ kefo,...,0 (k+1)e
2/3
2h 2h
R = ) =L
L 2 1/3 2 2/3
— PR 2/3 [ o oc“h
= h+ 9 p? (?l) ;o> (2 > 1,
<7'2h7 <02}L)2/3 >n
ne pE -

Using the same reasoning, for the general case with a ND-Mesh graph, we get

LA 2p
TND-Mesh = © ( mi%( \, max {k;l/Np7 h, U})

€ kef{o,.. (k + 1)5

a%h o2h N/(N+1) <1

€’ pe =4

oA, PN/ (N+D) (ﬂ)l/w“) oo (@)Y
S 5 ) pe s
2, \ V/(N+1)
a2h o2h
ne ’ (pT) Z n

As in Line graphs, these complexities have three regimes depending on the problem’s parameters. Up
to a constant factor, the same conclusions apply to ND-Torus.
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A.2 Star graph

Let us consider Star graphs with different computation and communication speeds. Let us fix a graph
with n + 1 workers, where one worker with the index n + 1 is in the center, and all other n workers
are only directly connected to worker n + 1. Then,

Timj = Piosntl T Pntloj Vi+#£j€ [n + 1] and;_,; =0 Vie [n]

Using these constraints, we can simplify (11). There are two possible best strategies: i) a pivot worker
7% works locally without communications, ii) a pivot worker j* works with communications but it
would necessary require to communicate through the central worker; in this case, the central worker
n + 1 is a pivot worker. Therefore, we get

LA 2p,.
Titar = mMin [ min max {hjv Uj}
€ j€ln] €

-1

k
LA . o2 1
— min max ¢ max{pr, ., snt1 F Prtlosmir g Prnsrnt> — E

€ keln] £ i—1 hﬂn+1,i

SINCE Ty 137,41 = Prtlomui, forall k € [n+1]. Let us slightly simplify the result and assume
that broadcasting from the central worker is fast, i.e., pp41-i < pimnt1 forall ¢ € [n + 1], then

LA 2h.
Tiar = Min [ min max {hj, 0]},
€ Jj€ln] €

Tiow comm.

1
LA (1
e max“’”*lﬁ"“’h”““vk}’e(gh > 1

Tn+1,i

Tast comm.

Tyurin et al. (2024) also considered Star graphs and showed that Tiag¢ comm. 1S the optimal time
complexity for methods that communicate through the central worker. Our result is more general
since we also consider decentralized methods and capture the term 7Tgjow comm. that can be potentially
smaller if communication is slow. Tyurin et al. (2024) conjectured that Ty, is the optimal bound, and
we proved it (up to log factor) here.

A.3 General case

We show how one can use our generic result (11) to get an explicit formula in some cases. For the
general case with arbitrary communication and computation times, the minimizers j and % in (11)
can be found in the following way. First, we have to find 7;_, ; using any algorithm that solves the
all-pairs shortest path problem (e.g., Floyd—Warshall algorithm (Floyd, 1962)). Once we know 7;_, ;,
we should sort {max{7;_,; + 7, h; } }}'_, forall j € [n] to find the permutations. Finally, we have
enough information to calculate ¢* from Definition 2.

B On the Connection to the Gossip Framework

Most of the previous methods were designed for a different setting, gossip-type communication. In
fact, our setting is more general than the gossip communication. Indeed, recall that in the gossip com-
munication, worker ¢ is allowed to get vectors from other workers through the operation Z?:l Wi Ty,
where w;; € {0,1}. This is equivalent to our setting for the case when the communication time
pij = 0o when wj; is zero, and p;; = 1 if w;; is not zero, and worker ¢ sums the received vectors.
But our setting is richer since we allow different communication and computation times and allow
workers to do whatever they like with vectors (not only to sum).

Moreover, the gossip framework codes the communication graph through the matrix {w;;}. We
propose to code graphs through the times {p;;} ({7;;}). Our approach is closer to real scenarios
because, as we explained previously, it includes the gossip framework.
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C Heterogeneous Setup

We now consider the heterogeneous setting. The only difference is instead of (1), we consider the
following problem.

min { £(2) == = 3" Beon, i3 6] } (7)
=1

zER?
fi(z):=

where f; : RY x Se, — R? and &; are random variables with some distributions D; on Se,. We now
present our upper and lower bounds and discuss them.

C.1 Lower bound

In Section F, we prove the following lower bound.

Theorem 7 (Lower Bound; Simplified Presentation of Theorem 20). Consider Protocol 1 with
Vfi(s;-). We take any h; > 0 and 7,_,; > 0 for all i, j € [n] such that 7;—,; < Ti_y, + Tx—; for all
i k,j € [n]. Wefix L, A, e,0% > 0 that satisfy the inequality € < cLAfor some universal constant c.

For any (zero-respecting) algorithm, there exists a function f = Z fi, which satisfy Assumptions 1,

2 and f(0) — f* < A, and stochastic gradient mappmgs v fl( ; ), which satisfy Assumption 3
(Ee[V fi(z;6)] = Vfl( ) and B¢ [||V fi(2;€) — V fi(2)||?] < ), such that the required time to find

e—solution is
LA
Q - 1 9 hza h
( . max{lr;?[x]T_,J HelaX ( Z )})

C.2 Amelie SGD: optimal method in the heterogeneous setting

seconds.

We now present a new method based on Malenia SGD from (Tyurin and Richtérik, 2023) and our
Fragile SGD. As in Fragile SGD, we also have n + 1 processes running in all workers. The main idea
is that all workers calculate stochastic gradlents in parallel and accumulate them locally. Process O
zero waits for the moment when 7 > 2. Process i calculates b; in Line 20 of Algorithm 7, and

sends it to Process nextg; .. (¢). Thus, b;- accumulates the sum >, 577 which decreases with time

st,j*

since s¥ is the number of calculated stochastic gradients in worker i in different moments of time.

Therefore, ;- > % will hold at some point of time if workers continue computing gradients. Finally,
J

Algorithm 6 runs all reduce and does the update of z*.

Theorem 8. Let Assumptions I and 2 hold for the function f and Assumption 3 holds for the functions
fiforalli € [n]. We take v = 1/2L, the parameter S = max{[2°/<| ,n}, any pivot worker j* € [n],
and any spanning trees st and sty., in Algorithm 5. For all iterations number K > 16LA /e, we get

U E[|VaEh)] <4

Note that Theorem 8§ states the convergence of Amelie SGD even if the computation and communication
speeds are unbounded.

Theorem 9. Consider the assumptions and the parameters from Theorem 8. For any pivot worker
j* € [n] and any spanning trees st and sty, Algorithm 5 converges after at most

LA
0| — i h;
(5o 2 (130

seconds, where ¥, g ( /Lf* _,;) is an upper bound on times required to send a vector from worker i to
worker 7* (from worker j* to worker 1) along the spanning tree st (spanning tree sty.) for all i € [n].
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Algorithm 5 Amelie SGD

1: Input: starting point x°, stepsize +, parameter S, pivot worker j*, spanning trees st and sty
2: Start Process 0 (Alg. 6) in worker j*
3: Start Process i (Alg. 7) in all workers for all ¢ € [n] (including worker j*)

Algorithm 6 Process 0 (running in worker ;%)

1: fork=0,1,..., K —1do
2:  Broadcast z* to all workers using the spanning tree sty

3: Inits* =0
4:  while s* < 2 do
5: Wait for a message b;~ from Process j*
6: Calculate s* = e
J
7:  end while N
8:  Run all reduce with {%A gF} tofind g% = 1 %k g¥ using the spanning tree st
i i=1 "¢
9:  ghtl =gk _4gF 1
10: end for

Algorithm 7 Process ¢ (running in worker ¢)

1: while True do
2:  Get a new point z* broadcasted by Process 0
3 nit (gF, %) = (0,0)
4: Initb; , = oo forall p € [n] s.t. nextg; ;. (p) =i
5:  Run the following three functions in parallel and go to Line 24
6: function CalculateStochasticGradients
7 while True
8: Calculate V f;(x*;€), &~ D;
9: Run atomic add g¥ = gF + V f;(z¥;¢),sF = sk +1
10: end while
11:  end function
12:  function ReceiveCountersFromPreviousWorkers

13: while True

14: Wait for a message b, from any Process p s.t. nextg; ;. (p) =i
15: Run atomic update b; , = b,

16: end while

17:  end function
18:  function SendCounterToNextWorker

19: while True
20: Run atomic sum b; = > bip + o
pE[n]:nextsz ;« (p)=1i ¢
21: Send b; € R U {oo} (one float) to Process nextg; ;. (i) and wait while it sending
(Process j* sends to Process 0 by the definition of nextg ;- (+))
22: end while

23:  end function

24:  Wait for new point. If receives new point, stop all computations in functions, and continue
25:  Ignore all non-received messages

26: end while
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Corollary 2. Consider the assumptions and the parameters from Theorem 9. Let us take any pivot
worker j* € [n] and a spanning tree st (spanning tree sty.) that connects every worker i to worker
J* (worker j* to worker t) with the shortest distance T, j« (Tj=_;), then Algorithm 5 converges after

at most
LA
(S} (5 max{ glea[x] Tz_m,?’elaxh ( E h; ) }) (18)

seconds.

C.3 Discussion

Corollary 2 together with Theorem 7 states that the time complexity (18) is optimal. The result is
pessimistic since the time complexity depends on the “diameter” max; jc(n] Ti—; and the slowest
performance max;¢[y,) h;. A similar dependence was observed in (Lu and De Sa, 2021; Tyurin and
Richtérik, 2023). As in (Tyurm and Richtdrik, 2023), the stochastic term @°/ne (1/n Y ;" h;) depends

on the average of {h;} if o”/c is large.

C.4 Comparison with previous methods

Let us consider Minibatch SGD described in Section 2.3. This method converges after

LA o2 })
O ( — max < max T7; ,max h;, — max{ max ; ,maxh
< e { ) o Ty o g A I T Y i)

seconds in the heterogeneous setting. If o/ is large, then Amelie SGD can be at least

max{ mea[x] T,_,J,maxh +/ ( Zh)

2

times faster than Minibatch SGD. There are many more advanced methods (Lu and De Sa, 2021;
Vogels et al., 2021; Even et al., 2024) that work in decentralized stochastic heterogeneous setting.
Lu and De Sa (2021) developed similar lower and upper bounds, but there are at least three main
differences: i) they derived an iteration complexity instead of a time complexity and assumed the
performances of all workers are the same ii) the obtained lower bound holds only for one particular
multigraph while our complexity holds for any multigraph iii) they assumed the smoothness of f;,
while we consider the smoothness of f. The RelaySGD and Gradient Tracking methods by Vogels et al.
(2021); Liu et al. (2024) wait for the slowest worker; thus, they depend on max;¢[,) ; in all regimes
of o°/e, unlike our method. Even et al. (2024) consider the heterogeneous asynchronous setting, but
their method assumes the similarity of the functions f;, which is not required in our method, and
Amelie SGD converges even if there is no similarity of functions.

D Convex Functions in the Homogeneous and Heterogeneous Setups

We will be slightly more brief in the convex setting since the idea, the structure of time complexities,
and the general approach do not change significantly. For instance, instead of the time complexity
(11) that we get for the nonconvex case, in the nonsmooth convex case, we get (20). Thus, we will

get © ( mlnje[n]t (o/m2, ... )) instead of © (— min;ep,) t*(°°/e, ... )) . The same idea
applies to the smooth convex case. In the convex setting, we need the following assumptions.

D.1 Assumptions in convex world

Assumption 4. The function f is convex and attains a minimum at some point x* € R?,

Assumption 5. The function f is M—Lipschitz, i.e.,
[f(z) = fy)l <Mz —yl|, Vo,yeR?
Sor some M € (0, o0].
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Assumption 6. Forall z € R, stochastic (sub)gradients ¥V f (x; ) are unbiased and are o*-variance-

bounded, i.e., E¢op [V f(2;6)] € 0f () and Eeup [||Vf(x7 €) — Bep [V (2;6)]| < 02, where
o2 > 0.

D.2 Homogeneous setup and nonsmooth case

Theorem 10. Let Assumptions 4, 5 and 6 hold. Choose any € > 0. Let us take the batch size

S = max { (UQ/MQW , 1} , Stepsize v = m € [ﬁ, ﬁ] , any pivot worker j* € [n|, and

any spanning trees st and sty in Algorithm 2. Then after K > 2M?R?/:2 jterations the method
K-1 0 H

guarantees E [f(@5)] — f(z*) < e, where K = £ 3" a* and R = ||z* — =

Proof. The proof of Theorem 10 is almost the same as in Theorem 4 (see Section G). The proof of
Theorem 4 states that the steps of Fragile SGD are equivalent to the classical SGD method. Thus, we
can use the classical result from the literature (Lan, 2020). Using Theorem 22, we get

E[f(@")] - fla*) <e

if

2 * 02 2 2 * 02

T o)
- g2 - e?
for the stepsize
B € c { € i}

LS Ve PIVEAS VI

where we use the fact that S > o*/n2. O

Theorem 11. Consider the assumptions and the parameters from Theorem 10. For any pivot worker
j* € [n] and spanning trees st and sty., Algorithm 2 converges after at most

M2R2 * (52 n n
© ( -2 (o7 /a2, [y [pis g + Hj*—>i]i—1)) (19)

seconds, where [1;_ ;= (l+—;) is an upper bound on times required to send a vector from worker i to
worker j* (from worker j* to worker i) along the spanning tree st (spanning tree sty.).

Proof. The proof is identical to the proof of Theorem 5. [

Corollary 3. Consider the assumptions and the parameters from Theorem 11. Let us take a pivot
worker j* = arg min¢, t* (o2, [h]Py, [Tisj + Tj—i)?1), and a spanning tree st (spanning
tree sty ) that connects every worker i to worker j* (worker j* to every worker i) with the shortest
distance T;_, j~ (Tj=_;). Then Algorithm 2 converges after at most

M2R2 : * n n
© ( o2 Jnelﬁl] (0 m2, [y, (s + Tj—>i]i—1)> (20)

seconds.
D.3 Homogeneous setup and smooth case

In the homogeneous and smooth case, we will slightly modify Fragile SGD. Instead of Line 8 of
Algorithm 3, we use the following steps:

Yet1 =7 (k+1), ar1=2/(k+2)

yk+1 _ (1 o ak+1)wk +ak+1uk’ (UO _ 1,0)
k+1 _  k_ Vk+1 g 21
s 9
S
o 1- ak+1)xk + ak+luk+1.

We will call such a method the Accelerated Fragile SGD method. The idea is to use the acceleration
technique from (Lan, 2020) (which is based on (Nesterov, 1983)).
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Theorem 12. Let Assumptions 4, 1 and 3 hold. Choose any € > 0. Let us take the batch size
1/2
S = max { IV(O'ZR)/Q;‘S/Q\/Z)—‘ , 1} ,y = min {41L, {%} } , any pivot worker j*,

and any spanning trees st and sty. in Accelerated Method 2 (Accelerated Fragile SGD), then after
K> 8§R iterations the method guarantees that B [ f ()] — f(x*) < &, where R = xOH .

Proof. Using the same reasoning as in Theorem 4, Accelerated Fragile SGD is just the classical
accelerated stochastic gradient method with a batch size greater or equal to .S. We can use Proposition
4.4 from Lan (2020). For the stepsize

1 3RS 1z
7= ming g7 {402(K+1)(K+2)2} ’

we have
ALR?  4V0o2R2
E[f(2™)] = f(z*) < + .
Therefore,
E[f(a®)] - f(z*) <e
if
2 p2
KZS\ERngX \FR’U
Ve Ve T e2s
where we use the choice of S. O

Theorem 13. Consider the assumptions and the parameters from Theorem 12. For any pivot worker
j* € [n] and spanning trees st and sty., Accelerated Algorithm 2 (Accelerated Fragile SGD) converges

after at most
VLR, [ o*R " n
© < NG ¢ (53/2\/? [hilieys [pimsjs + Mj*—>i]i_1> (22)

seconds, where [1;_s ;= (Uj+—;) is an upper bound on times required to send a vector from worker i to
worker 7% (from worker j* to worker t) along the spanning tree st (spanning tree Sty).

Proof. The proof is identical to the proof of Theorem 5. O

Corollary 4. Consider the assumptions and the parameters from Theorem 13. Let us take a pivot
worker j* = argmin e, t* (5;27\%’ [hilleq, [Tiss + Tj_m‘]?:1> , and a spanning tree st (spanning

tree sty.) that connects every worker i to worker j* (worker j* to every worker i) with the shortest
distance T;_j (Tj=—;). Then Accelerated Algorithm 2 (Accelerated Fragile SGD) converges after at

most
\/ZR . * UQR () n
@< & fmint (ES/Q\F [~ Lp[THjJFTijw) (23)

D.4 Heterogeneous setup and nonsmooth case

seconds.

Consider the optimization problem (17).

Theorem 14. Let Assumptions 4, 5 hold for the function f and Assumption 6 holds for the func-
tions f; for all i € [n]. Choose any € > 0. Let us take the batch size S = max { {Uz/Mﬂ ,n} ,

v = 7M2+02/S € (552, 352, any pivot worker j* € [n], and any spanning trees st and sty, in
Algorithm 5, then after K > 2M?R?/22 iterations the method guarantees that E [ f(z5)] — f (2*) < ¢,
where 75 = sz o z"and R = ||z* — 2°||.
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Proof. The proof of Theorem 14 is almost the same as in Theorems 8 (see Section H). The proof of
Theorem 8 states that the steps of Amelie SGD are equivalent to the classical SGD method. Thus, we
can use the classical result from the literature (Lan, 2020). Using Theorem 22, we get

E[f(@%)] - f(a*) <e

if

2 * 0 2 2 o2 * 0 2

A a0+ D) -]
- g2 - g2
for the stepsize
- € . { € i}

’7 M2 + %2 2M27 M2 9

where we use the fact that S > o*/nm2. O

Theorem 15. Consider the assumptions and the parameters from Theorem 14. For any pivot worker
j* € [n] and any spanning trees st and sty., Algorithm 5 converges after at most

M2R? o (1
(C] ( = max {:?él[}:] Miﬁja?el[ag](hia W2 <n Z’%) }) (24)

i=1

seconds, where ik, o ( u?* _,;) is an upper bound on times required to send a vector from worker i to
worker j* (worker j* to worker i) along the spanning tree st (spanning tree sty.) for all i € [n].

Proof. The proof is identical to the proof of Theorem 9. O

Corollary 5. Consider the assumptions and the parameters from Theorem 15. Let us take any pivot
worker j* € [n] and a spanning tree st (spanning tree sty.) that connects every worker i to worker
J* (worker j* to worker t) with the shortest distance T, j« (Tj=_;), then Algorithm 5 converges after

at most
M?2R2 o2 (1<
@< =2 max{ﬁ&’;]w’?é%ﬁ%mz U

D.5 Heterogeneous setup and smooth case

seconds.

Consider the optimization problem (17). In this section, we use the same idea as in Section D.3. We
will modify Amelie SGD and, instead of Line 9 from Algorithm 6, we use the lines (21). We call such
a method the Accelerated Amelie SGD method.

Theorem 16. Let Assumptions 4 and 1 hold for the function f and Assumption 3 holds for the
Sfunctions f;. Choose any € > 0. Let us take the batch size S = max { ’V(O'QR)/({:‘B/z\/E)—‘ ,n} ,

. 1/2 _ _
~ = min {41L, [%} } , any pivot worker j*, and any spanning trees st and Sty

in Accelerated Method 5 (Accelerated Amelie SGD), then after K > 8‘/\/EER iterations the method
guarantees that B [ f(¢5)] — f(2*) < &, where R = ||a* — 2°]| .

Proof. Accelerated Amelie SGD is equivalent to the accelerated stochastic gradient method with a
mini-batch from Lan (2020). The proof repeats the proofs of Theorem 12 and Theorem 8. O

Theorem 17. Consider the assumptions and the parameters from Theorem 16. For any pivot worker
j* € [n] and any spanning trees st and sty., Accelerated Algorithm 5 (Accelerated Amelie SGD)
converges after at most

\/ZR 0'2R 1 n
C) max < max [, maxh;, ————= | — h; 25
< Ve ijem im0 ned/2I \ n Z (25)

i=1

seconds, where ¥, g ( /Lf* _,;) is an upper bound on times required to send a vector from worker i to
worker j* (worker j* to worker i) along the spanning tree st (spanning tree sty.) for all i € [n].
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Proof. The proof is identical to the proof of Theorem 9. O

Corollary 6. Consider the assumptions and the parameters from Theorem 17. Let us take any pivot
worker j* € [n] and a spanning tree st (spanning tree sty.) that connects every worker i to worker
J* (worker j* to worker i) with the shortest distance T;_, j= (T;«_;), then Accelerated Algorithm 5
(Accelerated Amelie SGD) converges after at most

O max{ max T;_;,maxh;, ——— | — h; 26
( Ve igem) 7 e ned/2/I \ n Z (26)

=1

seconds.

D.6 On lower bounds

In previous subsections, we provide upper bounds on the time complexities for different classes of
convex functions and optimization problems. Using the same reasoning as in Section 4 and (Tyurin
and Richtérik, 2023)[Section B], we conjecture that the obtained upper bounds are tight and optimal
(up to log factors in the homogeneous case).

D.7 Previous works

Let us consider the time complexities (20) and (23) (accelerated rate) in the homogeneous and
convex cases. When 7,_,; = 0 for all ¢, j € [n], Even et al. (2024) recovers the time complexity
(nonaccelerated in the smooth case) of Asynchronous SGD (Mishchenko et al., 2022; Koloskova et al.,
2022) which is suboptimal (Tyurin and Richtdrik, 2023). When the communication is free, we recover
the time complexity (accelerated in the smooth case) of Accelerated Rennala SGD from (Tyurin and
Richtdrik, 2023), which is optimal if 7;_,; = 0 for all 4, j € [n].

In the heterogeneous and convex setting, (26) improves the result from (Even et al., 2024) since
(26) is an accelerated rate and does not depend on a quantity that measures the similarity of the
functions f;. When ¢ = 0, the result (26) is consistent with the lower bound from (Scaman et al.,
2017). However, when o > 0, as far as we know, the time complexity (26) is new in the convex
smooth setting.
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E Lower Bound: Diving Deeper into the Construction

Protocol 8 Time Multiple Oracles Protocol with Communication

1: Input: function f (or functions f;) computation oracles {O;}? ; € O(f) communication oracles
{Cfﬁj}ie[n],jE[n],pZL algorithm {(Mkv Lka Dk7 Plka L) P’rlfa Vlka DR Vf)}l?;o € 'A

2: M0 = s;’ﬁp =0foralli,j € [n],peN
3: fork=0,...,00do
4 (P Ry = ME(gh gk g3 02, gk gb) > ¢kt > ¢k
5 if ¢**!1 = 0 then
6: PFTt=LF(gl, . gl g3, g2, g k)
T mka = Pﬁ;#—l (gilk-%—h e 795:“)
8: (S?I;ﬁjla gfktll) = Oik+1 (tk+1a xfk+173?;$«]i1)
>Vj #£ ik sé’-”kﬂ = s?’k, gf“ =0
9: else
10: kL gL phtl = DE(g gk g2 62, gk, gb)
11 ’Ufk-%—l = Villj+1 (g1;1k+17 e 795&; )1
12: (SZI;ET};k+1’pk+1vg?:;11) = C,gc:l%jlwﬂ (tk+17vfk+17sz};il’jk+1’pk+l)
DV # 5 gf T = 0,V A ik R p £ ST = T
13:  endif
14: end for

In Section 4, we present a brief overview and simplified theorem for the lower bound. We now
provide a formal and strict mathematical construction.

E.1 Description of Protocols 8 and 1

One way how we can formalize Protocol 1 is to use Protocol 8. Let us explain it. Using Protocol 8,
we consider any possible method that works in our distributed asynchronous setting. The mapping
M of the algorithm returns the time t*** (ignore for now) and c**1. If ¢¥*1 = 0, then the algorithm
decides to start the calculation of a stochastic gradient: it determines the index i*** of a worker that
will start the calculation, then, using all locally available information gilHl, PN gfk,ﬂ, it calculates
a new point atfk +1, and passes this point to the computation oracle O;x+:1 that will return a new
stochastic gradient after h,r+1 seconds. If ¢**! = 1, then the algorithm decides to communicate a
vector: it returns the indices i**1 and j’“rl of two workers that will communicate, and the index

pF*t1 € N of a communication oracle, calculates vfkﬂ in worker 7**1 using only all locally available

k+1
. . 1 k . . . p .
information g1, - - -, gjx+1, and passes it to the communication oracle C’ik F1y e that will send
the vector after 7;x+1_, jx+1 seconds.

The computation oracles we define as

O; : Rsg x R? x (Rsg x RY x {0,1}) = (R>g x R? x {0,1}) xR?
>0 X N > >

point

time input state output state
((t,z,1), 0), s4=0,
such that O;(t,x, (s, Sz, 5¢)) = { (8¢, 82, 1), 0), sq=Lt<s +h; 27

((Oa070)7 Vf(sm7€))7 Sq = 1at2 St+hi7

where £ ~ D.

The communication oracles we define as

c?

Lt Rxo X R? x (Rsg x R x {0,1}) — (R>o x R? x {0,1}) xR?

time point input state output state
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((t,z,1), 0), sq=0,
such that Cf;)j(t7z7 (Sta Sxs Sq)) = ((Sta Sy 1)7 0)7 Sq = 17t < 8¢+ Ti—j (28)
((0,0,0), Sz), sq:17t25t+7—i~>j~

The idea is that the computation oracle (27) emulates the behavior of a real worker ¢ that requires h;
seconds to calculate a stochastic gradient. The communication oracle emulates the behavior of a real
communication channel that requires 7;_, ; seconds to send a vector from worker ¢ to worker j.

One can see that, for all ¢ # j € [n], an algorithm can access an infinite number of communication

oracles C} , ) c?, j»---- We allow an algorithm to send as many vectors from worker ¢ to worker j

in parallel as it wants.

We now discuss the role of t**1. One can see that the time ¥+ is returned by the algorithm, and #*+1
k+1

is passed to the oracles O;x+1 and C’ﬁ, F1y e Consider that O;x+1 was called with t+1 for the first

time, then it will return zero vector because (silkffl )¢ = 0 (see (27)) at the beginning. Then, by the
construction of (27), the oracle will return a non-zero vector in the second output if only the algorithm

. . . . kt1 e
returns a time that is greater or equal to t**1 + h,.+1. The same idea applies to C§c+1_>jk+1 sif it

was called t*+1 for the first time, then worker j**! will get a non-zero vector only if the algorithm

passes a time that is greater or equal to t*1 + Tik41 s k1 -

The oracles force the algorithm to increase the time ¢t**1; otherwise, it will not get new information
(Vf(54;€) in (27)) about the function. One crucial constraint is t*+1 > ¢*, meaning that the
algorithm can not “cheat” and travel into the past. The idea of such a protocol was proposed in Tyurin
and Richtérik (2023), and we refer to Sections 3-5 for a detailed description. A more readable and
less formal version of Protocol 8 is presented in the Protocol 1.

E.2 Lower bound

Before we state the main theorem, let us define the class of zero-respecting algorithms.

Definition 18 (Algorithm Class A,;). Let us consider Protocol 8. We say that the sequence of tuples
of mappings {(M*, L¥, D¥ PF ... P¥ VE ... VF)}22 is a zero-respecting algorithm, if

1. M* - R x .- x RY = Rsg x {0,1} forall k > 1, and M° € R>q x {0, 1}.
P —— = 2
n Xk times
2. LF i RYx - xR% — [n] forall k > 1, and L° € [n].
N————’
n Xk times
3. DF : R¥x ... x R — [n] x [n] x Nforall k > 1,and D° € [n] x [n] x N.
N————
n Xk times

4. Foralli € [n], PF : R? x --- x R? — R?forall k > 1, and P? € R%
N—————’

k times

5. Foralli € [n], V¥ : R? x .- x RY 5 R?forall k > 1, and V? € RY.
—_——

k times
6. Forallk > land g},...g,0%,...,9%,...,g%, ..., gF € R4,
Pl s gk
where 51 and t* are defined as (t**1,...) = M*(g},... g1, 6%,..., 92, ..., g%, ..., g")
and(t’ﬂ...):Mk_l(g%7...grll,g%,...,gi,...7glf71,...,g§_1).
7. Foralli € [n], supp (zF) C Ule supp (gf) , and supp (vF) C U§:1 supp (gf) , for all
k € Ny, where supp(z) := {i € [d] | z; # 0}.

The set of all algorithms with this properties we define as A,;.
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Constraints 1-5 define domains of the mappings. Constraint 6 is required to ensure that the time
sequence t* does not decrease. Constraint 7 is a standard assumption that an algorithm is zero-
respecting (Arjevani et al., 2022).

Theorem 19. Consider Protocol 8. We take any h; > 0 and 7,_,; > 0 for all i,j € [n] such
that Ti—j < Timk + Th—j for all i,k,j € [n]. We fix L, A,e,0? > 0 that satisfy the inequality
e < ' LA. For any algorithm A € Ay, there exists a function f, which satisfy Assumptions I, 2 and
f(0) — f* < A, and a stochastic gradient mapping V f(+; -), which satisfy Assumption 3, such that

. 2
E Legtr,lz‘fe[n] |V f(@®)||"| > e, where Sy == {k € No |tF <},

—1
1 LA o? [~ 1
E= O g T e i paiy mesc § max{Te g oy} (E h> |

where ;. is a permutation that sorts max{h;, 7;—;}, i.e.,
maX{hﬂ'j,l y Tﬂ'j,l‘}.j} <-- < max{hﬂj,w Tﬂ'j,n"j}

for all j € [n]. The quantities ¢’ and c are universal constants. The sequences x* and t* are defined
in Protocol 8.

E.3 Proof sketch of Theorem 19

Let us provide a proof sketch that will give intuition behind the theorem. The full proof starts in
Section E.4.

Proof Sketch.
Part 1: Construct a function and stochastic gradient

The first part of the proof is standard (Carmon et al., 2020; Arjevani et al., 2022; Tyurin and Richtérik,
2023; Huang et al., 2022; Lu and De Sa, 2021), and we delegate it to Section E.4. For any algorithm,
we construct oracles and a “worst-case” function such that

2
inf Vf(zk >2 inf 1 [prog(z¥) < T], 29

keSS ig[n] || f( v )H keSS i€[n] [p g( v ) ] (29)
where prog(z) := max{i > 0|x; # 0} (xo =1)and T = LA/c. This inequality says that while
all points in Protocol 8 have the last coordinate equals 0 by the time ¢, an algorithm can not find an
e—stationary point.

Since we assume that A € A, is zero-respecting, the only way to discover the next non-zero
coordinate is through stochastic gradients. They are constructed in the following way (Arjevani et al.,
2022):

910y o= V35) (14117 > progta)] (£ 1)) o e R,

and £ ~ Bernoulli(p) for all i € [n], where p & ¢/o>. We denote [z]; as the j™ index of a vector
x € R, The stochastic gradient equals to the exact gradient except for the last non-zero coordinate:
it zeros out it with the high probability 1 — p.

Part 2: The Level Game

In essence, the protocol is equivalent to the following collaborative game. Each worker ¢ starts with
level ¢; = 0. The goal is to reach level T with at least one worker as fast as possible. There are two
ways how a worker can increase its level: i) worker 7 flips one coin per time from £ ~ Bernoulli(p),
it takes h; seconds to flip one coin, and if the worker is lucky, i.e., ¢ = 1, then it moves to the next
level £; = ¢; + 1; ii) worker ¢ can share its level with another worker j, and it takes 7;_,; seconds
(we are allowed to run this operation again even if the previous is not finished). Both options can be
executed in parallel. What is the minimum possible time to reach the game’s goal?
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Since all workers have the levels equal to 0 at the beginning, they should flip coins in parallel and
wait for the moment when at least one worker moves to level 1. We define 7} as the number of flips
in worker i to get £ = 1. Clearly, } ~ Geometric(p) are i.i.d. geometric random variables with the
probability p. With any strategy, it is necessary to wait at least

yy = min {hanf + 7o}

seconds to reach level 1 in worker j because once worker ¢ flips £ = 1, it will take at least 7;_,;
seconds to share level 1 to worker j due to the triangle inequality 7;_,; < 7, + Tx—; for all
i,j,k € [n], and we should minimize h;n; + 7;_,; over all workers. We now use mathematical
induction to prove that it is necessary to wait at least

y; =

K3

5 {yi 7+ hnl +7is5}
€ln

seconds to reach level T, where we define ) := 0 for all i € [n] and {n] } are i.i.d. random variables
from Geometric(p). The base case is proven above. Assume that it is true for 1,...,7 — 1, then
worker ¢ requires at least yiT_l + hin! seconds to flip a coin that moves to level T, it takes at least

Ti—; seconds to share the level T, so it is necessary to wait at least min e,y {y; ' + hin! +Tims; }
seconds in worker ¢ to get level 7. Ultimately, the minimum possible time to reach the game’s goal is

T . T
— 1min P
Y jetm

From the previous result, we can conclude that if ¢ < %yT, then
2
inf  [|[Vf(®)]” > 2 30
ced®h (V£ ()] (30)

for any algorithm A € A,,.
Part 3: The high probability bound of y”

Let us fix any determenistic value §j € R and take

7. (31)

Using (30), we have

. 2 . 2 _ _ _
E kes}r,r,life[n] HVf(xf)H ] = [kegP;ife[n] HVf(:vf)H ‘yT ~ y} g (yT ~ y) ¥ (yT ~ y) %

Thus, it is sufficient to find any § € R such that

1
Ply" <g) <5 (32)
The sequence y” is a well-define time series. In Lemma 2, we show that (32) holds with
LA 2 (& B
_ 1 . . o 1
V=9 logn v o s paimmax ) max{o, . hny b @ iy ) ’
;. is a permutation that sorts max{h;, 7,1}, i.e.,
max{hﬂ';‘,1 ; Tﬂ'j,l_>j} < < max{hﬂj,n’ TTerL_>j}
for all j € [n]. We substitute this 7 to (31) and get the result of theorem. O
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E.4 Full proof of Theorem 19

This section considers the standard “worst case” function that helps to provide lower bounds in the
nonconvex world. Let us define

prog(z) :=max{i > 0|z; #0} (zo=1).

For any T' € N, Carmon et al. (2020); Arjevani et al. (2022) define

T
Pr(z) = —U(1)®(x1) + Y [U(—2i1)®(—2;) — U(wi1)D(x7)], (33)
1=2

where

\I/( ) 07 l‘§1/2, d (I)( ) \/’/I 7%t2dt
xT) = an T) =+/€ e .
exp(l—m), $21/2, — 0

We will only rely on the following facts.
Lemma 1 (Carmon et al. (2020); Arjevani et al. (2022)). The function Fr satisfies:

1. Fr(0) —inf,cpr Pr(z) < AT, where A® = 12.
2. The function Fr is li—smooth, where l{ = 152.

3. Forallz € RT, ||VFr(2)| ., < Voo, Where Yoo = 23.

oo

4. Forall x € RT prog(VFr(z)) < prog(z) + 1.

5. Forall x € RT  ifprog(x) < T, then ||V Fr(x)| > 1.
Theorem 19. Consider Protocol 8. We take any h; > 0 and 7,_,; > 0 for all i,j € [n] such
that 7 ; < Tisk + Tij for all i,k,j € [n]. We fix L, A,e,0% > 0 that satisfy the inequality
e < ' LA. For any algorithm A € Ay, there exists a function f, which satisfy Assumptions 1, 2 and
f(0) — f* < A, and a stochastic gradient mapping V f(+; -), which satisfy Assumption 3, such that

i 2
E kegltr}ife[n] va(xf)u > ¢, where S; := {k c N0|tk < t},

-1
1 LA o2 (a1
“Xlognt1 e semrem maX{T”jw”‘ﬂwk}’E(; hn ) ’

gt

t:

where ;. is a permutation that sorts max{h;, 7i—;}, i.e.,
maX{hﬂ'j,l y Tﬂ'j,l‘ﬁj} <--- < max{hﬂj,w Tﬂ'j,n"j}
forall j € [n]. The quantities ¢’ and c are universal constants. The sequences x* and t* are defined

in Protocol 8.

Proof.

Part 1: The Worst Case Function

This part of the proof mirrors the proofs from Carmon et al. (2020); Arjevani et al. (2022); Tyurin
and Richtarik (2023); Huang et al. (2022); Lu and De Sa (2021). We provide it for completeness.
The goal of this part to construct a hard instance.

We fix A > 0, T € N and take the function f(z) := Lx> Fr (%) , Where the function Fr is defined

1
in Section E.4. Note that the function f is L-smooth: '
LA x Y Tz Yy d

- == Z) = 2| < Z_J = _
1V5@) - Vil =7 [V (5) - P (§)] < 225 - %] = Lle -l veyere,

where [;—smoothness of F (Lemma 1). Let us take

Al
7= | )
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then
Lx? LA2AT
F0) — inf f(z) = =" (Fr(0) — inf Fr(z)) < -2 <
z€RT Iy 2ERT I

We showed that the function f satisfy Assumptions 1, 2 and f(0) — f* < A.

A.

For each worker ¢ we take an oracle O;, from (27) with the mapping g such that

Vi€ = Vs (1410 > proga)) (£ - 1)) v,

and D; = Bernouilli(p) for all i € [n], where p € (0, 1]. We denote [z]; as the j™ index of a vector
x € RT. This stochastic gradient is unbiased and o?-variance-bounded. We have

BV (Ol = Vi (o) (14 113> prog(o)] (S ~1) ) = vis(@)

forall i € [T, and
2
G-
p
because the difference is non-zero only in one coordinate. Thus

IVf @) (1—p) _ PR [[VEr ($)]2 (0 - p)

E[IV4(:) = V@] < ma [9;/()* B

E[|V£(,€) - VF@)|*] <

P Iip
A0 =p) _
— l%p — )
where we use Lemma 1 and take
L2)\2 2
p = min {QZOO, 1} .
o?ly
Let us take
\ = vV 25[1
L

to ensure that

s = E= [vre () =2 v (I

for all z € RT. From Lemma 1, we know that if prog(z) < T, then ||V EFr(z)|| > 1. Thus, we get

IV f(@)]* > 2¢1 [prog(z) < T (34)
Therefore,
AL
T=|——
) &
and
[ 29
p=ming —>,1,. (36)
o
The inequality (34) implies
2
inf ||[Vf@M||">2 inf 1 M <T], 37
ke;}}ie[n]ll fla)|| € edd [prog(a7) < T 37)

where {2%}2°  are sequences from Protocol 8.
Part 2: Reduction to Lower Bound Time Series
We now focus on (27). In (27), when the oracle in worker ¢ calculates a new stochastic gradient, it
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samples a random variable £ ~ D. This is equivalent to the procedure if we had T infinite sequences
of i.i.d. Bernoulli random variables

&t el .. (prog(sy) = 0)
1?0 (prog(sy) = 1)
g2 0 (prog(se) =T — 1)

for all ¢ € [n] and the oracle would look at the progress of s, and take the next non-taken Bernoulli
random variable in the sequence that corresponds to that progress For instance, if prog(s,) = j

for the first time in worker ¢, then the oracle will apply 5] "~ in (27). The next time when it gets
prog(s,) = j it will apply 514’ and so on. One by one, we get i.i.d. Bernoulli random variables.

Let us define
—inf{j e N| ¢ =1}

foralli € [n] and k € [T7]. This is the first Bernoulli random variable from the sequence £, £52,

that equals 1. The random variables {1’} are i.i.d. geometrically distributed random variables w1th
the probability p.

The next steps mirror Proof Sketch from Theorem 19. The oracles constructed in such a way that it
takes h; seconds to calculate a stochastic gradient, and at least 7;_, ; seconds to send a vector from one
worker to another. Using the same reasoning as in the Level Game in Proof Sketch of Theorem 19, the
first time moment when worker j can get a vector with the first non-zero coordinate greater or equal

yj = min {hini +7imsi}

because, at the beginning, each worker i calculates stochastic gradients with prog(s,) = 0 and should
wait at least h;n} seconds to get a stochastic gradient with the progress equals 1. Then, it can share
this vector with any other worker j, but it takes at least 7;_, ; seconds.

As in Proof Sketch of Theorem 19, we can use mathematical induction to prove that it is necessary to
wait at least

T _mln {Z/T 1+hz77iT+Ti—>j}

seconds to get a point such that prog(sx) T. The base case for yl has been proven. Worker ¢
requires at least yiT -1 hin} seconds to wait for the moment when the corresponding oracle will
return a stochastic gradient with progress 7' because y;[ ~1 is the first time possible time to get a
vector with progress 7' — 1 by the induction, and it will take at least additional h;n] seconds to
calculate i} vectors with prog(s,) = T — 1 in (27). Also, it takes at least 7;_,; seconds to share a
vector, so it is necessary to wait at least min; ¢, {yinl + hint + Tiﬁj} seconds in worker 7 to get
the first vector with progress 7'

In the end, the fastest possible time to get a vector with progress T is at least

T,

T
= min
Y jE€[n] Yi -

Part 3: Reduction to the concentration of y”

The last statement means that prog(z¥) < T for all i € [n] and k such that t* < 1y Therefore, we
obtain
2
inf ||V f(=F)]|” > 2¢ 38
kES, i€ [n] H ut 1)H (38)
for
1
t <~y
= 2y )
where

_| AL |_|,.. AL
- 2611A0 | 3
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and ) ~ Geometric(p) with

2 2
p= min{iyzoo,l} = min{cp . %,1},
where ¢ = 36481 and ¢, = 1058 are universal constants. Let us fix any determenistic value § € R

and take

t=—7. (39)

N | =

Using (38), we have

. o\ (2 . 2 _ _ _
® Ledern [Vl ] =E [keSlf,I,life[n] Iv7@Dl ‘yT g y} Pt >0) >Rl >0)2

Thus, it is sufficient to find any § € R such that
1
Py’ <y) < <. 40
(y" <y) < 5 (40)

In the following lemma we use the notation of this theorem. We prove it in Section E.5.

Lemma 2. With

-1
i 1 LA | ) o2 (I 1
§= X oy~ Min min max m"{%h}@h) D

we have P (yT < g) < %, where ;. is a permutation that sorts max{h;, 7, ;}, i.e.,
maX{h’ﬂ'j,l y Tﬂ'j,l‘ﬁj} <-- < maX{th’j,wTTrj,n%j}

for all j € [n]. The quantity c is a universal constant.
Using Lemma 2, we can conclude that (40) holds and

E| inf ]||Vf(:c’f)||1>5

keS¢, ig[n
for
X -1
P € 1 LA ( he ) o? 1
= — —— — ININ Imin max maxyTr. . s b 0 [y ——
2 10gn+1 € j€[n] k€n] Bk Ik e py) hﬂ'j,i
O
E.5 Proof of Lemma 2
Lemma 2. With
1 IA 2 (E 1\
_ . . ag
U= T o o painy mes § max{T g iy} (Z h) @D

we have P (yT < g) < %, where T; . is a permutation that sorts max{h;, 7, ;}, i.e.,
max{hﬂ‘jJ ) Tﬂjylﬁj} S e S ma'X{hﬂ'jmj Tﬂj,n%j}

forall j € [n]. The quantity c is a universal constant.
Proof. Using the Chernoff method for any s > 0, we get

Pyf <o) =P (st 2 —ot) =P (e 2 e7) SB[

= 'R [ex <5 min k)] = e*'E {maxex —sy¥ ] .
P e Y e (~))
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We have a maximum operation that complicates the analysis. In response to this problem, we use a
well-known trick that bounds a maximum by a sum.

P(y"<t)<e') E —sy¥)] < ne*' maxE —syM)].
(" <t)<e ; [oxp (~sv)] < ne™ max B [exp (—sy)] (42)

We refer to (Van Handel, 2014)[Part II] for the explanation why it can be (almost) tight. This is the
main reason why we get an extra log n factor in (41). Let us consider the last exponent separately
and use the same trick again:

E [exp (—syf)] =E [exp (—s Zrénn {yk bk 4 Ti_>j}>:|

=FE [maxexp( s{yf™ + hanf + Ti—m’})} :

7 €
Next, we get

E [exp (—sy})] ZE exp (=s {gi ™" + han’ + 7ins )]

- ZE [e*S(hi"f”iﬂ)} E [exp (—syf™")] .
=1

In the last equality we use the independence. @ We now bound E [exp( syzk 1)} by

max;c(, E [exp (—sy/~')] and get

E [exp (—syf)] < ZE [e—S(hmf—o—n—»J‘)} E [exp( Syf 1)]

i=1

< (iE [e_s(h'i"f*‘THj)]) max E [exp (—Syffl)] .

i€[n]
Let us fix any s; > 0 for all j € [n] and take s = max;¢|,) ;. Then
E E [emns (bt i) | E 1] 43
[exp (—sv5)] (Z max E [exp (—sy; )] (43)
Let us fix £; > 0 and consider
a; = Z]E {efsj(hmﬁnﬁj)] ' (44)

i=1
Then, we can use the following inequalities:

S ZE [ (o)1 [t iy <E] 4 T o) (11 [l 47y < Ej])]

=1

<SR[ [t +7ing 5]+ €5 (11 [hanf 4+ 7oy < T5))]
i=1
= ne—%t 4 (1— e—sjfj) ZE []1 [hinf + T < t_J]]
i=1
ne it 4 Z]E []l [hmf + T < Ej]]

n

< ne %% + Z]P’ (hmz]'c + Timsj < ;)
i=1
n

< ne %t 4 Z]P’ (hmf <) Lrisy < 145].
i=1
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Since 7} ~ Geometric(p), we get
- Bl L
P (hiny <tj) =1—-(1—-p)lid <p|-].

Then

For all j € [n], we take any permutation 7; . that sorts max{h,, 7, }, i.e.,
max{hﬂ'j,l ’ T7Tj,1—>j} << maX{hﬂ'j,vuTﬂ'j,n—)j}'

‘We have

S
a; <ne”¥ £pYy° Lfﬁ J 17,5 < 1] (45)
i=1 & T

Recall that ¢; > 0 is a parameter. In the following technical lemma, we choose ¢; and show that the
second term in (45) is “small.” We prove it in Section E.6.

Lemma 3. Foranyn > 1, h; > 0,7,_,; > 0 foralli,j € [n], and p € (0, 1], we have

|t _ 1
pz {hj J 1 [Tﬂj,iﬁj Stj] < g
i=1 i
Sorall j € [n], where
1 k P o
t; = 3 151611[751} max § max{7r, , -5, Mr; ;. ) (; hﬂjj) . (46)
and 7; . is a permutation that sorts max{h;, 7;_,; }, i.e.,
max{h’ﬂ'j,l ) T7Tj,1—>j} <-- < maX{th’j,n’TTFj,n—)j}
forall j € [n].
Using Lemma 3 and (45), we get
a; <ne %t 4 E
7= 8
forall j € [n]. Let us take
log 8
s = 20 (47)
tj
to get
11,
aj < g + g <e
for all j € [n]. Using (44) and (43), we obtain
E [exp (—syf)] <e! In?[l)]IIE [exp (—syf_l)} , (48)
i€n

for all j € [n]. We can conclude that

mﬁ:]E [exp (—syf)] <et I_n?)]iE [exp (—syf_l)} <ek,
1€(n 1€(n

where use the same reasoning in the recursion and y? = 0 for all j € [n]. We substitute the inequality
to (42):

P (,yk < t) < nest—k — est—k+10gn
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It is sufficient to take k = T and any

1 1
t< — (T—logn+log)
S 2

-1

k » 1
T —logn + log -
2 hm,) ( ogn e 2)

Py" <t) <,

1 ) )
N 8log 8n Fel[lfrll] l?elhrzl] THax maX{Tﬂ'j,k—)j? hﬂ'jyk },

to get

N | —

where we use the definitions s = max;c[,) 8;, (46) and (47). Recall the choice of T" and p in (35)

and (36): T = |cr - &£ | and p = min {¢, - 5,1} for some universal constants ¢ and c,. Since

we have the condition € < ¢/ LA for some universal constant ¢’ in the conditions of Theorem 19, we
can conclude that we can take

—1
k
1 LA o2 1
t=c¢cX ———— —— min min max { max{7,. R —_
logn+1 & i€n]ken] {700 Py b € Zl Px,, ’
1= "
where c is a universal constant. O

E.6 Proof of Lemma 3

Lemma 3. Foranyn > 1, h; > 0,7,,; > 0 foralli,j € [n], and p € (0, 1], we have

n

forall j € [n], where

p
gyt

n 8 keln| I

-1
> . (46)

max{h’ﬂ'j,l y Tﬂ'j,l‘ﬁj} <--- < max{hﬂ'j,n’ TTFj,n%j}

k
_ 1 .
tj == < min max § max{ 7, , -, hx; ;. b E
i=1

and 7; . is a permutation that sorts max{h;, 7;_,; }, i.e.,

forall j € [n].
Let us define k* € [n] as the largest index that minimizes (46).

(Part 1): bgund t; by max{7r .. js hﬂjvk*ﬂ}.
Let us consider the case £* < n. We have two options:

-1
o
L Let max{Ts, . 5, b, } = (S0, 52 then

E*+1 P
maX{Tﬂjjk*Jrl*)jv hﬂ'jyk*+1} Z < h > ) (49)

since max{7y, ,;, hr; , } are sorted. Then, we get

1 E*+1 »
t; < 3 max max{ﬂrj,k*ﬂﬁj, h,rj,k*ﬂ}, ( W )

i=1 i
L~ maxf By e} < max] ey}
= < Inax T7"j,k*+1"]’ T k* 41 S max T’n'jykmrlﬁp T k* 41

8
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The first inequality follows from the fact that £* is the largest minimizer.

. -1
2. Let max{7r, ,.j,fn, ) < (Zle #) , then it is not possible that
. -1 ’
max{7r, ., —js Py ey ) < (Zf;fl ﬁ) because it would yield the inequality
LlE ) ~1 1 K41 —1 X ol ) —1
t; = 3 Z g Z ; = gmax rnax{ij‘k*HHj,l“LWM,‘H}7 Z W
i=1 T Tii i=1 T

The last inequality contradicts the fact that k* is the largest minimizer. Thus, if £* < n and
-1
o
max{7s, . oy by} < (S0 72)  then
g,
-1

1 E*4+1 1
t; < = 3 max max{T,rJ Ty . hﬂ =3 max{T,rj,k*Hﬁj, hﬂj‘k*ﬂ}.
J i

In total, we have

tj < maX{Tﬂj,k*-H —J> h’ﬂ'j,k*+1}

if £* < n. Using this inequality, we get

i t
2> {h

ko -

; _ t

! J 1|7, <tj]=p E { /
GER i=1

,‘ J 1[5 < 1] (50)

for any k*.
(Part 2)
We have three options:

—1
L If (Zl 1 hp ) > max{Tr, .. j, hx, .. }, then, using (50) and [z] < z for all z > 0, we get

k* - 1 k*
pz L J Tﬂj,i—m S Z g ( hf—) > pz hﬂ— 8.
i=1 i dri

7\'_71

2. If (Zl . ) < max{Tx, ,.—j, Px, .. } and k¥ = 1, then

~ t; _ t; _
pz Lle“J 1 [T‘ffj,i%j Stj] =P Lh ’ J 1 I:Tﬂ'j,k*‘}j Stj} =0

i=1 T k>
because
-1

o
_ 1 P 1
t; = 3 max max{ﬂ,j,k*_m-, P 1, ( E > =3 maX{Tﬂjyk*_)j, hﬂj,k*} < max{T,,j’k*%j, [ 1.

i=1 " i

. 1
3. If (Zle %) < max{7r, ,.—j, hr, .} and k* > 1, then t; = émax{T,rj,k*ﬁﬁhwj,k*}
and
t; _
{h : J L[7nyimg S1] =0

for all i < k* such that max{7,, , ;, hr; ,} = max{7rx ., hx .} If this equality holds for all
1 < k*, then '
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Otherwise, there exists ¢ < k* such that max{7,, , ;, hr; ,} < max{7x, ., hr, .} and
; _ _
pz \;h J TTFM—U St pZ{ h,. J Tﬁj,z*jgtﬂ'
i=1 40

It is not possible that max{7x, ,;, hr, , } > (Zle o ) * because it would yield the inequality
5.t Y. _

t; = 3 maX{Tﬂ—j,k**}j, h,rj,k*} > 3 max{nrﬂﬁj,hﬁj)[}

—1
1 p
= g max ma:X{Tﬂ—jyz—{j? hﬂ'jy[}7 (Z h B >

i=1

that contradicts the fact that ¢; is the minimum (see (46)). Thus, we have

¢ -1 £
) 1 Z

t < 3 max maX{Tm,e—m"hﬂM}’ (Z ) § (
i=1 T i=1

and

i=1 LT i=1 o i=1 " T
¢ -1y
1 » 11
< — < =

In total, we have

for ¢; from (46).

F Lower Bound in the Heterogeneous Setup
In this case, we consider the following oracle mappings. For all i € [n], we define

O; : Rsgx R? x (Rsg x R x {0,1}) = (Rso x R? x {0,1}) xR?
>0 X R X (R> >

point

time input state output state
((t,z,1), 0), sq=0,
such that O;(t,z, (St 8z, 8¢)) = < ((5¢, 82, 1), 0), sq=1,t<s +h; (1)

((05070)7 Vfl(sl7§))7 Sq = 17t Z St + hia

where £ ~ D. Unlike (27), the mapping (51) returns V f;(s; £).

Theorem 20. Consider Protocol 8 with the mappings (51). We take any h; > 0 and 7,_,; > 0 for
all i, j € [n] such that 7,—; < Tiy + Tr—j forall i, k,j € [n]. We fix L, A, e, 0% > 0 that satisfy

the inequality € < c¢1LA. For any algorithm A € A, there exists a function f = % Sory fi, which
satisfy Assumptions 1, 2 and f(0) — f* < A, and stochastic gradient mappings V f;(+; ), which
satisfy Assumption 3 (E¢[V fi(z;€)] = V fi(z) and E¢[|V fi(x;€) — V fi(z)||*] < o?), such that

B, dnf va(xf)HQ] > e, where S, = {k € No [t* < t},

kGSt,ie[n]
LA 1 &
tzczxgmax{max Tlﬁj,ngaxhl,— (n E_ )}

i,j€[n]

The quantities ¢, and co are universal constants. The sequences x* and t* are defined in Protocol 8.
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Proof. The last two terms in the max follow from Theorem A.2 by Tyurin and Richtarik (2023), who
considered the same setup but with 7,_,; = 0 for all 4, j € [n]. It is left to prove the first term. Let us
fix A > 0. Let us take any pair (4, j) of workers such that max; ;e 7i—; = 7;_,;. Next, we split the
blocks of the function Frr(z) from (33) and define two new functions:

Fri(z) = —U(1)®(z) + > (W (—z; 1)®(—z;) — U(zi1)®(2;)], (52)
i€{2,...,T},i| 2=1

’L

and

Fro(z) = > [U(—2i_1)D (=) — U(xi_1)P(2;)] .

i€{2,...,T},i| 2=0

We consider the following functions f; :

nL\? T =
€1>\2FT!1 (X) y = 3’
fi(z) = nﬁ/\ Fro (%), i= J, B
0, i#£iand i # j
Then, we get
1 & 1 /nL\? T nL\? T L)\? T
=— i(x) = — F - —F ~))=—Fr(~).
f(@) n;f(x) n( I, <>\) T (A)) I T(,\)
Let us show that the function f is L-smooth:
Vi@ - Vil =2 |V (5) - VEr (2)] < Llle -l
Let us take
| AL
| LA2A0 |
then
LX\? LX2AOT
0) — inf = Fr(0)— inf F < — <A
f(0) — inf f(x) = I = Fr(0) = inf Pr(z)) < T

We showed that the function f satisfy Assumptions 1,2 and f(0) — f* < A.

In the oracles O;, we simply take the non-stochastic mappings V f;(x; £) := V f;(z) that are unbiased
and 0-variance-bounded.

We take

to ensure that
L2A2 L2)\2
IVf(@)|* = va()H =

for all # € RT such that prog(x) < T In the last inequality, we use Lemma 1. Thus

AL
N \‘116 AOJ '
Only workers i and j contain the information about the function f. The function f is a zero-chain
function, and we split it between workers 7 and j. Due to this splitting, workers 7 and j have to
communicate to find the next non-zero coordinate. Only worker i can get a non-zero value in the
first coordinate through the gradient of F’r ;. Next, this worker can not get a non-zero value in the
second coordinate due to the construction of (52). Thus, it has to pass a vector with a non-zero value
in the first coordinate to worker j because only this worker can get a non-zero value in the second
coordinate. This communication takes at least 7;_,; seconds. Using the same reasoning, worker j has
to send a vector to worker 7 once worker j has discovered a non-zero value in the second coordinate.
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An algorithm has to repeat such communications at least T times to find a vector z € R” such
that prog(z) = T.

Thus, we get

ety V760N > <

T-1 max; jeln] Ti—j AL
t= 1 - : —1).
7747( 2 > 2 1120

G Proof of the Time Complexity for Homogeneous Case

for

Theorem 4. Let Assumptions 1, 2, and 3 hold. We take v = 1/2L, batch size S = max{[*°/=] , 1},
any pivot worker J* € [n], and any spanning trees st and sty in Algorithm 2. For all K > 16LA /e,

wegetK k 0 [HVf HQ} <e

k k+1 k Yk k

Proof. Algorithm 2 produces the sequence z” such as x =z — Fg" =" — vg", where

"= qikgk By the design of the algorithm,

Zw k&),

where the &; are independent random samples and s* > S. We do not dismiss the possibility that the
computation and communication times are random, so s* can be random. Assume V), is a o-algebra
generated by all computation and communication times and ¢°, ..., g*~!, then s* is V—measurable.
Using the independence and Assumption 3, we have

—~

E (5G] =E |E ZVf b6 V|| 66| = kZE V&) V] |G | = V")

and

E (|7 - V@) o]

2

—E |E kZVf 56) = VIR | V|| G

=E 2ZE[HVf Rg) — xk)HQ‘Vk} G

2
g
<E|Z

where Gy, is a o-algebra generated by g°, ..., g*~'. We can use a well-known SGD result (Ghadimi
and Lan, 2013; Khaled and Richtarik, 2022). Using Theorem 21, for the stepsize

me 1, =5
7= 2L o2 [

K—

Z “Vf }Sf—:,

k=0

we have
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if
S8AL n SALc?
€ e2§
Using the choice of .S, we get that Algorithm 2 converges after
16AL

K >

K >

steps with

O

Theorem S. Consider the assumptions and the parameters from Theorem 4. For any pivot worker
j* € [n] and spanning trees st and sty, Algorithm 2 converges after at most

O (L2847 (7%/e, (il [ims e + 1o ilicy)) (10)
seconds, where [i;_ j« (=) is an upper bound on the times required to send a vector from worker

1 to worker §* (from worker j* to worker i) along the spanning tree st (spanning tree sty.).

Proof. Due to Theorem 4, we know that Algorithm 3 finds an e—stationary point after at most
K=0 (%) iterations. It is left to bound the time of one iteration to prove the theorem.

For all j € [n], we define 7;. as a permutation that sorts {max{p;—; + tj—i, hi } }7; as

ma‘X{Mﬂj,1—>j + Hj—mj1s hﬂ'j,1} <---< max{uﬂ'j,n—ﬁ + /'l/j_)‘frj,rL?hTrj,n}'

Let us define the index

-1
k* = arg min max § max{ftr . , i + i o 3 S g o

ke[n] i—1 v

and the set
A* = {Tl'j*ﬂ' S [Tl] |Z < k*}

that represents a set of the “fastest” workers that can potentially contribute to an optimization process.
We take

-1

T i*

K
_ 1
t:=2max § max{fir . . sje + Hj*smpe s Rrpu o 1S ( E W )

i=1 "%
) I (53)
. 1
- 21?611[7111] max max{uﬂj*=’“_>j* +Mj*_”r.7‘*,k’h7"j*'k}7s ; hﬂ‘j*j
In the following steps of the proof we show that every iteration takes at most
t + t + t =3t
~— ~~ ~—

(Step 1): Calculate enough stochastic gradients  (Step 2): Send stochastic gradients to Process j*  (Step 3): Broadcast a new point
seconds.

(Step 1): Since it takes at most h; seconds to calculate a stochastic gradient in worker ¢, all workers
from the set A* will calculate at least

=Sl o

icAx LT i=1 i

stochastic gradients after ¢ seconds at the point z*. We have

t > 2max{fin;. o oje + e osmje s e e b = 2max{pir . e + By ompe e b (55)
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for all ¢ < k* by the definition of the permutations . .. Therefore,
t> Qh,wﬂ/
for all ¢ < k*. Thus, using (54) and || > § forall z > 1, we get

7 Koo e
> {hJ 222%“ z 5

1EA*

Therefore, after  seconds the algorithm will calculate at least S stochastic gradients at the point z*
using the workers A*.

(Step 2): By the design of Algorithm 4, once a stochastic gradient V f(x*; £) is calculated, it is added
to gz next- Lhen, gz et is assigned to g¥ gend which is sent to Process nextg ;. (i). Finally, Process

nextg ;- (i) receives ghsend and adds it to g(rlex Thus, the stochastic gradient V f (z*; ) is

= (1)) ,next”
. k . .
presented in the sum of Ilnextey 1 (1)) mext of Process nextg; ;. (i). At some point, Process 0 in worker

j* will receive a vector g*,,, where the stochastic gradient V f(x*; £) is presented.

Let us bound the time requrred to transmit a stochastic gradient to Process 0 of worker j*. Once
a stochastic gradient V f(x*; €) is calculated in Process i from A*, it is added to a vector g* next 11
Process . It will take at most 2p; _, pex:.; 5+ (3) seconds to transmit it to Process nextst g* . (%) because
it takes at most p; pext., S+ (3) seconds to wait for the transmission of a message g%, , where the
stochastic gradient Vix k.g ) is not presented, and an additional Pi—snextsy (i) seconds to send
the next gZ «ena Where it will present. After that, Process nextg; ;. (i) will receive gf;send, where the
nextz; (i) next” Then, it will

« (i) —mext(nexty« (1)) seconds to send a vector, where the stochastic gradient

st J*
stochastic gradient V f(z*; ) presents, and add the vector gZ send 1O g(

take at most 2pnext57 J

V f(x*; ) presents, to Process next(next 7.5 (1 )) and so forth. In total, after a finite number of such
steps a stochastic gradient calculated in Process 1 will be transmltted to Process 0 of worker j*. From
Definition 3 of nextz ;., we can conclude that the vector V f (x*; €) will be transmitted through the

path between workers ¢ and j* in the spanning tree s¢. Thus, it will take at most 2/4;_, j« seconds by
the definition of z1;_, ;~.
Using (55) and the definition of A*, we have

£ 2> 2max{fir o sjr Mgy s R b 2> 2max{ e + e, i} > 2055+ (56)
forall: € A_*. Therefore, it will take at most ¢ seconds to calculate at least S stochastic gradients,
and at most ¢ seconds to send all these stochastic gradients to Process 0.
(Step 3): It is left to estimate the time of the broadcast steps (Lines 7-9 in Algorithm 4) through the
spanning tree sty.. By the definition of p;-_,;, the time required to broadcast x* to Process i through
the spanning tree sty is less or equal to 2/1;+_,; since, in all edges from j* to i, workers wait at most
p.—. seconds while edges are blocked by previous communications, and additional p._,. seconds to
send z* to next workers. Using (55) and the definition of A*, we have

t > 2max{fir . sjr F Hgr e s P e b 2> 2max{ iy e + e iy hi} > 2050 i

Thus, every worker from A* will get 2* after ¢ seconds. By combining all times, we can conclude
that every iteration in Algorithm 3 will take at most ¢ 4+ ¢ 4+ ¢ = 3¢ seconds.

It left to show that
—1

t_: O max max{ﬂﬁj* P + /*Lj =T k*)hﬂ"}* k* < h ) . (57)

If S > 1, then S = max{[c*/c] ,1} = [¢*/e] < 20°/c, so it s true. Otherwise, if S < 1, then
—1

t Qmax max{uﬂ'7x kx—J* +/'[/_] Tk k) 7I'J* k* ( h, )

< 2max {max{fin . . —je + s smpe s Rrpe o by B 0}

=2 max{ﬂﬂj*yk* —J* + Mj*—)‘n'j*)k* ) hﬂ']‘*,k* }
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and (57) holds. Notice that the r.h.s. of (57) equals to O (t*(7°/e, [hi]l_y, [imsj* + 1+ —ilT1)) »
where t* is the equilibrium time defined in Definition 2.

Theorem 6. Consider the assumptions and the parameters from Theorem 4. In each iteration k
of Algorithm 3, the computation times of worker i are bounded by hk Let us fix any pivot worker
j* € [n] and any spanning trees st and sty.. Then Algorithm 2 converges after at most

LA/e| ;% n i
(Zrm /ey (7%/e, [hF]P_y, [,uf_”»* +/~L.’;*—>i]i:1)) (13)

seconds, where ¥ e ( u;i _,;) is an upper bound on times required to send a vector from worker i to

worker j* (from worker j* to worker i) along the spanning tree st (spanning tree sty.) in iteration k
of Algorithm 3.

Proof. The proof is almost the same as in Theorem 5. If we fix a pivot worker j*, then the k
iteration will finish after at most

cxt* (02/57 [hi?]?:lv [:u'i?ﬁj* + M?*Hi]?:l)

seconds, where c is a universal constant. According to Theorem 4, the number of iterations is at most
[%] . Therefore, the total required time is at most

"lﬁLA—I
cX Z /67 hk z 17[Mz~>]* +:u’j —)1]1 1)

H Proof of the Time Complexity for Heterogeneous Case

Theorem 8. Let Assumptions | and 2 hold for the function f and Assumption 3 holds for the functions
fiforalli € [n]. We take v = 1/2L, the parameter S = max{[2°/<| ,n}, any pivot worker j* € [n],
and any spanning trees st and sty., in Algorithm 5. For all iterations number K > 16LA /e, we get

* kO {va HZ}SE

Proof. Algorithm 5 produces the sequence z* such that

n

1 1
ka:aﬁk—’ygk:CEk—’Y(”Z kglk> b — Z ZVfZ 2 &5) |
— 74]1

i17f

where the &;; are independent random samples. Using the independence and Assumption 3, we have

E [¢"| Gx] = Vf(«*) and

E[|lg" - Vb igk}

—E|lly LS e SE) — S VA (Gl (58)
1=1

71‘71

where Gy, is a o-algebra generated by ¢°,...,¢" . We do not dismiss the possibility that the
computation and communication times are random, so s¥ can be random. Assume V), is a o-algebra
generated by all computation and communication times and ¢°, ..., g1, then s¥ is Vy—measurable
for all ¢ € [n]. Using the independence of stochastic gradients and the times and the tower property,
we get
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2
(59)

(xk)HQ‘ gk}
Vi | | Gk

LS Vi) - Zsz
2

=E|E
n “ -

i=1 t j=1
V™| | V|| Gk

i k
n S;
1 1 &
== E|E { D Viilahi &) -
i=1 i =1
n . S’-g n
1 1 . o? 1
= 2B | 2B [V fia*i6) = V5N 0] | 66| < HE| Y |G- 0
i=1 j=1 i=1
Algorithm 6 waits for the moment when s” > %, which is equivalent to
2
n
biv < —. 61
it S g (61)
The value b;- is calculated in Line 20 of Algorithm 7. Due to the asynchronous nature of the
algorithm, we can only conclude that
1
b > > bip+ — (62)
57,
pE[n]nexts ;x (p)=j J
Using Line 15 from

because s”. can be increased by the time when Process 0 will receive b
(63)

k
Algorlthmj7, we can unroll the recursion in (62) and get
"1
@*E?E:‘Z'

i1
Let us substitute this inequality to (61) and (60) and get
2
g
B [l - vrehI| o] < -

As in Theorem 4, we can use the classical SGD result. Using Theorem 21, for the stepsize
es
{15 ? } )

— 1 3
V=g min

we have
1 K—1
E [ Vf(x } e
k=0
if
SAL 8ALo?
K >
- ¢ + €28
Using the choice of .S, we get that Algorithm 5 converges after
K> 16AL
€
steps with
1 1 eS 1
= — min — —
LY 2N Y
122693
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Theorem 9. Consider the assumptions and the parameters from Theorem 8. For any pivot worker
j* € [n] and any spanning trees st and sty., Algorithm 5 converges after at most

LA
© <6max {f?ea[)ﬁ]mﬂ’nel[ 1" ne <n Zh > })

seconds, where ¥ e ( Mf* _,;) is an upper bound on times required to send a vector from worker i to
worker j* (from worker j* to worker i) along the spanning tree st (spanning tree sty ) for all i € [n].

Proof. Due to Theorem 8, the algorithm converges after K = © (LA/¢) iterations. Thus, it left to
bound the time of one iteration. At the beginning of every iteration Process 0 broadcasts z* Wthh
takes at most max; jc[n) 4i—; seconds. Then, Algorithm 6 waits for the moment when s* > S

which is equivalent to g > bj«. Thus, Algorithm 6 waits for the moment when “&- > bj-. We w111
return to this fact later.

Let us consider the term
S n
- Z

where s¥ is the number of stochastic gradients calculated in worker 4. Let us fix any time £ > 0. Then,

swb—u

worker ¢ will calculate at least L%J stochastic gradients by the time ¢. Using this, we get

Let us take

Then, since |2| > £ forall z > 1, we get L%J > L and

and

IN

"1 n?

IS ©
&

= 5 S

after at most ¢ seconds.

Recall that Algorithm 6 walts for the moment when ‘& > bj~. Note that by the time when Process 0 re-
ceives bj-, the counter s¥ can be the same or mcreased thus, b;~ captures potentially outdated informa-
tion about s . We know that (64) holds after at most ¢ seconds. In Line 20 of Algorithm 7, Processes re-
cursively collect <% to bj«. Such a procedure will take at most 2 max; e, fli—j+ < 2MaX; je[n] Hi—j

seconds. Thus, the value b;- will be less or equal %2 after at most ¢ + 2 max; jc[n] Mi—; S€conds.
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The all reduce operation in (8) will take at most max; je[n pti—; seconds. Thus, the total time of one
iteration can be bounded by

max fi—; +(t+2 max fi;—,;) + max fi;,;

i,5€[n] i,5€([n] i,5€[n]
N——— N———
broadcast all reduce

S 1 n
=0 | max p;—; +maxh; + — | — h;
i,j€[n] i€[n] nA\n—
0 st 2 (1500
= max_ (i; ma; — | = i .
JE[)T(L]M —J ze[vf]{ ne \ n 4

seconds. O

I Classical SGD Theory

We reprove the classical SGD result (Ghadimi and Lan, 2013; Khaled and Richtarik, 2022), for
completeness.

Theorem 21. Let Assumptions I and 2 hold. We consider the SGD method:

ahtl = 2k — yg(at),

where

1 . €
v = ﬁmm{l’ﬁ}

Forall k > 0, the vector g(x) is a random vector such that E [ g(z*)| G| = V f(2¥),

E[[lg@*) - V1 @H|| 6] < o* (65)
where Gy, is a o-algebra generated by g(z°), ..., g(x*~1). Then
1 K-1
[|IVf I <
k=0
for
2
s 3L BaL?
€ €

Proof. From Assumption 1, we have

f(xkﬂ) < f(xk) + <vf(mk)’xk+1 _ xk> 4 g ka+1 _ ka2

k k k Ly? Ey||2
= f(@") =y (Vf(z"),g9(=")) + - lg(=")]|”.
We denote G* as a sigma-algebra generated by g(2°),. .., g(z¥~1). Using unbiasedness and (65),

we obtain

E[f(z"*)|6"] < f(a*) - (1—)||Vf NP+ 2k o) - v | o]

<76 - (1= 2 posh) + L5

Since v < 1/, we get

L70
2

E[f(")] 6] < f@a*) = 2|V 58 +
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We subtract f* and take the full expectation to obtain

B[/ - 1] <E[f(") - 1] - 18 [Vt 7] + 22T

Next, we sum the inequality for k& € {0,..., K — 1}:

2
E[f@5) — 1] < 1)~ /= 3 TE [|vseh|f] + 227
k=0
K—-1
—_ Y kN (12 KL’}/QO‘
=a-3 SE[IVsah)] !

The choice of v and K ensures that
K—1

E[[vs@h)] <.

k=0

Theorem 22. Let Assumptions 4 and 5 hold. We consider the SGD method:

" = 2b — yg(2h),

where
€

M2 + o2
For all k > 0, the vector g(x) is a random vector such that E [ g(z*)| Gi] € 0f (%)

E [[lga") — B [9")| Ge] ] 6] < 0*

"}/:

where Gy, is a o-algebra generated by g(x°), ..., g(z*~1). Then

1K_1 k *
fle Do) - 1) <e (66)

for

Proof. We denote G* as a sigma-algebra generated by g(z), ..., g(z*~1). Using the convexity, for
all z € R?, we have

f(@) > f(@*) + (B [g(2")| G%] ,x — a*) = f(a*) + E[(g(z¥), 2 — 2*)| G*] .

Note that
(9(a*), @ — a*) = (g(a*), 21 — 2k) + (g(a*), @ — b 1)
=—7Hg(33k)|‘2+%<xk—$k+1,$—$k+1>
PN TE A TN R ' 1T S T I - B S TR e
@+ o ok = a4 oL o= a1 = Lo

1 2 1 12
—2 lgta)|” o lr == = 5 lle =¥
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and
E [|lo)|*|6"] = E [ la*) ~ E [9(a)] 6"]|°| 6*] + || [9a")| "]|* < o* + a2
Therefore, we get
fa") < f(@) + E[(g(z"), 2" — z)| G¥]
2 1 2 1 m
= 1)+ 22 [JoGI| ] + 5 lle— o7 = - [l - 25| 0
1 2 1 2
< fw)+ 2 (M2 +0%) tglle =t~ 5B [[lo = 2*+1]| 0] -

By taking the full expectation and summing the last inequality for ¢ from 0 to K — 1, we obtain

=, Ky, o, o, L g2 1 k|2
E| Y fh)| <Kf@)+ =5 (M +0%) + 5 lle =2’ ME[Hw ]
k=0

K~
2

Let divide the last inequality by K, take x = z*, and use the convexity:

B (L3 o) | - sy < 20202 4 L o —a?
K =~ -2 297K '

The choices of 7 and K ensure that (66) holds. O]

< Kf@@) + 2 (a2 4 0?) + % |z — 2°.

J Experiments

We now consider Fragile SGD with Minibatch SGD on quadratic optimization tasks with stochastic
gradients. The working environment was emulated in Python 3.8 with one Intel(R) Xeon(R) Gold
6248 CPU @ 2.50GHz. The homogeneous optimization problem (1) is constructed in the following

way. We take
flz) = %xTAx —b'z VYreRY,
d = 1000,
2 -1 0 .
A:i -1 e R™ and b:i ? € R
0 -1 ;1 0

Let us define [z]; as the jM index of a vector x € R®. All n workers calculate the stochastic gradients

V(0] = V@), (1 110 > prog(e)] (f) - 1)) Vo € R Vi € [n],

where ¢ ~ Bernouilli(p), p € (0, 1]. In our experiments, we take p = 0.001 and the starting point
2% = [/d,0,...,0]". We emulate our setup by considering that the i worker requires h; = 1
second to calculate a stochastic gradient. And we assume that the workers have the structure of 2D-
Mesh (see Figure 4a) and take p;,; = p € {0.1,1,10} seconds for all edges that connect workers in
2D-Mesh. We take n = 100. In all methods we fine-tune step sizes from the set {2 |i € [—20, 20]}.
In Fragile SGD, we fine-tune the batch size S from the set {10, 20, 40, 80, 120}.

The results are presented in Figures 5, 6, and 7. The plots are fully consisted with Table 1. One can
see that when the communication is fast (Fig. 5), there is no big difference between the methods
because both Fragile SGD and Minibatch SGD use all workers in the optimization steps. However,
when we start decreasing the communication speed, we observe that Fragile SGD converges faster.
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We looked deeper into the optimization processes of Fragile SGD in Figure 7 and observed that only
13 of 100 workers contribute to the optimization process for the batch size S = 120. Other workers
are too far away from the pivot worker, and their contributions can only slow down optimization.

=¥— Fragile SGD: Batch Size: 40 Step size: 2.0
—#— Fragile SGD: Batch Size: 80 Step size: 2.0
=<~ Fragile SGD: Batch Size: 120 Step size: 2.0
=$— Minibatch SGD: Step size: 2.0
— == Minibatch SGD: Step size: 0.5
* 1072 —e— Minibatch SGD: Step size: 0.125
=
|
—
Bl
=
L
1073

0 20000 40000 60000 80000 100000
times (seconds)

Figure 5: The communication time p = 0.1 seconds (Fast communication)

=¥— Fragile SGD: Batch Size: 40 Step size: 2.0
—&— Fragile SGD: Batch Size: 80 Step size: 2.0
=<4~ Fragile SGD: Batch Size: 40 Step size: 1.0
=p— Minibatch SGD: Step size: 2.0
— == Minibatch SGD: Step size: 1.0
* 1072 —e— Minibatch SGD: Step size: 0.5
=
|
—
-~
=
L
1073 v
0 20000 40000 60000 80000 100000

times (seconds)

Figure 6: The communication time p = 1 seconds (Medium speed communication)

| L}
=¥— Fragile SGD: Batch Size: 120 Step size: 2.0
== Fragile SGD: Batch Size: 80 Step size: 2.0
=4~ Fragile SGD: Batch Size: 200 Step size: 2.0
=»— Minibatch SGD: Step size: 2.0
== Minibatch SGD: Step size: 1.0
-

—_
*>< 1072 Minibatch SGD: Step size: 0.5
= N
= W
|

o

e

=

10-3

0 20000 40000 60000 80000 100000
times (seconds)

Figure 7: The communication time p = 10 seconds (Slow communication)
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J.1 Experiments with Logistic Regression: Fast vs Slow Communication

We now repeat the previous experiments but with logistic regression on MNIST dataset (LeCun et al.,
2010) with 100 workers. We consider two regimes: fast and slow communication between workers.
One can see that when the communication is fast, the gap between the methods is small, which is
expected and compliant with the theory. However, Fragile SGD is much faster and has better test
accuracy when the communication is slow.

0.950
3x107
=¥~ Fragile SGD: Batch Size: 160 Step size: 1.0
& Fragile SGD: Batch Size: 120 Step size: 1.0 0.945
2.8x1071 —4~ Fragile SGD: Batch Size: 100 Step size: 1.0 —_
) =»— Minibatch SGD: Step size: 1.0 b
— B Minibatch SGD: Step size: 0.5 @ 0.940
* = —@— Minibatch SGD: Step size: 0.25 t
X26%10 g
30.935,
I ©
s o
32_4 %101 3 0.930 =¥ Fragile SGD: Batch Size: 160 Step size: 1.0
= O —a— Fragile SGD: Batch Size: 120 Step size: 1.0
<< —4~ Fragile SGD: Batch Size: 100 Step size: 1.0
0.925] ol —»— Minibatch SGD: Step size: 1.0
2.2x107Y ~B- Minibatch SGD: Step size: 0.5
—&— Minibatch SGD: Step size: 0.25
050000 100000 150000 200000 250000 300000 350000 40000 0.920—5 50000 100000 150000 200000 250000 300000 350000 400000
times (seconds times (seconds)

Figure 8: The communication time p = 0.1 seconds (Fast communication)

0.940
3x107%
—¥— Fragile SGD: Batch Size: 120 Step size: 1.0
—A— Fragile SGD: Batch Size: 160 Step size: 1.0 0.935
2.8%107) — Fragile SGD: Batch Size: 100 Step size: 1.0 —
—»— Minibatch SGD: Step size: 1.0 b
—_ =@~ Minibatch SGD: Step size: 2.0 @ 0.930
* —e— Winibatch SGD: Step size: 0.5 E
X2.6x107 — -
= 00.925)
| ©
-y o
32.4%x1071 3 0.920) —¥- Fragile SGD: Batch Size: 120 Step size: 1.0
= Q —#— Fragile SGD: Batch Size: 160 Step size: 1.0
< —¢ Fragile SGD: Batch Size: 100 Step size: 1.0
0.915 =p— Minibatch SGD: Step size: 1.0
22x1071 -8 Minibatch SGD: Step size: 2.0
—e— Minibatch SGD: Step size: 0.5
00 02 04 5 08 0 09107575 02 04 06 08 10
times (seconds) le6 times (seconds) le6

Figure 9: The communication time p = 10 seconds (Slow communication)

J.2 Experiments with ResNet-18

We test algorithms on an image recognition task, CIFARI0 (Krizhevsky et al., 2009), with the ResNet-
18 (He et al., 2016) deep neural network (the number of parameters d ~ 107). We use the torus
structure and 9 workers. We run all methods with the step sizes {0.025, 0.25, 2.5}. Our findings from
the low-scale experiments are also evident in the large-scale experiments. Fragile SGD converges
faster than Minibatch SGD in terms of function values. When we compare accuracies on the test split
of MNIST, the superiority of Fragile SGD is even more transparent.

10° 0.95
=¥~ Fragile SGD: Step size: 0.25
=& Fragile SGD: Step size: 0.025
—4~ Fragile SGD: Step size: 2.5 0.90
=p— Minibatch SGD: Step size: 0.25 :—T -
—_ 1] ~l— Minibatch SGD: Step size: 0.025 [7]
. 10 —&— Minibatch SGD: Step size: 2.5 @ 0.85
= >
| %}
& 0.0
510’7 a : —¥— Fragile SGD: Step size: 0.25
= Q =~ Fragile SGD: Step size: 0.025
< —< Fragile SGD: Step size: 2.5
075 —— winibatch SGD: Step size: 0.25
= Minibatch SGD: Step size: 0.025
—@— Minibatch SGD: Step size: 2.5
3
1075 5000 10000 5000 20000 25000 30000 07! 5000 T0000 5000 20000 25000 30000

times (seconds) times (seconds)

Figure 10: ResNet-18 on CIFARI0 dataset with 9 workers and the torus structure with the communi-
cation time p = 1 seconds (Medium communication)
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are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 5.3
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Sectionl.1, and the appendix

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section J

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

https://doi.org/10.52202/079017-3898 122701



Answer: [Yes]
Justification: The code in the supplementary materials.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section J
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide the top 3 best plots for each algorithm to reduce randomness
factors in Section J.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Section J
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have read the code of ethics, and our paper does not violate it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We consider a mathematical problem for machine learning.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We consider a mathematical problem for machine learning.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code and documentation in the supplementary materials.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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