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Abstract

We investigate the convergence rates and data sample sizes required for training
a machine learning model using a stochastic gradient descent (SGD) algorithm,
where data points are sampled based on either their loss value or uncertainty
value. These training methods are particularly relevant for active learning and
data subset selection problems. For SGD with a constant step size update, we
present convergence results for linear classifiers and linearly separable datasets
using squared hinge loss and similar training loss functions. Additionally, we
extend our analysis to more general classifiers and datasets, considering a wide
range of loss-based sampling strategies and smooth convex training loss functions.
We propose a novel algorithm called Adaptive-Weight Sampling (AWS) that utilizes
SGD with an adaptive step size that achieves stochastic Polyak’s step size in
expectation. We establish convergence rate results for AWS for smooth convex
training loss functions. Our numerical experiments demonstrate the efficiency of
AWS on various datasets by using either exact or estimated loss values.

1 Introduction

In practice, when training machine learning models for prediction tasks (classification or regression),
one often has access to an abundance of unlabeled data, while obtaining the corresponding labels may
entail high costs. This may especially be the case in fields like computer vision, natural language
processing, and speech recognition. Active learning algorithms are designed to efficiently learn a
prediction model by employing a label acquisition, with the goal of minimizing the number of labels
used to train an accurate prediction model.

Various label acquisition strategies have been proposed, each aiming to select informative points for
the underlying model training task; including query-by-committee [[Seung et al., [1992]], expected
model change [Settles et al.,2007], expected error reduction [Roy and McCallum) 2001]], expected
variance reduction [Wang et al.,|2016]], and mutual information maximization [Kirsch et al., 2019,
Kirsch and Gall, 2022].

A common label acquisition strategy involves estimating uncertainty, which can be viewed as
self-disagreement about predictions made by a given model. Algorithms using an uncertainty
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acquisition strategy are referred to as uncertainty-based active learning algorithms. Different variants
of uncertainty strategies include margin of confidence, least confidence, and entropy-based sampling
[Nguyen et al.,[2022]. Recently, a loss-based active learning approach gained attention in research Yoo
and Kweon|[2019], Lahlou et al.|[2022], Nguyen et al.|[2021]], [Luo et al.|[2021]], and is now applied
at scale in industry, such as for training integrity violation classifiers at Meta. This method involves
selecting points for which there is a disagreement between the predicted label and the true label, as
measured by a loss function. Since the true loss of a data point is unknown prior to the acquisition
of the label, in practice, it is estimated using supervised learning. Loss-based sampling aligns
with the spirit of the perceptron algorithm [Rosenblatt, [ 1958|], which updates the model only for
falsely-classified points.

Convergence guarantees for some uncertainty-based active learning algorithms have recently been
established, such as for margin of confidence sampling [Raj and Bach| [2022]]. By contrast, there are
only limited results on the convergence properties of loss-based active learning algorithms, as these
only recently been started to be studied, e.g., Liu and Li| [2023]].

The primary focus of this paper is to establish convergence guarantees for stochastic gradient
descent (SGD) algorithms where points are sampled based on their loss. Our work provides new
results on conditions that ensure certain convergence rates and bounds on the expected sample size,
accommodating various data sampling strategies. Our theoretical results are under assumption that
the active learner has access to an oracle that provides unbiased estimate of the conditional expected
loss for a point, given the feature vector of the point and the current prediction model. In practice,
the loss cannot be evaluated at acquisition time since labels are yet unknown. Instead, a separate
prediction model is used for loss estimation. In our experiments, we assess the impact of the bias and
noise in such a loss estimator. Our convergence rate analysis accommodates also uncertainty-based
data selection, for which we provide new results.

Uncertainty and loss-based acquisition strategies are also of interest for the data subset selection
problem, often referred to as core-set selection or data pruning. This problem involves finding a small
subset of training data such that the predictive performance of a classifier trained on it is close to
that of a classifier trained on the full training data. Recent studies have explored this problem in the
context of training neural networks, as seen in works like Toneva et al.| [2019]],|Coleman et al.|[2020],
Paul et al.|[2021]], Sorscher et al.|[2022]],[Mindermann et al.| [2022]. In such scenarios, the oracle can
evaluate an underlying loss function exactly, avoiding the need for using a loss estimator.

There is a large body of work on convergence of SGD algorithms, e.g. see Bubeck| [2015] and
Nesterov|[2018]]. These results are established for SGD algorithms under either constant, diminishing
or adaptive step sizes. Recently, Loizou et al.|[2021]], studied SGD with the stochastic Polyak’s step
size, depending on the ratio of the loss and the squared gradient of the loss of a point. Our work
proposes an adaptive-window sampling algorithm and provides its convergence analysis, with the
algorithm defined as SGD with a sampling of points and an adaptive step size update that conform to
the stochastic Polyak’s step size in expectation. This is unlike to the adaptive step size SGD algorithm
by |Loizou et al.{[2021]] which does not use sampling.

1.1 Summary of our Contributions

Our contributions can be summarizes as given in the following points:

o For SGD with a constant step size, we present conditions under which a non-asymptotic convergence
rate of order O(1/n) holds, where n represents the number of iterations of the algorithm, i.e., the
number of unlabeled points presented to the algorithm. These conditions enable us to establish
convergence rate results for loss-based sampling in the case of linear classifiers and linearly separable
datasets, with the loss function taking on various forms such as the squared hinge loss function,
generalized hinge loss function, or satisfying other specified conditions. Our results provide bounds
for both expected loss and the number of sampled points, encompassing different loss-based strategies.
These results are established by using a convergence rate lemma that may be of independent interest.

e For SGD with a constant step size, we provide new convergence rate results for more general classi-
fiers and datasets, with sampling of points according to an increasing function 7 of the conditional
expected loss of a point. In this case, we present conditions for smooth convex training loss functions
under which a non-asymptotic convergence rate of order O(II~(1/y/n)) holds, where II is the
primitive function of 7. These results are established by leveraging the fact that the algorithm behaves
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akin to a SGD algorithm with an underlying objective function, as referred to as an equivalent loss in
Liu and Li [2023]], allowing us to apply known convergence rate results for SGD algorithms.

o We propose Adaptive-Weight Sampling (AWS), a novel learning algorithm that combines a sampling-
based acquisition strategy with an adaptive step-size SGD update, achieving the stochastic Polyak’s
step size update in expectation, which can be used with any differentiable loss function. We establish
a condition under which a non-asymptotic convergence rate of order O(1/n) holds for AWS with
smooth convex loss functions. We present uncertainty and loss-based strategies that satisfy this
condition for binary classification, as well as an uncertainty strategy for multi-class classification.

e We present numerical results that demonstrate the efficiency of AWS on various datasets.

1.2 Related Work

The early proposal of the query-by-committee (QBC) algorithm by [Seung et al.| |{1992] demonstrated
the benefits of active learning, an analysis of which was conducted under the selective sampling
model by [Freund et al.|[1997] and |Gilad-bachrach et al.|[2005]. [Dasgupta et al.|[2009] showed that
the performance of QBC can be efficiently achieved by a modified perceptron algorithm with adaptive
filtering. The efficient and label-optimal learning of halfspaces was studied by |[Yan and Zhang|[2017]]
and, subsequently, by [Shen| [2021]]. Online active learning algorithms, studied under the name of
selective sampling, include works by [Cesa-Bianchi et al., 2006}, 2009, Dekel et al., 2012} |Orabona
and Cesa-Bianchi} 2011} |(Cavallanti et al.l 2011, |Agarwal, [2013]]. For a survey, refer to[Settles| [2012].

Uncertainty sampling has been utilized for classification tasks since as early as [Lewis and Gale|
1994]], and subsequently in many other works, such as [Schohn and Cohnl 2000, Zhu et al.| 2010,
Yang et al 2015, Yang and Loog, [2016| |[Lughofer and Pratamal 2018]. |Mussmann and Liang
[2018]] demonstrated that threshold-based uncertainty sampling on a convex loss can be interpreted
as performing a pre-conditioned stochastic gradient step on the population zero-one loss. However,
none of these works have provided theoretical convergence guarantees.

The convergence of margin of confidence sampling was recently studied by [Raj and Bach| [2022],
who demonstrated linear convergence for linear classifiers and linearly separable datasets, specifically
for the hinge loss function, for a family of selection probability functions and an algorithm that
performs a SGD update with respect to the squared hinge loss function. However, our results for linear
classifiers and linearly separable datasets differ, as our focus lies on loss-based sampling strategies
and providing bounds on the convergence rate of a loss function and the expected number of sampled
points. These results are established using a convergence rate lemma, which may be of independent
interest. It is noteworthy that the convergence rate for uncertainty-based sampling, as in Theorem 3.1
of Raj and Bach! [2022]], can be derived by checking the conditions of the convergence rate lemma.

A loss-based active learning algorithm was proposed by Yoo and Kweon|[2019]], comprising a loss
prediction module and a target prediction model. The algorithm uses the loss prediction module
to compute a loss estimate and prioritizes sampling points with a high estimated loss under the
current prediction model. |Lahlou et al.[[2022] generalize this idea within a framework for uncertainty
prediction. However, neither Yoo and Kweon| [2019] nor [Lahlou et al.[[2022]] provided theoretical
guarantees for convergence rates. Recent analysis of convergence for loss and uncertainty-based
active learning strategies has been presented by [Liu and Li| [2023]]. Specifically, they introduced
the concept of an equivalent loss, demonstrating that a gradient descent algorithm employing point
sampling can be viewed as a SGD algorithm optimizing an equivalent loss function. While they
focused on specific cases like sampling proportional to conditional expected loss, our results allow
for sampling based on any continuous increasing function of expected conditional loss, and provide
explicit convergence rate bounds in terms of the underlying sampling probability function.

In addition, |Loizou et al.| [2021]] introduced a SGD algorithm featuring an adaptive stochastic Polyak’s
step size, which has theoretical convergence guarantees under various assumptions. This algorithm
showcased robust performance in comparison to state-of-the-art optimization methods, especially
when training over-parametrized models. Our work proposes a novel sampling method that employs
stochastic Polyak’s step size in expectation, offering a convergence rate guarantee for smooth convex
loss functions, contingent on a condition related to the sampling probability function. Notably, we
demonstrate the fulfillment of this condition for logistic regression and binary cross-entropy loss
functions, encompassing both a loss-based strategy involving proportional sampling to absolute error
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loss and an uncertainty sampling strategy. Furthermore, we extend this condition to hold for an
uncertainty sampling strategy designed for multi-class classification.

2 Problem Statement

We consider the setting of streaming algorithms where a machine learning model parameter 6
is updated sequentially, upon encountering each data point, with (z1,41),...,(Tn,yn) € X X Y
denoting the sequence of data points with the corresponding labels, assumed to be independent and
identically distributed with distribution D. Specifically, we consider the class of projected SGD
algorithms defined as: given an initial value 6; € ©,

041 = Po, (0r — 2V ol(z4,y1,0;)) , fort > 1 (D

where £ : X x Y x © — R is a training loss function, z; is a stochastic step size with mean
¢(zt, yt, 0) for some function ¢ : X X Y x O —= Ry, O C O, and Peg, is the projection function,
i.e., Po,(u) = argmin,cg, ||u — v||. Unless specified otherwise, we consider the case ©g = O,
which requires no projection. For binary classification tasks, we assume )) = {—1,1}. For every

t >0, we define 6, = (1/t) 30_, 0.

By defining the distribution of the stochastic step size z; in Equation (I)) appropriately, we can
accommodate different active learning and data subset selection algorithms. In the context of active
learning algorithms, at each step ¢, the algorithm observes the value of x; and decides whether or not
to observe the value of the label y;. The value of z; determine whether or not we observe the label ;.
Deciding not to observe the value of the label y, implies the step size z; of value zero (not updating
the machine learning model).

For the choice of the stochastic step size, we consider two cases: (a) Constant-Weight Sampling: a
Bernoulli sampling with a constant step size, and (b) Adaptive-Weight Sampling: a sampling that
achieves stochastic Polyak’s step size in expectation. For case (a), z; is the product of a constant
step size v and a Bernoulli random variable with mean 7(x¢, v, ;). For case (b), {(x,y,0) is
the "stochastic" Polyak’s step size, and z; is equal to {(x¢, yt, 0:)/m (x4, yt, 0¢) with probability
(2, yt, 0¢) and is equal to 0 otherwise. Note that using the notation 7 (z, y, 8) allows for the case
when the sampling probability does not depend on the value of the label y.

For a loss-based sampling, 7 is an increasing function of some loss function ¢*, which does not
necessarily correspond to the training loss function £. Specifically, for a binary classifier with p(x, y, 6)
denoting the expected prediction label, sampling proportional to the absolute error loss is defined
as 7(0*) = wl* where (*(x,y,0) = |y — p(z,y,0)| and w € (0,1/2]. For an uncertainty-based
sampling, 7 is a function of some quantity reflecting the uncertainty of the prediction model.

Our focus is on finding convergence conditions for algorithm (T)) and convergence rates under these
conditions, as well as bounds on the expected number of points sampled by the algorithm.

Additional Assumptions and Notation For binary classification, we say that data is separable if,
for every point (z,y) € X x Y, either y = 1 with probability 1 or y = —1 with probability 1. The
data is linearly separable if there exists §* € © such that y = sgn(x " 0*) for every z € X. Linearly
separable data has a p*-margin if |z 7 6*| > p* for every x € X, for some * € O.

Some of our results are for linear classifiers, where the predicted label of a point z is a function
of 6. For example, a model with a predicted label sgn(x " ) is a linear classifier. For logistic
regression, the predicted label is 1 with probability o(x"6) and —1 otherwise, where o is the
logistic function defined as o(z) = 1/(1 4 e~#). For binary classification, we model the prediction
probability of the positive label as o (z ), where o : Ry — [0, 1] is an increasing function, and
o(—u) + o(u) = 1 for all u € R. The absolute error loss takes value 1 — o (z ") if y = 1 or value
o(x"0)if y = —1, which corresponds to 1 — o(yx " 0). The binary cross-entropy loss for a point
(x,y) under model parameter @ can be written as £(x,y,0) = —log(o(yx"6)). Hence, absolute
error loss-based sampling corresponds to the sampling probability function 7(¢) = 1 — e~*.

For any given (z,y) € X x ), the loss function £(z,y, 0) is considered smooth on ©" C © if
it has a Lipschitz continuous gradient on ©’, i.e., there exists L, , such that ||Vel(z,y,601) —
Vol(z,y,02)|| < Lgyl|6h — 02| for all 61,6, € ©'. For any distribution g over X x Y,
[l(x,y,0)]isE [Ls,y]-smooth.

(z,y)~q (z,y)~q
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3 Convergence Rate Guarantees

In this section, we present conditions on the stochastic step size of algorithm (1)) under which we
can bound the total expected loss and the expected number of samples. For the Constant-Weight
Sampling, we provide conditions that allow us to derive bounds for linear classifiers and linearly
separable datasets and more general cases. For Adaptive-Weight Sampling, we offer a condition that
allows us to establish convergence bounds for both loss and uncertainty-based sampling.

3.1 Constant-Weight Sampling

Linear Classifiers and Linearly Separable Datasets We focus on binary classification and briefly
discuss extension to multi-class classification. We consider the linear classifier with the predicted
label sgn(x T @). With a slight abuse of notation, let £(z,y,6) = ¢(u) and 7(x,y, ) = 7(u) where
u = yx " 0. We assume that the domain X’ is bounded, i.e., there exists R such that ||z|| < R for all
x € X, |01 — 6*|| < S for some S > 0, and that the data is p*-margin linearly separable.

We present convergence rate results for the training loss function corresponding to the squared hinge
loss function, i.e. £(u) = (1/2)max{1l — u,0}?. Our additional results also cover other cases,
including a class of smooth convex loss functions and a generalized smooth hinge loss function,
which are presented in the Appendix.

Theorem 3.1. Assume that p* > 1, the loss function is the squared hinge loss function, and the
sampling probability function 7 is such that for all u < 1, w(u) < $/2 and

(u) > 7 (0(u)) = g (1 - W) )

for some constants 0 < f < 2 and p > \/i/(p* — 1). Then, for any initial value 6, such that
[01 — 0%|| < S and {0;}¢>1 according to algorithm (1)) with v = 1/ R?,

where (x,y) is an independent sample of a labeled data point from D.
Moreover, if the sampling is according to 7*, then the expected number of sampled points satisfies

n

3w (Uyra] at»] < min {;stB\/E, ;Bn} .

t=1

E

Condition (2)) requires that the sampling probability function 7 is lower bounded by an increasing,
concave function 7* of the loss value. This fact, along with the expected loss bound, implies the
asserted bound for the expected number of samples. The expected number of samples is O(y/n)
concerning the number of iterations and is O(1/(p* — 1)) concerning the margin p* — 1.

Theorem [3.1] and our other results for linear classifiers and linearly separable datasets, are established
using a convergence rate lemma, which is presented in Appendix[A.2] along with its proof. This lemma
generalizes the conditions used to establish the convergence rate for an uncertainty-based sampling
algorithm by [Raj and Bach|[2022], with the sampling probability function 7(u) = 1/(1 + p|ul), for
some constant ;¢ > 0. It can be readily shown that Theorem 3.1 in|Raj and Bach|[2022] follows from
our convergence rate lemma with the training loss function corresponding to the squared hinge loss
function and the evaluation loss function (used for convergence rate guarantee) corresponding to the
hinge loss function. Further details on the convergence rate lemma are discussed in Appendix [A.2.1]

The convergence rate conditions for multi-class classification with the set of classes ) are the same
as for binary classification, with u(x,y, 0) := 270, — max,cy\ [y} @' 0,, except for an additional
factor of 2 in one of the conditions (see Lemma[A.T0]in the Appendix). Hence, all the observations
remain valid for the multi-class classification case.
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Table 1: Examples of sampling probability functions.

7(z) 1(x) I (z)
1—e™™ r+e " —1 ~ /2x for small =
. 12 z<1 V2r  x<1/2
2 —_ i
min{z, 1} {m—% z>1 e+l 2>1)2
1 ite < ta @ pTHa b
min{(z/b)*,1},a > 0,b > 0 { ba(1+%)x m;a bT+ (3+a)1+ zTHe g < T
xTr — m Tr - a xT + 1+ub €T Z m
1— e x — o log(1 + px) ~ +/(2/p)z for small z
1-— ﬁ m—%ﬁ—&—‘%log(l—i—uﬁ) ~ (((3/2)/u)x)?’? for small

More General Classifiers and Datasets We consider algorithm () where z, is product of a fixed
step size y and a Bernoulli random variable ¢; with mean 7(z,y, ). Let g = (:Vol(xt, yt, 0:),
which is random vector because (; is a random variable and (¢, y;) is a sampled point. Following
Liu and Li [2023]], we note that the algorithm (T) is an SGD algorithm with respect to an objective
function ¢ with gradient

Vol(0) = E[n(z,y,0)Vol(z,y,0)] (©)
where the expectation is with respect to « and y. This observation allows us to derive convergence
rate results by deploying convergence rate results that are known to hold for SGD under various
assumptions on function ¢, variance of stochastic gradient vector and step size. A function ¢ satisfying
condition (EI) is referred to as an equivalent loss in|Liu and Li| [2023].

Assume that the sampling probability 7 is an increasing function of the conditional expected loss
U(z,0) =E,[¢(x,y,0) | z]. With a slight abuse of notation, we denote this probability as 7({(x, §))
where 7 : Ry — [0, 1] is an increasing and continuous function. Let IT be the primitive of m, i.e.
IT" = 7. We then have ~

i(6) = E[M(¢(2, 0))]. )

If £(z, y,0) is a convex function, for every (x,y) € X x ), then / is a convex function.

This framework for establishing convergence rates allows us to accommodate different sampling
strategies and loss functions. The next lemma allows us to derive convergence rate results for expected
loss with respect to loss function ¢ by applying convergence rate results for expected loss with respect

to loss function ¢ (which, recall, is the equivalent loss function).

Lemma 3.2. Assume that for algorithm with loss-based sampling according to w, for some
Sfunctions f1, ..., fm, we have

% 3 E(et)] < inf7(0) + > filn). Q)

Then, it holds:

We apply Lemma 3.2]to obtain the following result.

Theorem 3.3. Assume that { is a convex function, { is L-smooth, ©q is a convex set, S =
supgeo, |10 — 01l and E[n({(z,0))||Vol(z,y,0)|]*] — |[Vol(0)||> < o%. Then, for algorithm
withy = 1/(L + (o/R)\/n/2),

Note that the bound on the expected loss in Theorem depends on 7 through IT7! and o2.
Specifically, we have a bound depending on 7 only through I1-! by upper bounding o2 with

supgeo, Ell[Vol(z,y,0)|].

E[¢(0,)] <E
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For convergence rates for large values of the number of iterations n, the bound in Theorem
crucially depends on how IT~!(x) behaves for small values of x. In Table we show II and 11~
for several examples of sampling probability function 7. For all examples in the table, I1~!(z) is
sub-linear in x for small z. For instance, for absolute error loss sampling under binary cross-entropy
loss function, 7(z) = 1 — e~%, II~!(z) is approximately \/2z for small z. For this case, we have
the following corollary.

Corollary 3.4. Under assumptions of Theorem sampling probability w(x) = 1 — e~ %, and
n > max { (19—6)2 250727, B—GLSQ} it holds

_ 1 < ~ 1 1
E[0(0,)] <E| =Y £(6;)| <infIT-1(4(8)) + 2°/*\/Sa, 2VLS—.
(6)] < [n;m]_lg (@(0)) +2°/*/Sor 7+ 2VIS
By using a bound on the expected total loss, we can bound the expected total number of sampled
points under certain conditions as follows.

Lemma 3.5. The following bounds hold:
1. Assume that @ is a concave function, then E [} | mw(€(zy,60,))] < 7 (E [L Y1, €(6,)]) n.

2. Assume that 7 is K-Lipschitz or that for some K > 0, n(¢) < min{K¥,1} forall ¢ > 0,
then E [Z;’Zl m(l(x,0:))] < min {KE [Z?:l £0)],n}.

We remark that 7 is a concave function for all examples in Table [T| without any additional conditions,
except for m(£) = min{(¢/b)*, 1} which is concave under assumption 0 < a < 1. We remark also
that for every example in Table except the last one, w(¢) < min{K?, 1} for some K > 0. Hence,
for all examples in Table[T} we have a bound for the expected number of sampled points provided we
have a bound for the expected loss.

3.2 Adaptive-Weight Sampling

In this section we propose the Adaptive-Weight Sampling (AWS) algorithm that combines Bernoulli
sampling and an adaptive SGD update, and provide a convergence rate guarantee. The algorithm
is defined by with the stochastic step size z; being a binary random variable that takes value
¢ := C(xt, yt, 0¢) /m (x4, ys, 0¢) with probability 7(z¢, y, 0) and takes value 0 otherwise, where 7
is some sampling probability function. Here, {(z, y, #) is the expected SGD (1) step size, defined as

C(x,y,@) = ﬂmin {lvp}

U(z,y,0)
whenever ||Vgl(z,y,0)|| > 0and ((x,y,0) = 0 otherwise, for constants 3, p > 0, where
Vol(z,y,0)||?
vla,y.0) 1= 51U L0

Uz, y,0) —infg b(z,y,0)

The expected step size ((x, y, #) corresponds to the stochastic Polyak’s step size used by a gradient
descent algorithm proposed by [Loizou et al., |2021]], which is accommodated as a special case
when 7(z,y,0) = 1 for all z,y,6. AWS introduces a sampling component and re-weighting of
the update to ensure that the step size remains according to the stochastic Polyak’s step size in
expectation. For many loss functions, infy, £(z,y, ) = 0, for every z, y. In these cases, ¥ (z,y, 0) =
[|Vol(x,y,0)||?/¢(z,y,0). For instance, for binary cross-entropy loss function, infg £(z,y,6) =
info/ (—log(o(yxT6"))) = 0, for all z, .

We next show a convergence rate guarantee for AWS.

Theorem 3.6. Assume that { is a convex, L-smooth function, there exists A* such that E[{(x, y, 6*)] —
Elinfy £(z,y,0)] < A*, and the sampling probability function 7 is such that, for some constant
c € (0,1), forall z,y, 0 such that ||Vl(z,y,0)|| > 0,

m(x,y,0) >
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Then, we have
1 pB 1 51
E |- y4 0,) — /¢ 0 < A4 16, — 07—
nZ( (xtvyta t) (xt,ytv t)) = ok + 26/‘@” 1 || n

t=1

where k = fmin{1/(2L), p} and 0} is a minimizer of {(x¢,ys,0") over 6.

The bound on the expected average loss in Theorem[3.6]boils down to A* /c+(L/(cB))||01 —0*||>/n
by taking p = 1/(2L). Notably, under the condition on the sampling probability in Theorem 3.6}
the convergence rate is of order O(1/n). A similar bound is known to hold for SGD with adaptive
stochastic Polyak step size for the finite-sum problem, as seen in Theorem 3.4 of |Loizou et al.|[2021]].
A difference is that Theorem 3.6 allows for sampling of the points.

Loss and Uncertainty-based Sampling for Linear Binary Classifiers We consider linear binary
classifiers, focusing particularly on logistic regression and the binary cross-entropy training loss
function. The following corollaries of Theorem 3.6]hold for sampling proportional to absolute error
loss and an uncertainty-based sampling probability function, respectively.

Corollary 3.7. For sampling proportional to absolute error loss, m(u) = w(1 — o(u)), with
B/(4(1 —¢)L') <w < land p =1/(2L), the bound on the expected loss in Theorem|3.6| holds.

Corollary 3.8. For the uncertainty-based sampling according to

= 76 min 2 1
") =504 {”R H<a>+(1a>|u|’1}

where a € (0,1/2] and H(a) = alog(1l/a) + (1 — a)log(1/(1 — a)), the bound on the expected
loss in Theorem (3.6l holds.

Other Cases For a constant sampling probability function with a value of at least x/(2(1 — ¢)),
condition (6)) holds when xk < 2(1 —¢). When 7(z,y,6) = ((z,y,0)", where n > 0 and pj3 € (0, 1],
condition holds under 3'=" < 2(1 — ¢)(1/(2L))", as shown in Appendix Condition (6)
also holds for an uncertainty-based sampling in multi-class classification, as shown in Appendix[A.15]

4 Numerical Results

In this section we evaluate our AWS algorithm, defined in Section @ In particular, we focus on an
instance of AWS with stochastic Polyak’s expected step size for logistic regression and the loss-based
sampling proportional to absolute error loss, which we refer to as Adaptive-Weight Sampling - Polyak
Absloss (AWS-PA). By, Corollary AWS-PA converges according to Theorem [3.6] Here we
demonstrate convergence on real-world datasets and compare with other algorithms.

The implementation of AWS-PA algorithm along with all the other code run the experimental setup
that is described in this section is available at https://www.github.com/facebookresearch/
AdaptiveWeightSampling.

We use a modified version of the mushroom binary classification dataset [Chang and Lin} 2011]
that was used by |[Loizou et al.|[2021]] for evaluation of their algorithm. This modification uses RBF
kernel features, resulting in a linearly separable dataset for a linear classifier like logistic regression.
Furthermore, we include five datasets that we selected at random from the 44 real-world datasets that
were used in|Yang and Loog|[2018]], a benchmark study of active learning for logistic regression:
MNIST 3 vs 5|LeCun et al.|[1998]], parkinsons |Little et al.|[2007]], splice Noordewier et al.|[1990],
tictactoe |/Ahal[[1991]], and credit|Quinlan| [[1987]]. While these datasets are not necessarily linearly
separable, |Yang and Loog|[2018]] has shown that logistic regression achieves a good quality-of-fit.

In our evaluation, we deliberately confine the training to a single epoch. Throughout this epoch,
we sequentially process each data instance, compute the loss for each individual instance, and
subsequently update the model’s weights. This approach, known as progressive validation [Blum
et al.l [1999], enables us to monitor the evolution of the average loss. The constraint to a single
epoch ensures that we calculate losses only for instances that haven’t influenced model weights. For
each sampling scheme, we conduct a hyper-parameter sweep to minimize the average progressive
loss and apply a procedure to ensure that all algorithms sample comparable numbers of instances.
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Figure 1: Convergence in terms of average cross-entropy progressive loss of random sampling, loss-
based sampling based on the absolute error loss, and our proposed algorithm (loss-based sampling
with stochastic Polyak’s step size). Our proposed algorithm outperforms the baselines in most cases.

In Appendix [B.T] we include further details on this procedure, the hyper-parameter tuning, and other
aspects of the experimental setup.

Figure [I] demonstrates that AWS-PA leads to faster convergence than the traditional loss-based
sampling with a constant step size (akin to| Yoo and Kweon|[2019]]). It also shows that the traditional
loss-based sampling approach converges more rapidly than random sampling on five of the six
datasets. These results are obtained under a hyper-parameter tuning such that different algorithms
have comparable data sampling rates. We provide additional experimental results that demonstrate
the efficiency of AWS-PA in Appendix [B.2]

In active learning applications, the true loss of a point cannot be computed before the corresponding
label is obtained. Hence, in practice we do not know the true loss at the moment of making the
sampling decision. Therefore, we assess the effect of using a loss estimator, instead of using the true
loss values. We use a Random Forest regressor to estimate absolute error loss based on the same set
of features as the target model and the target’s model prediction as an extra feature. We retrain this
estimator on every sampling step using the labeled points observed so far.

Figure 2] demonstrates that AWS-PA with the estimated absolute error losses performs similarly on
all datasets to AWS-PA with the true absolute error losses. Moreover, for a majority of the datasets,
the two variants of AWS-PA achieve similar data sampling rates; this is shown Appendix [B:3]along
with further discussion.

5 Conclusion

We have provided convergence rate guarantees for loss and uncertainty-based active learning algo-
rithms under various assumptions. Furthermore, we introduced the novel Adaptive-Weight Sampling
(AWS) algorithm that combines sampling with an adaptive size, conforming to stochastic Polyak’s
step size in expectation, and demonstrated its convergence rate guarantee, contingent on a condition
related to the sampling probability function.
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Figure 2: Active learning sampling based on an estimator of the absolute error loss performs on par
with the sampling based on the ground truth value of absolute error loss.

For future research, it would be interesting to establish tight convergence rates for the training
loss function and the sampling cost, especially comparing policies using sampling with a constant
probability with those using adaptive loss-based sampling probabilities. It would be interesting to
explore adaptive-weight sampling algorithms with adaptive sizes different than those studied in this
paper. Additionally, exploring a theoretical study on the impact of bias and noise in the loss estimator,
used for evaluating the sampling probability function, on the convergence properties of algorithms
could open up a valuable avenue for investigation.
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A Appendix: Proofs, Discussion, and Additional Results

A.1 Limitations & Discussion

It remains an open problem to investigate the tightness of convergence rate bounds for constant-weight
sampling under the assumptions outlined in Theorem 3.3]

The convergence rate results presented in Theorems and 3.6 pertain to smooth convex training
loss functions. Future research may explore weaker assumptions regarding the training loss function.

Regarding loss-based sampling strategies, our theoretical analysis assumes an unbiased and noiseless
loss estimator. Extending this to account for estimation bias and noise would be a valuable avenue
for further investigation.

Our numerical results demonstrate the effectiveness of our proposed algorithm and the robustness
of our theoretical findings to loss estimation bias and noise across different datasets, utilizing the
logistic regression model as a binary classifier. Future work could explore the application of other
classification models, such as multi-layer neural networks.

A.2 A Set of Convergence Rate Conditions

We present and prove two convergence rate lemmas for algorithm (I)): the first providing sufficient
conditions for a certain convergence rate and the second restricted to linear classifiers and linearly
separable datasets.

The first lemma relies on the following condition involving the loss function ¢ used by algorithm
and the loss function ¢ used for evaluating the performance of the algorithm.

Assumption A.1. There exist constants v, 8 > 0 such that for all (z,y) € X x Y and 0 € ©,
w(x,y,0)||Vol(z,y,0)|* < al(x,y,6) ™
and _
(@, y,0)Vol(z,y,0)" (6 — 67) > Bl(w,y,0). ®)
Lemma A.2. Under Assumption Sfor any 61 and {0;}1~1 according to algorithm with
v =58/
E

n _ . «a
> Uwe,yr, 00)| < 162 — 0%[1> =5
= b
Moreover, if for every (x,y) € X x Y, g(x, y,0) is a convex function in 0, then we have
7 ) x2 & 1
Ell(z,y,0n)] < 161 — 07| Fn
where 0, = (1/n) > 7, 0.

Proof. For any 0* € © and ¢t > 1, we have
1011 — 07|17 = 16: — 0%[1* — 22V ol(me, y1, 00) T (6r — 6%) + 27||Vol(r, s, 04)]]*.
Taking expectation in both sides of the equation, conditional on z;, y; and 6, we have
EH|9t+1 - 9*||2 ‘ xt»ytaet] = ||9t - 9*”2 - QWF(xt,yt,et)ng(xt,yt,Qt)T(Ht - 9*)
+72 7 (e, ye, 00)| Vol (e, ye, 00)| |-
Under Assumption[A.T] we have
E[Hat-i-l - 0*”2 | Tty Yty 915] S ||9t - 0*”2 - 2752(‘%157%53 015) + Vzag(xt,yta 9,5)
Hence, it holds
(278 — YV Q)B[l(z¢, g1, 01)] < E[[|6r — 0| |*] — E[[|041 — 07|]-
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Summing over ¢, we have
n
(298 = 7)Y _Ell(xs,yr,0:)] < [161 — 07| |*.
t=1

By taking v = 8/«, we have

n

Z]E[g(ztayhet)] S ||91 — 0*”2
t=1

(0%

ﬁ .
The second statement of the lemma follows from the last above inequality and Jensen’s inequality. [

For the case of linear classifiers and linearly separable datasets, it can be readily checked that
Lemma[A.J]implies the following lemma.

Lemma A.3. Assume that there exist constants o, 3 > 0 such that for all u € R,
m(u)l (u)?R? < al(u) ©

and _
m(u) (=€ (u))(p" — u) = Bl(u). (10)
Then, for any 6, such that ||01 — 0*|| < S and {0 }+>1 according to algorithm (1) with vy = 8/,

Z YeZy 9t ] <5252

Moreover, if { is a convex function, then E [E(yacTén)} < S%a/(B%*n) where 0, = (1/n) >_1_, 0;

A.2.1 Discussion

We discuss some implications of conditions (9) and (I0). Some of this discussion will help us identify
the types of loss functions to which the conditions cannot be applied.

First, we note that £(u) > 0 implies 7(u) > 0. Hence, equivalently, 7(u) = 0 implies £(u) =
Second, we note that under conditions @]) and @I) it is necessary that for all u € R, either

—0'(u) < max{p* —u,0} or w(u) = 0.

@
BR?
Hence, whenever #(u) > 0 (and thus 7(u) > 0), then —¢'(u) < 77z max{p” — u,0}. The latter

condition means that ¢'(u) = 0 whenever u > p* and otherwise the derivative of ¢ at v is bounded
such that #'(u) > —(a/(BR?))(p* — u). In other words, function £ must not decrease too fast on

(*OO,p*]
Third, assume ¢ and / are such that £(u) = 0 and £(u) = 0 forall « > 1 and £(u) > 0 forall u < 1.

Then, for every u < 1
1 1
a *
/ (=€(v))dv < W/ (p* = v)dv

which by integrating is equivalent to

« * 1 2
) < 5 (= D=0+ 50— w0?)).
This shows that £ must be upper bounded by a linear combination of hinge and squared hinge loss
function.
Forth, assume that 7 is decreasing in u, then for every fixed ug € R,

7(ug) R?
o

l(u) > (—¢'(u))? for every u < ug.
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Ifl = /, then

0(u) < ( o) + ;R\/TUO)(UO - u)>2 for all u < .

lfifth, and last, assume that 7 is an even function and that there exists ¢ > 0 and uy < p* such that
£(u) > cfor every u < ug. Then,
1
u)=Q(—=
=2 ()

which limits the rate at which () is allowed to decrease with |u|. To see, this, from conditions (9)
and (T0), for every u < p*,

f(u) < ﬁw(u)(p* —u)?.

Hence, 7(u) > (c82R?/a)/(p* — u)) for every u < ug. The lower bound is tight in case when  is

squared hinge loss function and ¢(u) = ¢ for every u < ug < 1. In this case, from conditions (Eb and
(10), for every u < uy,
1 co 1
o <7(u) < =
(1 —u)(p* —u)

which implies 7(u) = O(1/]u|?).

A.3 Proof of Theorem 3.1]

We show that conditions of the theorem imply conditions (EI) and to hold, for £ = ¢, which in
turn imply conditions (7) and (8) and hence we can apply the convergence result of Lemma[A.3]

We first consider condition . For squared hinge loss function ¢ and (=1, clearly condition
holds for every u > 1 as in this case both side of the inequality are equal to zero. For every v < 1,

L(u) 1

O(u)2 2
Since by assumption 7(u) < 3/2 for all u, condition o/ 3 > R? implies condition .

We next consider condition (8). Again, clearly, condition holds for every u > 1 as in this case both
sides of the inequality are equal to zero. For v < 1, we can write @ as follows

(u £(u) _ Bl-u
W2 =0~ 2 —u
_ B 1
- 2(1 1+<1/<p*—1>)<1—u>>
2 U T VR - o))

This condition is implied by 7(u) > 7*(¢(u)) where
. B < 1 >
) ==(1-——=
() =3 o,
with p > 2/ (p* — 1).

The result of the theorem follows from Lemmawith a/B=R%0< B <2and w(u) > 7*(l(u))
forallu < 1.

For the expected number of samples we proceed as follows. First by concavity and monotonicity of
function 7* and the expected loss bound, we have

n . o
;W*(E(xtvytaat))] < m* <E [i;f(xtayt,ﬁt)]> n < * (W) "

E
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Then, combined with the fact 7*(v) < %“ Vo forall v > 0, it follows

E

Zw*(f(xt,yt,ﬁt))] < |61 — 9*II#\/&.
t=1

Since 7*(v) < /2 for all v, it obviously holds E [>~}" , 7 (¢(z1, i, 01))] < (B/2)n, which com-
pletes the proof of the theorem.

A.4 Linear Classifiers: Zero-one Loss and Absolute Error Loss-based Sampling

Here we consider training loss functions satisfying:

Assumption A.4. Function { is continuously differentiable on (—o0, 0], convex, and £'(0) < —c;
and lim,,_, _ o, V'(u) > —cq, for some constants ¢y, co > 0.

We consider sampling proportional to either zero-one loss or absolute error loss. The zero-one loss
is defined as £o1 (u) := 1{y,<0} = Liyzsgn(aT0)}- The absolute error loss is defined as laps(u) =
2 (]]-{u<0} + %]]-{u=0}> = |y — sgn(x"0)|. Sampling proportional to zero-one loss is defined as
m(u) = wloy (u) for some constant w € (0, 1], while sampling proportional to absolute error loss is
defined as 7(u) = wlaps(u) for some constant w € (0,1/2].

Theorem A.5. Assume that the loss function { satisfies Assumption[A.4land p* > 0. Then, under
sampling proportional to zero-one loss, for any initial value 01 such that ||01 — 0*|| < S and {0:}+>1
according to algorithm (I) with v = c1p* /(c3R?),

= c3R?S? 1
E [Z@m(ytxjt%)] < 26?? (11)
t=1

Furthermore, under sampling proportional to absolute error loss and v = 2c¢1p* /(c3 R?), the bound
in (I1)) holds but with an additional factor of 2.

Proof is provided in Appendix[A.4.1

The bound in (TI) is a well-known bound on the number of mistakes made by the perceptron
algorithm, of the order O(1/ p*2). It can be readily observed that under sampling proportional to
zero-one loss, the expected number of sampled points is bounded by (¢ /c1)2R2S?/p*?, which also
holds for sampling proportional to absolute error loss but with an additional factor of 4.

A.4.1 Proof of Theorem[A.5]

We first consider the case when sampling is proportional to zero-one loss. We show that conditions of
the theorem imply conditions @) and 1) to hold, for ¢ = ¢y, and m = w¥y;, which in turn imply
conditions ([7) and (8) and hence we can apply the convergence result of Lemmal[A.3]

Conditions (9) and (I0) are equivalent to:
wl'(u)?R? < a, forevery u < 0
and
w(—£'(u))(p* —u) > B forevery u < 0.

Since /£ is a convex function ¢'(u)? is decreasing in u and (—¢(u))(p* — u) is decreasing in w.
Therefore, conditions are equivalent to

w( lim (—¢'(v))*R* < «

uU——00
and
(=L (0))" > 5.
These conditions hold true by taking o = wc3 R? and 8 = wey p*.

We next consider the case when sampling is proportional to absolute error loss. We show that
i

conditions of the theorem imply conditions @) and (10) to hold, for £ = £y; and T = wl,ps, which in
turn imply conditions (7) and (8) and hence we can apply the convergence result of Lemma[A.3]
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Conditions (9) and (I0) correspond to
2w (= (u))*R* < a for every u < 0 and w(—¢'(0))?R? < «
and
2w(—0'(u))(p* —u) > B forevery u < 0 and w(—¢'(0))p* > B.

Again, since (—¢'(u))? is decreasing in u and (—¢'(u))(p* — u) is decreasing in u, it follows that the
conditions are equivalent to
2w( lim (—¢'(u)))*R* < «
U—r—0Q

and
w(=0(0)p" > .
Hence, conditions @]) and hold by taking o = 2wc2 R? and B = wey p*.

A.5 Linear Classifiers: Generalized Smooth Hinge Loss Function

Here we consider the training loss function corresponding to the generalized smooth hinge loss
function [Renniel 2005]], defined for @ > 1 as follows:

ail —u ifu<0
lu) =< 5 —ut qutt if0<u<l (12)
0 otherwise.

This is a continuously differentiable function that converges to the value of the hinge loss function,
max{1 — u, 0}, as a goes to infinity. The family of loss functions parameterized by a accommodates
the smooth hinge loss function with a = 1, introduced by |Rennie and Srebro| [2005]].

Theorem A.6. Assume that p* > 1, the loss function is the generalized smooth hinge loss function,
and the sampling probability is according to the function ©*, which, for 5 € (0,1] and p € (1, p*), is
defined as

pEL " ifu<0
*(u) = v el St e G
7 (u) B piu“ T l.fO <u<l1
0 ifu>1.

Then, for any initial value 61 such that ||0; — 0*|| < S and {0;}+~1 according to algorithm (I}) with
v = 1/(ca,pR?), where c, , = a/(a(p — 1) + 1), we have

1< R25%1
E Zg(ytxjet)] S Ca,p

t=1 ﬂ n

E [((yz"0,)] <E

Furthermore, the same bound holds for every 7 such that 7*(u) < w(u) < § for all u € R, with
Ca,p = 20.

Proof is provided in Appendix[A.5.1]

Note that 7v* is increasing in a and is upper-bounded by 7**(u) = 8(1 — u)/(p — 1), which may be
regarded as the limit for the hinge loss function. See Figure [3|for an illustration.

We remark that the expected loss bound in Theorem [A.6]is the same as for the squared hinge loss
function in Theorem except for an additional factor ¢, , = a/(a(p — 1) + 1). This factor is
increasing in a but always lies in the interval [1/p, 1/(p— 1)], where the boundary values are achieved
for a = 1 and @ — oo, respectively.

Theorem A.7. Assuming p* > 1, the loss function is the generalized smooth hinge loss, and
the sampling probability function ©* satisfies the assumptions in Theorem Eé] withn > ((a +
1)/a)ca,,R?S? /B, the expected number of sampled points is bounded as

i \/ RS Cq.,R2S?
(g 0;)| < kmax Peap n, =L ,

E

where K is some positive constant.
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Figure 3: Sampling probability function for the family of generalized smooth hinge loss functions.

Proof is provided in Appendix [A.5.2]

For any fixed number of iterations n satisfying the condition of the theorem, the expected number
of sampled points is bounded by a constant for sufficiently large value of parameter a. The bound
in Theorem depends on how the loss function ¢(u) varies with u. When a is large, ¢(u) is
approximately 1 — u (hinge loss), otherwise, it is approximately § (1 — u)? for 0 < u < 1 (squared
hinge loss).

A.5.1 Proof of Theorem

Assume that 7* is such that for given p € (1, p*], 7*(u)(—¢'(u))(p — u) = B€(u) for all u € R.
Then, 7* satisfies equation (I0) for all u € R. Note that

gzt ifu<0
W*(u):ﬂ¢: B a 1 (1_ )_ 1 1 ifo<u<li
(=" (w)(p —w) e~ - ggu) o= H0sus
0 ifu>1.
By condition (9), we must have
—0'(u) < @
p—u ~ BR?

Note that

-1 ifu<O0
Ow)=< —(1—u*) if0<u<l
0 otherwise.

Hence, for every v < 0, it must hold
1 o

p—u_ BR?
which is equivalent to /3 < R?/p. For every 0 < u < 1, it must hold

@
p—u — BR%

Thus, it must hold a/8 > ¢, , R* where c,,, = sup,¢(9,1) fa(u).
Function f, has boundary values f,(0) = 1/p and f,(1) = 0. Furthermore, note
1+ (a—1)u® — paus~!

(p—u)?

Note £,(0) =1/p? > 0and f.(1) = —(p — 1)a < 0. Let u, be such that f.(u,) = 0, which holds
if, and only if, g, (u.) := (a — 1)us® — pau,®~1 +1 = 0.

fa(w)

o Il
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Note that
Cap= sup fo(u) = folus) = au? 1.
u€[0,1]

For a = 1, f, is decreasing on [0, 1] hence ¢;,, = f1(0) = 1/p. For a = 2, u, is a solution of a
quadratic equation, and it can be readily shown that ¢, , = 2p(1 — y/p? — 1). For every a > 1, we

have ¢, , < a/(1+ a(p — 1)). This obviously holds with equality for a = 1, hence it suffices to
show that the inequality holds for a > 1.

Consider the case a > 1. Note that g, (u,) = 0 is equivalent to

1

auf:*l S w— (13)
P

Combined with the fact u, € [0, 1], it immediately follows

a71< a
T alp-1)+1

Furthermore, note that limg_, o a,p = 1/(p—1). To see this, consider (13). Note that u.. goes to 1 as
a goes to infinity. This can be shown by contradiction as follows. Assume that there exists a constant
c € [0,1) and ag such that u, < ¢ for all a > ag. Then, from (13)), ac®~! > 1/p*. The left-hand
side in the last inequality goes to 0 as a goes to infinity while the right-hand side is a constant greater
than zero, which yields a contradiction. From (13)), it follows that au?~! goes to 1/(p — 1) as a goes
to infinity.

au

We prove the second statement of the theorem as follows. It suffices to show that condition (9)
holds true as condition clearly holds for every 7 such that 7(u) > 7*(u) for every u € R. For
condition @]) to hold, it is sufficient that

((u) _ BR?
f(u) = e > =, forallu < 1.
Note that
T ifu <0
u) = wtl—(a u+ta .
f0) = ettt g oy gy

Function f is a decreasing function. This is obviously true for u < 0. For 0 < u < 1, we show this
as follows. Note that

() = 2au?* — (2a — 1)(a + 1)u® + 2a2u*~t — (a + 1)'

(a+1)(1 —u)s

Hence, f’(u) < 0 is equivalent to
20u® (u +a) < (a+1)(1 — (2a — 1)u®).

In the last inequality, the left-hand side is increasing in u and the right-hand side is decreasing in u.
Hence the inequality holds for every u € [0, 1] is equivalent to the inequality holding for v = 1. For
u = 1, the inequality holds with equality.

Note that
0

)y = o
B 1 (a+Du*—(a+1) 0
 a+1 —2(1—u%)aust =1 = 0
B 1 (a+1)au*? 1 (a+1)a
a4+ 12a2u2@=D) —2(1 — u)a(a — 1)us—2 =1 = a+1 2a?
1
= o

It follows that inf,<1 f(u) = f(1) = 5= < o/(BR?), hence it is suffices that o/ 3 > R?/(2a).
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A.5.2 Proof of Theorem[A.7]

Lemma A.8. Foreverya > 1,

_?foreveryu <1

Proof. Foru < 1, 7*(u) = B(a/(a+ 1) — u)/(p — u), so obviously, 7*(u) < 8(1 —u)/(p — u).
For 0 < u < 1, we show that next that a(1 — u)/(1 — u®*) — u < a(1 — u), which implies that
™ (u) < (a/(a+1))B(1 —u)/(p — u). To show the asserted inequality, by straightforward calculus
it can be shown that the inequality is equivalent to (1 — (1 — u))}~* > 1 — (1 — a)(1 — u) which
clearly holds true. O

Lemma A.9. Foreveryc € (1,6/5), forevery 0 < u < 1, if (a + 1)(1 —u) > ¢, then

0(u) > (1 - i) (1—u)

and, otherwise,

Proof. We first show the first inequality. For u < 1, it clearly holds ¢(u) < 1 — u, and

1

? u . 1—u-— atl 1
l—w  1—-u (a+1)(1—u)
thus, for every ¢ > 1, £(u) > (1 —1/¢)(1 — u) whenever (a + 1)(1 —u) > c.
For 0 < u < 1,itholds £(u) =1 —wu— (1/(a+ 1))(1 — u®*!), hence it clearly holds £(u) < 1 — u.
Next, note
0(u) 1 —uott

—u et D)i-w =" arDi-u
Hence, again, for every ¢ > 1, £(u) > (1 — 1/¢)(1 — u) whenever (a + 1)(1 — u) >
—(1

We next show the second inequality. For 0 < u < 1, note that ¢/ (u) = —u), ¢"( ) = qu®~!
and ¢’ (u) = a(a — 1)u®2. In particular, /(1) = 0, ¢(1) = a and £"’(1) = a(a — 1). By limited
Taylor development, for some ug € [u, 1],

a

-1
lu) = = (1 —u)? - Mug_Q(l —u)3.
2 6
From this, it immediately follows that £(u) < (1 — u)? for every u < 1. For the case a > 2, we
have
a 9 1
(u) > 5(1 —u)’(1-— g(a— D1 —w)).
Hence, for every ¢ > 0, £(u) > %(1 — u)?(1 — ¢/3) whenever (a +1)(1 —u) < c. For1 < a <2,
we have
a 1(a—1)(1—w) a 1(a—1)(1—w)
() > 21 —u)? (1- 070 S B A et
(u) 2 5( “)( 37 ura > 51—y’ 3 u
Under (a + 1)(1 — u) < ¢, with 0 < ¢ < 2, we have
(a—l)(l—u)S cc < cc
u 1 o+l ]. -3
Hence, it follows
1
) > 2 —w?(1- S
2 31— ¢
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Next, note that for every x,y, 0,

B T B
p*_l(l—yx 9)—p*_

where /=1 is the inverse function of ¢(u) for u < 1 and £=1(0) =
Hence, we have

E liﬂ*(ytwjet)] = % (1 ( Z (T, Y1, 0 ])) n

50 e
p—1<1 14 Ca,p 3 ~))n

where the first inequality is by concavity of the function 1 — £~1(¥) and the second inequality is by
Theorem [A.6]

To apply Lemma|A.9] we need that

B |61 — 6*|]2R? 1
g 1 (Ca’pﬁn > 0

T (yz ') < 7 (ya'h) < (1= 07 (U(x,y,0)))

—

A

IN

which is equivalent to

16, — 6*||2R? 1 a
ap AT © p(0) = ——
P ﬁ n ( ) a_|_1
ie.
Soatl 6 —07|PR?
a a,p B :

By Lemma[A.9] we can distinguish two cases when

_ 0, — 0*||*?R? 1 c
1—y¢1 Hlif >
¢ (Ca’p B n) a+1

or, otherwise, where c is an arbitrary constant in (1, 6/5).

In the first case,

_ [16; — 0*||?R? 1 |01 — 6%||?R? 1
1-/ 1 (Ca’pﬁ’n S Clca’pﬁﬁ

where ¢; = 1/(1 — 1/¢) while in the second case

_ 6, — 6%||2 R2 |\¢91—9* |2R2
1—¢71t (ca || L \/>
. B

where c; = 1/(1 — (1/3)c/(1 — ¢/2).

It follows that for some constant x > 0,

n a,p * Cq *
E Zw*@mret)] <nmax{(vﬂ)”f||9l O l|RV, 61— 6 ||2R2}.
t=1

A.6 Multi-class Classification for Linearly Separable Data

We consider multi-class classification with k& > 2 classes. Let Y = {1,...,k} denote the set of
classes. Forevery y € Y, let 0, € R%andlet6 = (0] ,...,0] )" € R*? be the parameter. For given
x and 6, predicted class is an element of arg max,cy ' 6,.
The linear separability condition is defined as follows: there exists §* € R*? such that for some
p* > 1, foreveryx € Xandy € ),

T p*

x'0 max z' 6% >

Y eyl o
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Let

u(z,y,0) =z 0, — y/g}a{){(y} 70,

We consider margin loss functions which are according to a decreasing function of u(z,y, 6), i.e.
Uz, y,0) = l(u(z,y,0)) and ¢(x,y,0) = L(u(x,y,0)). For example, this accomodates hinge loss
function for multi-class classification |Crammer and Singer| [2002].

Lemma A.10. Conditions in Assumption[A.1|hold provided that for every x, y and 0,
m(w,y,0)(—¢ (u(z,y,0))*2R* < al(u(z,y,0))

and
ﬂ-(l‘? Y, 0)(_5/(1‘(3}’ Y, 0)))(/)* - u(x’ Y, 0)) > Bg(u(l‘v Y, 9))

Proof. Forz € X andy € Y, let ¢(z,y) = (d1(x,9) ", ..., ¢(z,y)")" where ¢;(z,y) = = if
i =y and ¢;(z,y) is the d-dimensional null-vector, otherwise. Note that

1
u(xayve) = 9T¢(x?y) TNk o OV Z 9T¢<xay/) (]4)
|V*(z,y,0)] , £
y' €V*(z,y,0)
where
(x,y,0) = a a 0 x.
Vi(2,y,0) g mmax Oy
Note that
IVol(z,y,0)||* = € (u(z,y,0))*||Vou(z,y,0)|*.
From (T4),
1
Vou(z,y,0) = ¢(z,y) — @0 > sy
PO ey (2,y,0)
It can be readily shown that
1
Vou(z,y,0)|]? = (1+) z|]? < 2|z 2.
IVou(z, ,0) o) I < 2l
Hence, we have
IVl (x, y,0)|* < 2(=€ (u(,y,0))||=[]*. (15)

Next, note that Vol(x,y,0) = ¢/ (u(z,y,0))Veu(z,y,0),

Vol(z,y,0) (0 —0%) = (= (u(z,y,0)))Veu(z,y,0) " (6* —0).

and
Vou(z,y,0) 0" =x0% — Tor, > p*.
ouley,0)10" =70~ mox =70 20
It follows
VQE(xayae)T(e - 0*) > (_El(u(ma:%e))(p* - u(x,yﬁ)) (16)

Using (T3)) and (T6)), for conditions (7) and (8) to hold, it suffices that
m(2,y,0) (= (u(z,y,0)))*2R? < al(u(x,y,0))

and
7T($7 Y, 9)(—€/(U(JJ, Y, 9))(/)* - u(xa Y, 0)) > Bg(u(xv Y, 9))

Note that these conditions are equivalent to those for the binary case in (9) and (I0) except for an
additional factor 2 in the first of the last above inequalities.
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A.7 Proof of Lemma[3.2]

S

Function IT is a convex function because, by assumption, 7 is an increasing function. By (] and

Jensen’s inequality, we have
1
]E ﬁ ZK((E& gt)‘| >
t=1

g
N
(igeenn)
<

iﬂ xt, 9t ]
t=1

Y

I1

|
=

_ nfE ;Zn:z(et)b.

Therefore, we have

E [ib ie(at)

t=1

ot (]E

: (igfzw) +zfi<n>)

1an —|—ZH

1~ -

~> E(&t)] ) :
=1

Combined with condition (3], we have

; Zwt)l

IN

IN

where the last inequality holds because II~! is a concave function, and hence, it is a subadditive
function.

A.8 Proof of Theorem

Under assumptions of the theorem, by Theorem 6.3 [Bubeck|[2015],

E[ﬁ } [ gf&tlgmfﬁ )+\[50ﬂf+LS271L

Combining with Lemma[3.2] we obtain the assertion of the theorem.

A9 Proof of Corollary[3.4]

Lemma A.11. ForTl(z) =2 —1+¢e7%,
I~ (y) < 2y/y fory € [0, (3/4)°].

Proof. We consider
M(z) =2 —(1—e™%).
By limited Taylor development,

Hence,
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Note that II(x) > cx? for some constant ¢ > 0 provided that

1 1
53:2 (1 — 33:) > cx?

which is equivalent to = < 3(1 — 2¢). Hence, for any fixed ¢ € [0,1/2), we have

I(x) > cx?, forevery € [0,3(1 — 2¢))].
Now, condition z < 3(1 — 2¢) is implied by /II(x)/c < 3(1 —2¢),i.e. [I(z) < 9¢(1 —2¢)?. Hence,
1
I '(y) < \/;fory €[0,9¢(1 — 2¢)?].

In particular, by taking ¢ = 1/4, we have
17 (y) < 2y fory € [0, (3/4)?].

We have the bound in Theorem Under V250, //n < (3/4)2, we have

m! <\f2507, > < 25/4,/So. \}ﬁ

1
Vn
Under LS?/n < (3/4)2, we have

-1 21 1
n!(LS*=) <2vVLS—.
n N
This completes the proof of the corollary.

A.10 Proof of Theorem 3.6

To simplify notation, we write £,(0) = (¢, yt, 0), v+ = v(xt, yt, 0;) and mp = 7(xe, ye, 01).

Since ¢ is an L-smooth function, we have £(x,y, 0) — info £(z,y,0") > 1/(2L?)||Vel(z,y,0)||?.
Hence, for any z, y, 0 such that ||V¢{(x, y,0)|| > 0, we have

l(x,y,0) — ming £(z,y,0") S 1

—. 17
NVollw.y OIF  ~ 2L an
Combined with the definition of ¢ and the fact {(x¢, y¢, 0¢) = 77, we have
1
K := S min {2L’p} < ~ym, whenever ||Vol(z,y,0)|| > 0. (18)
From the definition of ¢ and the fact {(z¢, yt, ;) = ¢, we have
Ve < pp. (19)

Next, note

E[[[0111 — 0% |* | 21, y1, 04]
100 — 0%11> = 2E[2¢ | ¢, ye, 0]V ole(00) T (0 — 0%) + El27 | @0, v, 04| Vo le(60)]]?
10 — 0%1]> — 2947 Vole(0;) T (0: — 0%) + 77 me|[Vale(6)|]
[ Vole(6:)]1

< 10 = 0|17 — 2y,m (€0(6) — £e(67)) + ’Ytzﬁtm(ﬁt(et) — £:(07))

_ *112 ||v9£t(9t)”2 * * *
= |0 = 0"|]" — e (2 - %M> (e(00) — £e(07)) + 2veme (€4(07) — £:(0F))
< |60 = 0*]17 = 2ck(£e(6:) — £0(67)) + 2pB(Le(6%) — €,(67))
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where the first inequality is by convexity of ¢, the second inequality is by condition (6), and and
(T9). Hence, we have

E[||0r41 — 07|°] < E[l|6: — 0[17] — 2ckaE[Ce(600) — €2(67)] + 260 [0 (0) — £:(07)]-
By summing over ¢ from 1 to n, we have

EiZ%w—mmﬂ

t=1

AN

1 1
l}:&m—%wﬂ) Sol161 - 67|12

pﬁ * . 1 * 21
< — — N — —
< Z(Ble(r, ,0%)) — Blint (z,y, 0))) + 5 16y — 0]

A.11 Proofs of Corollaries 3.7 and
For linear classifiers,
IVol(z,y,0)|>
(z,y,0)
where h(u) = ¢'(u)?/¢(u) which plays a pivotal role in condition @
For the condition (6) to hold it suffices that

g
7'('(%‘,y7 9) Z m

= h(yz"0)||[]*

min {pR?h(yz'0),1} .

Note that under assumption that £(u) is an L’-smooth function in u, ¢(yx " 0) is an L'||z||?-smooth
function in 0. Taking p = 1/(2L) with L = L' R?, we have pR? = 1/(2L’).

For the binary cross-entropy loss function, we have h(u) = o’(u)?/(o(u)?(— log(c(u)))). Specifi-
cally, for the logistic regression case

1
(1+ev)?log(l+ev)
which is increasing in w for v < 0 and is decreasing in u otherwise. Note that h(u) = (1 —

e )2 /().
A.11.1 Proof of Corollary[3.7]

h(u) =

(20)

We first note the following lemma, whose proof is provided in Appendix [A.12}
Lemma A.12. Function h, defined in (20), satisfies

1
< = — .
h(u) < T+ en 1—o(u)forallu € R (21

Furthermore h(u) ~ 1 — o(u) for large u.

See See Figure[d] left, for a graphical illustration.

By LemmalA.12] condition (6) in Theorem[3.6]is satisfied with p = 1/(2L), by sampling proportional
to absolute error loss 7*(u) = w(1 — o(u)) with 8/(4(1 — ¢)L') <w < 1.

A.11.2 Proof of Corollary[3.§]

We have the following lemma, whose proof is provided in[A.T3]
Lemma A.13. Function h, defined in (@) satisfies, for every fixed a € (0,1/2],
1
h(u) <
S Hay v (1ol

where H(a) = alog(1/a) + (1 — a)log(1/(1 — a)). Furthermore, h(u) ~ 1/|u| as u tends to —co.

forallu e R (22)

See See Figure[d] right, for a graphical illustration.

By Lemma[A:T3] it follows that condition (6) in Theorem [3.6]is satisfied by uncertainty sampling
according to

T (u) = min {pR2

8 1
21— Hw+u@w‘}
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Figure 4: Upper bounds for function & defined in : (Ieft) bound of LemmalA.12} (right) bounds

of Lemma @

A.12 Proof of Lemma|A.12]
We need to prove that for every u € R,
(1+e“)?log(l+e ) >1+e“

By dividing both sides in the last inequality with (1+¢%)? and the fact 1/(1+e%) = 1—1/(14+e%),
we note that the last above inequality is equivalent to

1
14e v’

log(l+e™)>1-—

By straightforward calculus, this can be rewritten as

o ()5 ()

This clearly holds true because 1 — 1/(1 + e *) € (0,1) and log(1 — z) < —z for every z € (0, 1).

It remains only to show that lim,,_,~, i(u)/(1 — o(u)) = 1. This is clearly true as

h(u) 1

T=o(w)  (I+e")logl+e ")

which goes to 1 as u goes to infinity.

A.13 Proof of LemmalA.1J3|
We first consider the case u < 0. Fix an arbitrary v < 0. Since u +— log(1 + e*) is a convex function
it is lower bounded by the tangent passing through v, i.e.
1
T o (u—v).

Now, let a be such that 1 —a = 1/(1 4 ¢). Since v < 0, we have a € (0,1/2]. It follows that for
any fixed a € (0,1/2],

log(l+e™™) >log(l1+e7")—

log(l+e™™) > H(a) — (1 — a)u.
Using this along with the obvious fact (1 + e“)2 > 1, we have that for every u < 0,

1 1
") S g+ e = H@) + 1=l

We next consider the case v > 0. It suffices to show that for every u > 0, h(u)
the upper bound established for the previous case applies. The condition h(u) <
to

h(—u), and hence

<
h(—u) is equivalent

1 1
< .
(I+e%)2log(l4+e ) = (1+e%)2log(l +ev)
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By straightforward calculus, this is equivalent to
f(w) :==(1—e ) log(l+e*) —u>0.

This holds because function (i) f is increasing on [0, ug] and decreasing on [ug, 00), for some ug > 0,
(i) £(0) = 0 and (iii) lim,—~ f(u) = 0. Properties (ii) and (iii) are easy to check. We only show
that property (i) holds true. By straightforward calculus,

f'(u) = e72%(21og(1 + €¥) — e%).
It suffices to show that there is a unique u* € R such that f’(u*) = 0. For any such «* it must hold
2log(1 +e*") —e* . Letv = eV . Then, 2log(1 + v) = v, which is equivalent to
1+v=e2.

Both sides of the last equation are increasing in v, and the left-hand side is larger than the right-hand
side for v = 1. Since the right-hand side is larger than the left-hand side for any large enough v, it
follows that there is a unique point v at which the sides of the equation are equal. This shows that
there is a unique w* > 0 such that f'(u*) = 0.

It remains to show that lim,,—, _ o, h(u)/(1/|u]) =1, i.e.
—u

li -
weo (1 + ev)2log(1 + e—%)

which clearly holds true as both 1/(1 + €*)? and —u/ log(1 + e~*) go to 1 as u goes to —oo.

A.14 Convergence Conditions for 7 (z,y,0) = ((x,y,0)"

It suffices to show that under given conditions, the sampling probability function satisfies condition
(6). Using the definition of the sampling probability function, condition (6) can be written as follows

‘e(l'vyae) _infﬁ’ g(xvyvgl) K 1 . Hve‘g(mvyve)”z o
> .
( [|Vol(z,y,0)||? ~2(1—¢) min ¢ 5, pﬂﬁ(m,y, 0) — infe l(x,y,0) 23)

In the inequality (23)), by (17), the left-hand side is at least (1/(2L))" and clearly the right-hand side
is at most 317" /(2(1 — ¢)). Hence, it follows that it suffices that

1" 1 _
(2L) = 2(1—0)51 "

A.15 Uncertainty-based Sampling for Multi-class Classification

We consider multi-class classification according to prediction function

ezTGy
p(y ‘ x,@) = = ze., fory e Y.
y

Zy’e)f €

Assume that £ is the cross-entropy function. Let

u(z,y,0) = —log | Y e 00
MV {y}

It can be shown that
HVQE({E, Y, 9)H2
(z,y,0)
where function h is defined in (20). Hence, condition of Theorem [3.6|holds under

< 2[z||*h(u(z,y,0))

m(u) > min {2pR*h(u),1} .

2(1-¢)
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For given 6 and z, let (1), . .., 0x) be an ordering of 0y, ..., 0}, such that z 701y > -+ > a7 6y).
Sampling according to function 7* of the gap g = |xT9(1) — xTG(k) l,

m™(g) = min{?pR2h*(g),1},

B
2(1—-¢)

where
1

h* =
(9) = (@) T [ = @) maxfg —Toglh —1),0"
satisfies condition of Theorem [3.6]

We next provide proofs for assertions made above. The loss function is assumed to be the cross-

entropy loss function, i.e.
emTGy
Uz,y,0) = —log | —————— | .
( ) Zy’e)f exTey/

Note that we can write

E((E, Y, 0) = - ¢((E, y)T9 - IOg Z e¢(m7y')T9
y'eV\{y}
‘We consider ,
[IVol(z, y, 0)["
U(x,y,0)
which is plays a key role in the condition of Theorem [3.6]
It holds ()T
, e¢7 :Iz,y' 0¢ ZL’,yl
Voﬁ(x,yﬁ) = - ¢(£L’,3/) - Zy XM} (z /)gg )
Lyrew\fyy €71
and
()T ? by 7O 2
2 _ . € 2 € 2
IVot(a.y.0)|> = (1 - e¢(z,zm> 2P+ > (z eqb(%zﬁe) Iz
z€V\{y} v eV\{y} z€Y\{y}

2 N2
(1 _ e—é(x,yﬂ)) + Y (e—é(ﬂc,y ,9)) |2,
y €V\{y}

From the last equation, it follows

2 2
H:UH? (1 — 6*6(@1},9)) < ||Va€(x,y,0)|\2 < 2||x‘|2 (1 _ efé(z,y,e)) .

Note that £(z, y, 6) = log(1 + e~ “®¥:%)) where

w(e . 0) = —log [ 3 e @O0

y'eV\{y}
It follows ' N
ol Ph(ut,.0)) < SR < el Phiu,.0)
where £ is function defined in (20).
The following equation holds
u(z,y,0) = 9;95 — max z'6, —log Z e (maxzey\(yy 2" 02— 0,)
N v EN )
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Note that

lu(z,y,0)] > |z70,— max z'6,|—log Z e~ (maxzey\(yy @' 0=—2"0,/)
FENM) v Ny}
> |IT0(1) - 1‘T0(2)| - log(k: - 1)

Combining with LemmalA.13] for every a € (0,1/2],

1 * T T
< < _
h(ulz,9,6)) < H(a)+ (1 —a)lu| = (2" 00) == 0ez)))

where
ifg <log(k—1)

1
h*(g) =< H@ ) i
H(a)—(1—a)log(k—1)+(1—a)g if g > log(k — 1).

B Appendix: Additional Material for Numerical Experiments

B.1 Further Details on Experimental Setup

Hyperparameter Tuning We used the Tree-structured Parzen Estimator (TPE) [Bergstra et al.,
2011 algorithm in the hyperopt package [Bergstra et al., 2013] to tune the relevant hyperparameters
for each method and minimize the average progressive cross entropy loss. For Polyak absloss and
Polyak exponent we set the search space of 7) to [0.01, 1] and the search space of p to [0, 1]. Note that
the values of 17 and p influence the rate of sampling.

In line with the typical goal of active learning, we aim to learn efficiently and minimize loss under
some desired rate of sampling. Therefore, for every configuration of  and p we use binary search to
find the value of 3 that achieves some target empirical sampling rate.

Observe that if we would not control for /3, then our hyperparameter tuning setup would simply find
values of 1 and p that lead to very high sampling rates, which is not in line with the goal of active
learning. In the hyperparameter tuning we set the target empirical sampling rate to 50%.

Compute Resources All experiments were performed on a single machine with 72 CPU cores and
228 GB RAM. It took us around 2,000 seconds to complete a training run for an AWS-PA with an
absloss estimator on Mushrooms dataset, our slowest experiment. The training runs for other datasets
and algorithms were considerably faster.

B.2 Further Details on Numerical Experiments with Different Algorithms

In Section[d] we presented numerical results for comparing AWS-PA with other algorithms. These
results are shown in Figure[I] Below are some additional details for these experiments.

Tuning Sampling Rate In Figure[[| we compare Polyak absolute loss sampling to absolute loss
sampling and random sampling. In this setting we have no control over the sampling rate of absolute
loss sampling. Hence, we first run absolute loss sampling to find an empirical sampling rate of
14.9%. We then again use binary search to find the value of 8 to match this sampling rate with Polyak
absolute loss sampling. Again, this setup is conservative with respect to the gains of Polyak absolute
loss sampling as 17 and p were optimized for a sampling rate of 50%.

Sampling Efficiency of AWS-PA In Figure|l|we had demonstrated on various datasets that AW S-
PA leads to faster convergence than the traditional loss-based sampling [Yoo and Kweon| [2019].
Figure E] presents results as a function of the number of sampled instances, i.e., the number of labeled
instances that were selected for training (i.e., cost). This contrasts Figure [T which showed on the
X-axis the total number of iterations. The results confirm that sampling with AWS-PA not only leads
to faster convergence than traditional loss-based sampling when expressed in terms of number of
iterations, but also when expressed in the number of sampled instances.
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AWS-PA Results on a Holdout Test Set The results in Figure[T] were obtained using a progressive
validation Blum et al.|[[1999] procedure where the average loss is measured during an online learning
procedure where for each instance the loss is calculated prior to the weight update. Figures [ and
show that our finding that AWS-PA leads to faster convergence than traditional loss-based sampling
and than random sampling also holds true on a separate hold out test set.

B.3 Further Details on the Robustness of AWS-PA to Loss Estimation

In Section 4] we presented numerical results for comparison of the training loss achieved by our
AWS-PA algorithm using the ground truth absolute error loss and estimated absolute error loss. These
results are shown in Figure[2] Here, we provide more details for the underlying setup of experiments,
and the number of sampled points.

Details on the Absloss Estimator For the experiments in Figure [2] we use a separate Random
Forest (RF) regressor which estimates absolute error loss based on the same set of features as the
target model with an addition of the target’s model prediction as an extra feature. The estimator is
retrained on every sampling step using the labeled points observed so far. We used the scikit-learn
implementation of the RF regressor and manually tuned two hyperparameters for different datasets:
(a) number of tree estimators (b) number of "warm-up" steps during which we sample content with
a constant probability until we collect enough samples to train an RF estimator. We parallelized
training of the RF estimator across all available CPU cores and used default values for all other
hyperparameters.

The statistics of the absloss as well as the parameters of the RF estimators for different datasets are
summarized in Table 2| From the table, we note that the mean ground truth values of the absloss
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Table 2: Hyperparameters of the absloss estimator and the comparison of the mean of ground truth
and the mean of estimated absolute loss values.

Dataset | Number of trees  Warm-up steps  Mean absloss  Mean estimated absloss
Mushrooms 25 1 0.100 0.104
MNIST 3s vs 5s 25 50 0.089 0.087
Parkinsons 100 5 0.448 0.443
Splice 100 25 0.163 0.160
Tictactoe 100 1 0.435 0.416
Credit 100 50 0.277 0.294
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Figure 8: Sampling efficiency for sampling based on the ground truth of absolute loss v.s. on
estimated absolute loss.

are largely in line with the mean estimated absloss. This suggests that it is possible to train absloss
estimator with low bias or is even unbiased.

Sampling efficiency of the absloss estimator In Figure[§|we compare the cost of sampling based
on the ground truth absolute loss versus sampling based on the estimated absloss. We note that in 4
out 6 datasets, the sampling cost closely matches that of sampling based on the ground truth absloss.
However, in one of the cases (Splice) the sampling cost is lower and in one of the cases (Credit) it is
higher than the baseline.

Alternative absloss estimators In Figure 2] we shared results of AWS-PA using a Random Forest
regressor to estimate the absolute loss. Figure[9shows the results the credit dataset of an otherwise
identical experimental setup where we have replaced the Random Forest regressor absloss estimator
with an MLP neural network.
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B.4 Additional experiments

Experiments with different sampling rates [Loizou et al.|[2021] demonstrated that stochastic
gradient descent with a step size corresponding to their stochastic Polyak’s step size converges faster
than gradient descent. Figure[I0]illustrates that these findings extend to scenarios where we selectively
sample from the dataset rather than training on the full dataset, and the step size is according to
stochastic Polyak’s step size only in expectation.

To perform these experiments, similarly to the procedure described in Appendix [B.I] we used binary
search to find the value of 3 that correspondingly achieves the two target values 1% and 10% with
Polyak power function, while using the values of 7 and p that were optimised for a sampling rate of
50%. Therefore, our findings of the gains achieved for selective sampling according to stochastic
Polyak’s step size are likely conservative since 7 and p were not optimised for specifically these
sampling rates.

Experiments with synthetic absloss estimator =~ We simulate a noisy estimator of the absolute error
loss in AWS-PA. We model an unbiased noisy estimator ¢, of the absolute error loss {1, € [0, 1]
as a random variable following the beta distribution, denoted as /1,5 ~ Beta(c, 8), where o and 8

are parameters set to ensure E[l,1,s] = Lans. The variance of the noise can be controlled by the tuning
parameter «, given by
gabs(l - gabs)

Val"[éabs] =, s

Figure|l I{shows that the convergence results are robust against estimation noise of the absolute error
loss for a wide range of values for a > 1.
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paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we summarize the problem settings that we
consider and our results in these settings.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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contributions made in the paper and important assumptions and limitations. A No or
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much the results can be expected to generalize to other settings.
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the paper has limitations, but those are not discussed in the paper.
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(d) We recognize that reproducibility may be tricky in some cases, in which case
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In the case of closed-source models, it may be that access to the model is limited in
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.
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* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Given that this study primarily focuses on theoretical analysis, we do not
foresee any negative social consequences.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

122808 https://doi.org/10.52202/079017-3901


https://neurips.cc/public/EthicsGuidelines

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited references for the datasets that we used as well as for any other
assets we used.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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