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Abstract

Graph neural networks (GNNs) have been widely used to predict properties and
heuristics of mixed-integer linear programs (MILPs) and hence accelerate MILP
solvers. This paper investigates the capacity of GNNs to represent strong branching
(SB), the most effective yet computationally expensive heuristic employed in the
branch-and-bound algorithm. In the literature, message-passing GNN (MP-GNN),
as the simplest GNN structure, is frequently used as a fast approximation of SB and
we find that not all MILPs’s SB can be represented with MP-GNN. We precisely
define a class of "MP-tractable" MILPs for which MP-GNNs can accurately approx-
imate SB scores. Particularly, we establish a universal approximation theorem: for
any data distribution over the MP-tractable class, there always exists an MP-GNN
that can approximate the SB score with arbitrarily high accuracy and arbitrarily
high probability, which lays a theoretical foundation of the existing works on
imitating SB with MP-GNN. For MILPs without the MP-tractability, unfortunately,
a similar result is impossible, which can be illustrated by two MILP instances with
different SB scores that cannot be distinguished by any MP-GNN, regardless of
the number of parameters. Recognizing this, we explore another GNN structure
called the second-order folklore GNN (2-FGNN) that overcomes this limitation,
and the aforementioned universal approximation theorem can be extended to the
entire MILP space using 2-FGNN, regardless of the MP-tractability. A small-scale
numerical experiment is conducted to directly validate our theoretical findings.

1 Introduction

Mixed-integer linear programming (MILP) involves optimization problems with linear objectives and
constraints, where some variables must be integers. These problems appear in various fields, from
logistics and supply chain management to planning and scheduling, and are in general NP-hard. The
branch-and-bound (BnB) algorithm [33] is the core of a MILP solver. It works by repeatedly solving
relaxed versions of the problem, called linear relaxations, which allow the integer variables to take on
fractional values. If a relaxation’s solution satisfies the integer requirements, it is a valid solution to
the original problem. Otherwise, the algorithm divides the problem into two subproblems and solves
their relaxations. This process continues until it finds the best solution that meets all the constraints.

Branching is the process of dividing a linear relaxation into two subproblems. When branching,
the solver selects a variable with a fractional value in the relaxation’s solution and create two new
subproblems. In one subproblem, the variable is forced to be less than or equal to the nearest integer
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below the fractional value. In the other, it is bounded above the fractional value. The branching
variable choice is critical because it can impact the solver’s efficiency by orders of magnitude.

A well-chosen branching variable can lead to a significant improvement in the lower bound, which
is a quantity that can quickly prove that a subproblem and its further subdivisions are infeasible or
not promising, thus reducing the total number of subproblems to explore. This means fewer linear
relaxations to solve and faster convergence to the optimal solution. On the contrary, a poor choice
may result in branches that do little to improve the bounds or reduce the solution space, thus leading
to a large number of subproblems to be solved, significantly increasing the total solution time. The
choice of which variable to branch on is a pivotal decision. This is where branching strategies,
such as strong branching and learning to branch, come into play, evaluating the impact of different
branching choices before making a decision.

Strong branching (SB) [3] is a sophisticated strategy to select the most promising branches to explore.
In SB, before actually performing a branch, the solver tentatively branches on several variables and
calculates the potential impact of each branch on the objective function. This "look-ahead" strategy
evaluates the quality of branching choices by solving linear relaxations of the subproblems created by
the branching. The variable that leads to the most significant improvement in the objective function is
selected for the actual branching. Usually recognized as the most effective branching strategy, SB
often results in a significantly lower number of subproblems to resolve during the branch-and-bound
(BnB) process compared to other methods [18]. As such, SB is frequently utilized directly or as a
fundamental component in cutting-edge solvers.

While SB can significantly reduce the size of the BnB search space, it comes with high computational
cost: evaluating multiple potential branches at each decision point requires solving many LPs. This
leads to a trade-off between the time spent on SB and the overall time saved due to a smaller search
space. In practice, MILP solvers use heuristics to limit the use of SB to where it is most beneficial.

Learning to branch (L2B) introduces a new approach by incorporating machine learning (ML) to
develop branching strategies, offering new solutions to address this trade-off. This line of research
begins with imitation learning [2, 5, 19, 24, 25, 29, 35, 56, 58], where models, including SVM,
decision tree, and neural networks, are trained to mimic SB outcomes based on the features of
the underlying MILP. They aim to create a computationally efficient strategy that achieves the
effectiveness of SB on specific datasets. Furthermore, in recent reinforcement learning approaches,
mimicking SB continues to take crucial roles in initialization or regularization [45, 60].

While using a heuristic (an ML model) to approximate another heuristic (the SB procedure) may
seem counterintuitive, it is important to recognize the potential benefits. The former can significantly
reduce the time required to make branching decisions as effectively as the latter. As MILPs become
larger and more complex, the computational cost of SB grows at least cubically, but some ML models
grow quadratically, even just linearly after training on a set of similar MILPs. Although SB can
theoretically solve LP relaxations in parallel, the time required for different LPs may vary greatly,
and there is a lack of GPU-friendly methods that can effectively utilize starting bases for warm
starts. In contrast, ML models, particularly GNNs, are more amenable to efficient implementation
on GPUs, making them a more practical choice for accelerating the branching variable selection
process. Furthermore, additional problem-specific characteristics can be incorporated into the ML
model, allowing it to make more informed branching decisions tailored to each problem instance.

Graph neural network (GNN) stands out as an effective class of ML models for L2B, sur-
passing other models like SVM and MLP, due to the excellent scalability and the permutation-
invariant/equivariant property. To utilize a GNN on a MILP, one first conceptualizes the MILP
as a graph and the GNN is then applied to that graph and returns a branching decision. This ap-
proach [15, 19] has gained prominence in not only L2B but various other MILP-related learning
tasks [13, 17, 26, 30, 32, 36, 40, 43, 44, 48, 50–52, 54, 57]. More details are provided in Section 2.

Despite the widespread use of GNNs on MILPs, a theoretical understanding remains largely elusive.
A vital concept for any ML model, including GNNs, is its capacity or expressive power [27, 34, 46],
which in our context is their ability to accurately approximate the mapping from MILPs to their SB
results. Specifically, this paper aims to answer the following question:

Given a distribution of MILPs, is there a GNN model capable of mapping each
MILP problem to its strong branching result with a specified level of precision?

(1.1)
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Related works and our contributions. While the capacity of GNNs for general graph tasks, such
as node and link prediction or function approximation on graphs, has been extensively studied
[4, 10, 22, 28, 37, 39, 47, 55, 59], their capacities in approximating SB remains largely unexplored.
The closest studies [11, 12] have explored GNNs’ ability to represent properties of linear programs
(LPs) and MILPs, such as feasibility, boundedness, or optimal solutions, but have not specifically
focused on branching strategies. Recognizing this gap, our paper makes the following contributions:

• In the context of L2B using GNNs, we first focus on the most widely used type: message-passing
GNNs (MP-GNNs). Our study reveals that MP-GNNs can reliably predict SB results, but only
for a specific class of MILPs that we introduce as message-passing-tractable (MP-tractable).
We prove that for any distribution of MP-tractable MILPs, there exists an MP-GNN capable
of accurately predicting their SB results. This finding establishes a theoretical basis for the
widespread use of MP-GNNs to approximate SB results in current research.

• Through a counter-example, we demonstrate that MP-GNNs are incapable of predicting SB
results beyond the class of MP-tractable MILPs. The counter-example consists of two MILPs
with distinct SB results to which all MP-GNNs, however, yield identical branching predictions.

• For general MILPs, we explore the capabilities of second-order folklore GNNs (2-FGNNs), a
type of higher-order GNN with enhanced expressive power. Our results show that 2-FGNNs can
reliably answer question (1.1) positively, effectively replicating SB results across any distribution
of MILP problems, surpassing the capabilities of standard MP-GNNs.

Overall, as a series of works have empirically shown that learning an MP-GNN as a fast approximation
of SB significantly benefits the performance of an MILP solver on specific data sets [2, 5, 19, 24, 25,
29, 35, 56, 58], our goal is to determine whether there is room, in theory, to further understand and
improve the GNNs’ performance on this task.

2 Preliminaries and problem setup
We consider the MILP defined in its general form as follows:

min
x∈Rn

c⊤x, s.t. Ax ◦ b, ℓ ≤ x ≤ u, xj ∈ Z, ∀ j ∈ I, (2.1)

where A ∈ Rm×n, b ∈ Rm, c ∈ Rn, ◦ ∈ {≤,=,≥}m is the type of constraints, ℓ ∈ ({−∞} ∪ R)n
and u ∈ (R∪{∞})n are the lower bounds and upper bounds of the variable x, and I ⊂ {1, 2, . . . , n}
identifies which variables are constrained to be integers.

Graph Representation of MILP. Here we present an approach to represent MILP as a bipartite
graph, termed the MILP-graph. This conceptualization was initially proposed by [19] and has quickly
become a prevalent model in ML for MILP-related tasks. The MILP-graph is defined as a tuple
G = (V,W,A, FV , FW ), where the components are specified as follows: V = {1, 2, . . . ,m} and
W = {1, 2, . . . , n} are sets of nodes representing the constraints and variables, respectively. An edge
(i, j) connects node i ∈ V to node j ∈ W if the corresponding entry Aij in the coefficient matrix
of (2.1) is non-zero, with Aij serving as the edge weight. FV are features/attributes of constraints,
with features vi = (bi, ◦i) attached to node i ∈ V . FW are features/attributes of variables, with
features wj = (cj , ℓj , uj , δI(j)) attached to node j ∈ W , where δI(j) ∈ {0, 1} indicates whether
the variable xj is integer-constrained.

We define NW (i) =: {j ∈ W : Aij ̸= 0} ⊂ W as the neighbors of i ∈ V and similarly define
NV (j) =: {i ∈ V : Aij ̸= 0} ⊂ V . This graphical representation completely describes a MILP’s
information, allowing us to interchangeably refer to a MILP and its graph throughout this paper. An
illustrative example is presented in Figure 1. We also introduce a space of MILP-graphs:
Definition 2.1 (Space of MILP-graphs). We use Gm,n to denote the collection of all MILP-graphs
induced from MILPs of the form (2.1) with n variables and m constraints.1

Message-passing graph neural networks (MP-GNNs) are a class of GNNs that operate on
graph-structured data, by passing messages between nodes in a graph to aggregate information
from their local neighborhoods. In our context, the input is an aforementioned MILP-graph
G = (V,W,A, FV , FW ), and each node in W is associated with a real-number output. We use
the standard MP-GNNs for MILPs in the literature [12, 19].

Specifically, the initial layer assigns features s0i , t
0
j for each node as

1Rigorously, the space Gm,n
∼= Rm×n×Rn×Rm×(R∪{−∞})n×(R∪{+∞})n×{≤,=,≥}m×{0, 1}n

is equipped with product topology, where all Euclidean spaces have standard Eudlidean topologies, discrete
spaces {−∞}, {+∞}, {≤,=,≥}, and {0, 1} have the discrete topologies, and all unions are disjoint unions.
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min [ x1 x2 x3 ]

[
1
2
3

]

s.t.
2 x1 + x2 ≤ 5

x2 + 3 x3 ≥ 0

0 ≤ x1 , x2 , x3 ≤ 1
x1 ∈ Z

w1

(1, 0, 1, 1)
w2

(2, 0, 1, 0)
w3

(3, 0, 1, 0)

v1
(5,≤) v2

(0,≥)

2 1 1 3

Figure 1: An illustrative example of MILP and its graph representation.

• s0i = p0(vi) for each constraint i ∈ V , and t0j = q0(wj) for each variable j ∈W .

Then message-passing layers l = 1, 2, . . . , L update the features via

• sli = pl
(
sl−1
i ,

∑
j∈NW (i) f

l(tl−1
j , Aij)

)
for each constraint i ∈ V , and

• tlj = ql
(
tl−1
j ,

∑
i∈NV (j) g

l(sl−1
i , Aij)

)
for each variable j ∈W .

Finally, the output layer produces a read-number output yj for each node j ∈W :

• yj = r
(∑

i∈V s
L
i ,

∑
j∈W tLj , t

L
j

)
.

In practice, functions {pl, ql, f l, gl}Ll=1, r, p
0, q0 are learnable and usually parameterized with multi-

linear perceptrons (MLPs). In our theoretical analysis, we assume for simplicity that those functions
are continuous on given domains. The space of MP-GNNs is introduced as follows.

Definition 2.2 (Space of MP-GNNs). We use FMP-GNN to denote the collection of all MP-GNNs
constructed as above with pl, ql, f l, gl, r being continuous with f l(·, 0) ≡ 0 and gl(·, 0) ≡ 0.2

Overall, any MP-GNN F ∈ FMP-GNN maps a MILP-graph G to a n-dim vector: y = F (G) ∈ Rn.

Second-order folklore graph neural networks (2-FGNNs) are an extension of MP-GNNs designed
to overcome some of the capacity limitations. It is proved in [55] the expressive power of MP-GNNs
can be measured by the Weisfeiler-Lehman test (WL test [53]). To enhance the ability to identify
more complex graph patterns, [42] developed high-order GNNs, inspired by high-order WL tests [9].
Since then, there has been growing literature about high-order GNNs and other variants including
high-order folklore GNNs [4, 20–22, 38, 61]. Instead of operating on individual nodes of the given
graph, 2-FGNNs operate on pairs of nodes (regardless of whether two nodes in the pair are neighbors
or not) and the neighbors of those pairs. We say two node pairs are neighbors if they share a common
node. Let G = (V,W,A, FV , FW ) be the input graph. The initial layer performs:

• s0ij = p0(vi, wj , Aij) for each constraint i ∈ V and each variable j ∈W , and

• t0j1j2 = q0(wj1 , wj2 , δj1j2) for variables j1, j2 ∈W ,

where δj1j2 = 1 if j1 = j2 and δj1j2 = 0 otherwise. For internal layers l = 1, 2, . . . , L, compute

• slij = pl
(
sl−1
ij ,

∑
j1∈W f l(tl−1

j1j
, sl−1

ij1
)
)

for all i ∈ V, j ∈W , and

• tlj1j2 = ql
(
tl−1
j1j2

,
∑

i∈V g
l(sl−1

ij2
, sl−1

ij1
)
)

for all j1, j2 ∈W .

The final layer produces the output yj for each node j ∈W :

• yj = r
(∑

i∈V s
L
ij ,

∑
j1∈W tLj1j

)
.

Similar to MP-GNNs, the functions within 2-FGNNs, including {pl, ql, f l, gl}Ll=1, r, p
0, q0, are also

learnable and typically parameterized with MLPs. The space of 2-FGNNs is defined with:

Definition 2.3. We use F2-FGNN to denote the set of all 2-FGNNs with continuous pl, ql, f l, gl, r.

Any 2-FGNN, F ∈ F2-FGNN, maps a MILP-graph G to a n-dim vector: y = F (G). While MP-GNNs
and 2-FGNNs share the same input-output structure, their internal structures differ, leading to distinct
expressive powers.

2We require f l, gl yield 0 when the edge weight is 0 to avoid the discontinuity of functions in FMP-GNN.
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3 Imitating strong branching by GNNs
In this section, we present some observations and mathematical concepts underlying the imitation
of strong branching by GNNs. This line of research, which aims to replicate SB strategies through
GNNs, has shown promising empirical results across a spectrum of studies [19, 24, 25, 35, 48, 56, 58],
yet it still lacks theoretical foundations. Its motivation stems from two key observations introduced
earlier in Section 1, which we elaborate on here in detail.

Observation I: SB is notably effective in reducing the size of the BnB search space. This size is
measured by the size of the BnB tree. Here, a "tree" refers to a hierarchical structure of "nodes",
each representing a decision point or a subdivision of the problem. The tree’s size corresponds to the
number of these nodes. For instance, consider the instance "neos-3761878-oglio" from MIPLIB [23].
When solved using SCIP [7, 8] under standard configurations, the BnB tree size is 851, and it takes
61.04 seconds to attain optimality. However, disabling SB, along with all branching rules dependent
on SB, results in an increased BnB tree size to 35548 and an increased runtime to 531.0 seconds.

Observation II: SB itself is computationally expensive. In the above experiment under standard
settings, SB consumes an average of 70.40% of the total runtime, 42.97 out of 61.04 seconds in total.

Therefore, there is a clear need of approximating SB with efficient ML models. Ideally, if we
can substantially reduce the SB calculation time from 42.97 seconds to a negligible duration while
maintaining its effectiveness, the remaining runtime of 61.04−42.97 = 18.07 seconds would become
significantly more efficient.

To move forward, we introduce some basic concepts related to SB.

Concepts for SB. SB begins by identifying candidate variables for branching, typically those with
non-integer values in the solution to the linear relaxation but which are required to be integers. Each
candidate is then assigned a SB score, a non-negative real number determined by creating two linear
relaxations and calculating the objective improvement. A higher SB score indicates the variable has a
higher priority to be chosen for branching. Variables that do not qualify as branching candidates are
assigned a zero score. Compiling these scores for each variable results in an n-dimensional SB score
vector, denoted as SB(G) = (SB(G)1,SB(G)2, . . . ,SB(G)n).

Consequently, the task of approximating SB with GNNs can be described with a mathematical
language: finding an F ∈ FMP-GNN or F ∈ F2-FGNN such that F (G) ≈ SB(G). Formally, it is:

Formal statement of Problem (1.1): Given a distribution of G, is there F ∈ FMP-GNN or F ∈
F2-FGNN such that ∥F (G)− SB(G)∥ is smaller than some error tolerance with high probability?

To provide clarity, we present a formal definition of SB scores:
Definition 3.1 (LP relaxation with a single bound change). Pick a G ∈ Gm,n. For any j ∈
{1, 2, . . . , n}, l̂j ∈ {−∞} ∪ R, and ûj ∈ R ∪ {+∞}, we denote by LP(G, j, l̂j , ûj) the following
LP problem obtained by changing the lower/upper bound of xj in the LP relaxation of (2.1):

min
x∈Rn

c⊤x, s.t. Ax ◦ b, l̂j ≤ xj ≤ ûj , lj′ ≤ xj′ ≤ uj′ for j′ ∈ {1, 2, . . . , n}\{j}.

Definition 3.2 (Strong branching scores). Let G ∈ Gm,n be a MILP-graph associated with the
problem (2.1) whose LP relaxation is feasible and bounded. Denote f∗LP(G) ∈ R as the optimal
objective value of the LP relaxation of G and denote x∗LP(G) ∈ Rn as the optimal solution with the
smallest ℓ2-norm. The SB score SB(G)j for variable xj is defined via

SB(G)j =

{
0, if j /∈ I,

(f∗LP(G, j, lj , ûj)− f∗LP(G)) · (f∗LP(G, j, l̂j , uj)− f∗LP(G)), otherwise,

where f∗LP(G, j, lj , ûj) and f∗LP(G, j, l̂j , uj) are the optimal objective values of LP(G, j, lj , ûj) and
LP(G, j, l̂j , uj) respectively, with ûj = ⌊x∗LP(G)j⌋ being the largest integer no greater than x∗LP(G)j
and l̂j = ⌈x∗LP(G)j⌉ being the smallest integer no less than x∗LP(G)j , for j = 1, 2, . . . , n.

Remark: LP solution with the smallest ℓ2-norm. We only define the SB score for MILP problems
with feasible and bounded LP relaxations; otherwise the optimal solution x∗LP(G) does not exist. If
the LP relaxation of G admits multiple optimal solutions, then the strong branching score SB(G)
depends on the choice of the particular optimal solution. To guarantee that the SB score is uniquely
defined, in Definition 3.2, we use the optimal solution with the smallest ℓ2-norm, which is unique.
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v1

v2

w1

w2

w3 Initialization l = 1 l = 2

The WL test (Algorithm 1)MILP-graph G

min x1 + x2 + x3,
s.t. x1 + x2 + x3 ≤ 1,

x1 + x2 ≤ 1,
0 ≤ x1, x2, x3 ≤ 1,
x1, x2, x3 ∈ Z.

MILP formula
Figure 2: An illustrative example of color refinement and partitions. Initially, all variables share a
common color due to their identical node attributes, as do the constraint nodes. After a round of
the WL test, x1 and x2 retain their shared color, while x3 is assigned a distinct color, as it connects
solely to the first constraint, unlike x1 and x2. Similarly, the colors of the two constraints can also be
differentiated. Finally, this partition stabilizes, resulting in I = {{1}, {2}}, J = {{1, 2}, {3}}.

Remark: SB at leaf nodes. While the strong branching score discussed here primarily pertains
to root SB, it is equally relevant to SB at leaf nodes within the BnB framework. By interpreting
the MILP-graph G in Definition 3.2 as representing the subproblems encountered during the BnB
process, we can extend our findings to strong branching decisions at any point in the BnB tree. Here,
root SB refers to the initial branching decisions made at the root of the BnB tree, while leaf nodes
represent subsequent branching points deeper in the tree, where similar SB strategies can be applied.

Remark: Other types of SB scores. Although this paper primarily focuses on the product SB scores
(where the SB score is defined as the product of objective value changes when branching up and
down), our analysis can extend to other forms of SB scores in [14]. (Refer to Appendix D.1)

4 Main results
4.1 MP-GNNs can represent SB for MP-tractable MILPs
In this subsection, we define a class of MILPs, named message-passing-tractable (MP-tractable)
MILPs, and then show that MP-GNNs can represent SB within this class.

To define MP-tractability, we first present the Weisfeiler-Lehman (WL) test [53], a well-known
criterion for assessing the expressive power of MP-GNNs [55]. The WL test in the context of
MILP-graphs is stated in Algorithm 1. It follows exactly the same updating rule as the MP-GNN,
differing only in the local updates performed via hash functions.

Algorithm 1 The WL test for MILP-Graphs

Require: A graph instance G ∈ Gm,n and iteration limit L > 0.
1: Initialize with CV

0 (i) = HASHV
0 (vi), C

W
0 (j) = HASHW

0 (wj).
2: for l = 1, 2, · · · , L do
3: CV

l (i) = HASHV
l

(
CV

l−1(i),
{{(

CW
l−1(j), Aij

)
: j ∈ NW (i)

}})
.

4: CW
l (j) = HASHW

l

(
CW

l−1(j),
{{(

CW
l−1(i), Aij

)
: i ∈ NV (j)

}})
.

5: end for
6: Output: Final colors CV

L (i) for all i ∈ V and CW
L (j) for all j ∈ V .

The WL test can be understood as a color refinement algorithm. In particular, each vertex in
G is initially assigned a color CV

0 (i) or CW
0 (j) according to its initial feature vi or wj . Then the

vertex colors CV
l (i) and CW

l (j) are iteratively refined via aggregation of neighbors’ information and
corresponding edge weights. If there is no collision of hash functions3, then two vertices are of the
same color at some iteration if and only if at the previous iteration, they have the same color and the
same multiset of neighbors’ information and corresponding edge weights. Such a color refinement
process is illustrated by an example shown in Figure 2.

One can also view a vertex coloring as a partition, i.e., all vertices are partitioned into several classes
such that two vertices are in the same class if and only if they are of the same color. After each round

3Here, "no collision of a hash function" indicates that the hash function doesn’t map two distinct inputs to
the same output during the WL test on a specific instance. Another stronger assumption, commonly used in WL
test analysis [27], assumes that all hash functions are injective.
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of Algorithm 1, the partition always becomes finer if no collision happens, though it may not be
strictly finer. The following theorem suggests that this partition eventually stabilizes or converges,
with the final limit uniquely determined by the graph G, independent of the hash functions selected.
Theorem 4.1 ([11, Theorem A.2]). For any G ∈ Gm,n, the vertex partition induced by Algo-
rithm 1 (if no collision) will converge within O(m + n) iterations to a partition (I,J ), where
I = {I1, I2, . . . , Is} is a partition of {1, 2, . . . ,m} and J = {J1, J2, . . . , Jt} is a partition of
{1, 2, . . . , n}, and that partition (I,J ) is uniquely determined by the input graph G.

With the concepts of color refinement and partition, we can introduce the core concept of this paper:
Definition 4.2 (Message-passing-tractability). For G ∈ Gm,n, let (I,J ) be the partition as in
Theorem 4.1. We say that G is message-passing-tractable (MP-tractable) if for any p ∈ {1, 2, . . . , s}
and q ∈ {1, 2, . . . , t}, all entries of the submatrix (Aij)i∈Ip,j∈Jq

are the same. We use GMP
m,n ⊂ Gm,n

to denote the subset of all MILP-graphs in Gm,n that are MP-tractable.
In order to help readers better understand the concept of "MP-tractable", let’s examine the MILP
instance shown in Figure 2. After numerous rounds of WL tests, the partition stabilizes to I =
{{1}, {2}} and J = {{1, 2}, {3}}. According to Definition 4.2, one must examine the following
submatrices to determine whether the MILP is MP-tractable:

A[1, 1 : 2] = [1, 1], A[2, 1 : 2] = [1, 1], A[1, 3] = [1], A[2, 3] = [0].

All elements within each submatrix are identical. Hence, this MILP is indeed MP-tractable. To
rigorously state our result, we require the following assumption of the MILP data distribution.
Assumption 4.3. P is a Borel regular probability measure on Gm,n and P[SB(G) ∈ Rn] = 1.
Borel regularity is a "minimal" assumption that is actually satisfied by almost all practically used
data distributions such as normal distributions, discrete distributions, etc. Let us also comment
on the other assumption P[SB(G) ∈ Rn] = 1. In Definition 3.2, the linear relaxation of G is
feasible and bounded, which implies f∗LP(G) ∈ R. However, it is possible for a linear program that
is initially bounded and feasible to become infeasible upon adjusting a single variable’s bounds,
potentially resulting in f∗LP(G, j, lj , ûj) = +∞ or f∗LP(G, j, l̂j , uj) = +∞ and leading to an infinite
SB score: SB(G)j = +∞. Although we ignore such a case by assuming P[SB(G) ∈ Rn] = 1, it is
straightforward to extend all our results by simply representing +∞ as −1 considering SB(G)j as a
non-negative real number, thus avoiding any collisions in definitions.

Based on the above assumptions, as well as an extra assumption: G is message-passing tractable
with probability one, we can show the existence of an MP-GNN capable of accurately mapping
a MILP-graph G to its corresponding SB score, with an arbitrarily high degree of precision and
probability. The formal theorem is stated as follows.
Theorem 4.4. Let P be any probability distribution over Gm,n that satisfies Assumption 4.3 and
P[G ∈ GMP

m,n] = 1. Then for any ε, δ > 0, there exists a GNN F ∈ FMP-GNN such that

P[∥F (G)− SB(G)∥ ≤ δ] ≥ 1− ϵ.

The proof of Theorem 4.4 is deferred to Appendix A, with key ideas outlined here. First, we show
that if Algorithm 1 produces identical results for two MP-tractable MILPs, they must share the same
SB score. That is, if two MP-tractable MILPs have different SB scores, the WL test (or equivalently
MP-GNNs) can capture this distinction. Building on this result, along with a generalized version of
the Stone-Weierstrass theorem and Luzin’s theorem, we reach the final conclusion.

Let us compare our findings with [12] that establishes the existence of an MP-GNN capable of
directly mapping G to one of its optimal solutions, under the assumption that G must be unfoldable.
Unfoldability means that, after enough rounds of the WL test, each node receives a distinct color
assignment. Essentially, it assumes that the WL test can differentiate between all nodes in G, and the
elements within the corresponding partition (I,J ) have cardinality one: |Ip| = 1 and |Jq| = 1 for all
p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t}. Consequently, any unfoldable MILP must be MP-tractable
because the submatrices under the partition of an unfoldable MILP (Aij)i∈Ip,j∈Jq

must be 1 × 1
and obviously satisfy the condition in Definition 4.2. However, the reverse assertion is not true: The
example in Figure 2 serves as a case in point—it is MP-tractable but not unfoldable. Therefore,
unfoldability is a stronger assumption than MP-tractability. Our Theorem 4.4 demonstrates that, to
illustrate the expressive power of MP-GNNs in approximating SB, MP-tractability suffices; we do not
need to make assumptions as strong as those required when considering MP-GNN for approximating
the optimal solution.
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4.2 MP-GNNs cannot universally represent SB beyond MP-tractability

Our next main result is that MP-GNNs do not have sufficient capacity to represent SB scores on the
entire MILP space without the assumption of MP-tractability, stated as follows.
Theorem 4.5. There exist two MILP problems with different SB scores, such that any MP-GNN has
the same output on them, regardless of the number of parameters.

There are infinitely many pairs of examples proving Theorem 4.5, and we show two simple examples:

min x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8,

s.t. x1 + x2 ≥ 1, x2 + x3 ≥ 1, x3 + x4 ≥ 1, x4 + x5 ≥ 1, x5 + x6 ≥ 1,

x6 + x7 ≥ 1, x7 + x8 ≥ 1, x8 + x1 ≥ 1, 0 ≤ xj ≤ 1, xj ∈ Z, 1 ≤ j ≤ 8,

(4.1)

min x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8,

s.t. x1 + x2 ≥ 1, x2 + x3 ≥ 1, x3 + x1 ≥ 1, x4 + x5 ≥ 1, x5 + x6 ≥ 1,

x6 + x4 ≥ 1, x7 + x8 ≥ 1, x8 + x7 ≥ 1, 0 ≤ xj ≤ 1, xj ∈ Z, 1 ≤ j ≤ 8.

(4.2)

We will prove in Appendix B that these two MILP instances have different SB scores, but they cannot
be distinguished by any MP-GNN in the sense that for any F ∈ FMP-GNN, inputs (4.1) and (4.2)
lead to the same output. Therefore, it is impossible to train an MP-GNN to approximate the SB
score meeting a required level of accuracy with high probability, independent of the complexity of
the MP-GNN. Any MP-GNN that accurately predicts one MILP’s SB score will necessarily fail
on the other. We also remark that our analysis for (4.1) and (4.2) can be generalized easily to any
aggregation mechanism of neighbors’ information when constructing the MP-GNNs, not limited to
the sum aggregation as in Section 2.

The MILP instances on which MP-GNNs fail to approximate SB scores, (4.1) and (4.2), are not
MP-tractable. It can be verified that for both (4.1) and (4.2), the partition as in Theorem 4.1 is given
by I = {I1} with I1 = {1, 2, . . . , 8} and J = {J1} with J1 = {1, 2, . . . , 8}, i.e., all vertices in
V form a class and all vertices in W form the other class. Then the matrices (Aij)i∈I1,j∈J1 and
(Āij)i∈I1,j∈J1

are just A and Ā, the coefficient matrices in (4.1) and (4.2), and have both 0 and 1 as
entries, which does not satisfies Definition 4.2.

Based on Theorem 4.5, we can directly derive the following corollary by considering a simple discrete
uniform distribution P on only two instances (4.1) and (4.2).
Corollary 4.6. There exists a probability distribution P over Gm,n satisfying Assumption 4.3 and
constants ϵ, δ > 0, such that for any MP-GNN F ∈ FMP-GNN, it holds that

P[∥F (G)− SB(G)∥ ≥ δ] ≥ ϵ.

This corollary indicates that the assumption of MP-tractability in Theorem 4.4 is not removable.

4.3 2-FGNNs are capable of universally representing SB

Although the universal approximation of MP-GNNs for SB scores is conditioned on the MP-
tractability, we find an unconditional positive result stating that when we increase the order of
GNNs a bit, it is possible to represent SB scores of MILPs, regardless of the MP-tractability.
Theorem 4.7. Let P be any probability distribution over Gm,n that satisfies Assumption 4.3. Then
for any ε, δ > 0, there exists a GNN F ∈ F2-FGNN such that

P[∥F (G)− SB(G)∥ ≤ δ] ≥ 1− ϵ.

The proof of Theorem 4.7 leverages the second-order folklore Weisfeiler-Lehman (2-FWL) test. We
show that for any two MILPs, whether MP-tractable or not, identical 2-FWL results imply they share
the same SB score, thus removing the need for MP-tractability. Details are provided in Appendix C.

Theorem 4.7 establishes the existence of a 2-FGNN that can approximate the SB scores of MILPs
well with high probability. This is a fundamental result illustrating the possibility of training a GNN
to predict branching strategies for MILPs that are not MP-tractable. In particular, for any probability
distribution P as in Corollary 4.6 on which MP-GNNs fail to predict the SB scores well, Theorem 4.7
confirms the capability of 2-FGNNs to work on it.

However, it’s worth noting that 2-FGNNs typically have higher computational costs, both during
training and inference stages, compared to MP-GNNs. This computational burden comes from
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the fact that calculations of 2-FGNNs reply on pairs of nodes instead of nodes, as we discussed
in Section 2. To mitigate such computational challenges, one could explore the use of sparse or
local variants of high-order GNNs that enjoy cheaper information aggregation with strictly stronger
separation power than GNNs associated with the original high-order WL test [41].

4.4 Practical insights of our theoretical results
Theorem 4.4 and Corollary 4.6 indicate the significance of MP-tractability in practice. Before
attempting to train a MP-GNN to imitate SB, practitioners can first verify if the MILPs in their dataset
satisfy MP-tractability. If the dataset contains a substantial number of MP-intractable instances,
careful consideration of this approach is necessary, and 2-FGNNs may be more suitable according to
Theorem 4.7. Notably, assessing MP-tractability relies solely on conducting the WL test (Algorithm
1). This algorithm is well-established in graph theory and benefits from abundant resources and
repositories for implementation. Moreover, it operates with polynomial complexity (detailed below),
which is reasonable compared to solving MILPs.

Complexity of verifying MP-tractability. To verify the MP-tractability of a MILP, one requires at
most O(m+n) color refinement iterations according to Theorem 4.1. The complexity of each iteration
is bounded by the number of edges in the graph [49]. In our context, it is bounded by the number of
nonzeros in matrix A: nnz(A). Therefore, the overall complexity is O((m+ n) · nnz(A)), which is
linear in terms of (m+ n) and nnz(A). In contrast, solving a MILP or even calculating its all the SB
scores requires significantly higher complexity. To calculate the SB score of each MILP, one needs to
solve at most n LPs. We denote the complexity of solving each LP as CompLP(m,n). Therefore,
the overall complexity of calculating SB scores is O(n · CompLP(m,n)). Note that, currently, there
is still no strongly polynomial-time algorithm for LP, thus this complexity is significantly higher than
that of verifying MP-tractability.

While verifying MP-tractability is polynomial in complexity, the complexity of GNNs is still not
guaranteed. Theorems 4.4 and 4.7 address existence, not complexity. In other words, this paper
answers the question of whether GNNs can represent the SB score. To explore how well GNNs can
represent SB, further investigation is needed.

Frequency of MP-tractability. In practice, the occurrence of MP-tractable instances is highly
dependent on the dataset. In both Examples 4.1 and 4.2 (both MP-intractable), all variables exhibit
symmetry, as they are assigned the same color by the WL test, which fails to distinguish them.
Conversely, in the 3-variable example in Figure 2 (MP-tractable), only two of the three variables,
x1 and x2, are symmetric. Generally, the frequency of MP-tractability depends on the level of
symmetry in the data — higher levels of symmetry increase the risk of MP-intractability. This
phenomenon is commonly seen in practical MILP datasets, such as MIPLIB 2017 [23]. According to
[12], approximately one-quarter of examples show significant symmetry in over half of the variables.

5 Numerical results
We implement numerical experiments to validate our theoretical findings in Section 4.

Experimental settings: We train an MP-GNN and a 2-FGNN with L = 2, where we replace the
functions f l(tl−1

j , Aij) and gl(sl−1
i , Aij) in the MP-GNN by Aijf

l(tl−1
j ) and Aijg

l(sl−1
i ) to guar-

antee that they take the value 0 whenever Aij = 0. For both GNNs, p0, q0 are parameterized as linear
transformations followed by a non-linear activation function; {pl, ql, f l, gl}Ll=1 are parameterized as
3-layer multi-layer perceptrons (MLPs) with respective learnable parameters; and the output mapping
r is parameterized as a 2-layer MLP. All layers map their input to a 1024-dimensional vector and
use the ReLU activation function. With θ denoting the set of all learnable parameters of a network,
we train both MP-GNN and 2-FGNN to fit the SB scores of the MILP dataset G, by minimizing
1
2

∑
G∈G ∥Fθ(G)− SB(G)∥2 with respect to θ, using Adam [31]. The networks and training scheme

is implemented with Python and TensorFlow [1]. The numerical experiments are conducted on a
single NVIDIA Tesla V100 GPU for two datasets:

• We randomly generate 100 MILP instances, with 6 constraints and 20 variables, that are MP-
tractable with probability 1. SB scores are collected using SCIP [6]. More details about instance
generation are provided in Appendix E.

• We train the MP-GNN and 2-FGNN to fit the SB scores of (4.1) and (4.2), i.e., the dataset only
consists of two instances that are not MP-tractable.
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(a) MP-tractable MILPs: Both MP-GNN and 2-FGNN
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Figure 3: Numerical results of MP-GNN and 2-FGNN for SB score fitting. In the right figure, the
training error of MP-GNN on MP-intractable examples does not decrease after however many epochs.

Experimental results: The numerical results are displayed in Figure 3. One can see from Figure 3a
that both MP-GNN and 2-FGNN can approximate the SB scores over the dataset of random MILP
instances very well, which validates Theorem 4.4 and Theorem 4.7. As illustrated in Figure 3b,
2-FGNN can perfectly fit the SB scores of (4.1) and (4.2) simultaneously while MP-GNN can not,
which is consistent with Theorem 4.5 and Theorem 4.7 and serves as a numerical verification of the
capacity differences between MP-GNN and 2-FGNN for SB prediction. The detailed exploration
of training and performance evaluations of GNNs is deferred to future work to maintain a focused
investigation on the theoretical capabilities of GNNs in this paper.

Number of parameters: In Figure 3b, the behavior of MP-GNN remains unchanged regardless
of the number of parameters used, as guaranteed by Theorem 4.5. This error is intrinsically due to
the structure of MP-intractable MILPs and cannot be reduced by adding parameters. Conversely,
2-FGNN can achieve near-zero loss with sufficient parameters, as guaranteed by Theorem 4.7 and
confirmed by our numerical experiments. To further verify this, we tested 2-FGNN with embedding
sizes from 64 to 2,048. All models reached near-zero errors, though epoch counts varied, as shown in
Table 1. The results suggest that larger embeddings improve model capacity to fit counterexamples.
The gains level off beyond an embedding size of 1,024 due to increased training complexity.

Table 1: Epochs required to reach specified errors with varying embedding sizes for 2-FGNN.
Embedding size 64 128 256 512 1,024 2,048

Epochs to reach 10−6 error 16,570 5,414 2,736 1,442 980 1,126
Epochs to reach 10−12 error 18,762 7,474 4,412 2,484 1,128 1,174

Larger instances: While our study primarily focuses on theory and numerous empirical studies
have shown the effectiveness of GNNs in branching strategies (as noted in Section 1), we conducted
experiments on larger instances to further assess the scalability of this approach. We trained an
MP-GNN on 100 large-scale set covering problems, each with 1,000 variables and 2,000 constraints,
generated following the methodology in [19]. The MP-GNN achieved a training loss of 1.94× 10−4,
calculated as the average ℓ2 norm of errors across all training instances.

6 Conclusion
In this work, we study the expressive power of two types of GNNs for representing SB scores. We
find that MP-GNNs can accurately predict SB results for MILPs within a specific class termed
"message-passing-tractable" (MP-tractable). However, their performance is limited outside this class.
In contrast, 2-FGNNs, which update node-pair features instead of node features as in MP-GNNs, can
universally approximate the SB scores on every MILP dataset or for every MILP distribution. These
findings offer insights into the suitability of different GNN architectures for varying MILP datasets,
particularly considering the ease of assessing MP-tractability. We also comment on limitations and
future research topics. Although the universal approximation result is established for MP-GNNs
and 2-FGNNs to represent SB scores, it is still unclear what is the required complexity/number of
parameters to achieve a given precision. It would thus be interesting and more practically useful to
derive some quantitative results. In addition, exploring efficient training strategies or alternatives of
higher order GNNs for MILP tasks is an interesting and significant future direction.
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A Proof of Theorem 4.4

This section presents the proof of Theorem 4.4. We define the separation power of WL test in
Definition A.1 and prove that two MP-tractable MILP-graphs, or two vertices in a single MP-tractable
graph, indistinguishable by WL test must share the same SB score in Theorem A.3. In other words,
WL test has sufficient separation power to distinguish MP-tractable MILP graphs, or vertices in a
single MP-tractable graph, with different SB scores.

Before stating the major result, we first introduce some definitions and useful theorems.
Definition A.1. Let G, Ḡ ∈ Gm,n and let CV

l (i), CW
l (j) and C̄V

l (i), C̄W
l (j) be the colors gen-

erated by the WL test (Algorithm 1) for G and Ḡ. We say G W∼ Ḡ if
{{
CV

L (i) : i ∈ V
}}

={{
C̄V

L (i) : i ∈ V
}}

and CW
L (j) = C̄W

L (j), ∀ j ∈W holds for any L and any hash functions.
Theorem A.2 ([11, Theorem A.2]). The partition defined in Theorem 4.1 satisfies:

(a) vi = vi′ , ∀ i, i′ ∈ Ip, p ∈ {1, 2, . . . , s},

(b) wj = wj′ , ∀ j, j′ ∈ Jq, q ∈ {1, 2, . . . , t},

(c) {{Aij : j ∈ Jq}} = {{Ai′j : j ∈ Jq}}, ∀ i, i′ ∈ Ip, p ∈ {1, 2, . . . , s}, q ∈ {1, 2, . . . , t},

(d) {{Aij : i ∈ Ip}} = {{Aij′ : i ∈ Ip}}, ∀ j, j′ ∈ Jq, p ∈ {1, 2, . . . , s}, q ∈ {1, 2, . . . , t},

where {{}} denotes the multiset considering both the elements and the multiplicities.

In Theorem A.2, conditions (a) and (b) mean vertices in the same class share the same features,
while conditions (c) and (d) state that vertices in the same class interact with another class with the
same multiset of weights. In other words, for any p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t}, different
rows/columns of the submatrix (Aij)i∈Ip,j∈Jq

provide the same multiset of entries.

With the above preparations, we can state and prove the main result now.
Theorem A.3. For any G, Ḡ ∈ GMP

m,n with SB(G) ∈ Rn and SB(Ḡ) ∈ Rn, the followings are true:

(a) If G W∼ Ḡ, then SB(G) = SB(Ḡ).

(b) If CW
L (j1) = CW

L (j2) holds for any L and any hash functions, then SB(G)j1 = SB(G)j2 .

Proof. (a) Since G W∼ Ḡ, after applying some permutation on V (relabelling vertices in V ) in the
graph Ḡ, the two G and Ḡ share the same partition I = {I1, I2, . . . , Is} and J = {J1, J2, . . . , Jt}
as in Theorem A.2 and we have

• For any p ∈ {1, 2, . . . , s}, vi = v̄i is constant over all i ∈ Ip,

• For any q ∈ {1, 2, . . . , t}, wj = w̄j is constant over all j ∈ Jq ,

• For any p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t}, {{Aij : j ∈ Jq}} = {{Āij : j ∈ Jq}} is
constant over all i ∈ Ip,

• For any p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t}, {{Aij : i ∈ Ip}} = {{Āij : i ∈ Ip}} is
constant over all j ∈ Jq .

Here, we slightly abuse the notation not to distinguish Ḡ and the MILP-graph obtained from Ḡ by
relabelling vertice in V , and these two graphs have exactly the same SB scores since the vertices in
W are not relabelled.

Note that both G and Ḡ are MP-tractable, i.e., for any p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t},
(Aij)i∈Ip,j∈Jq

and (Āij)i∈Ip,j∈Jq
are both matrices with identical entries, which combined with the

third and the fourth conditions above implies that Aij = Āij for all i ∈ Ip and j ∈ Jq . Therefore, we
have G = Ḡ and hence SB(G) = SB(Ḡ).

(b) The result is a directly corollary of (a) by considering G and the MILP-graph obtained from G by
relabeling j1 as j2 and relabeling j2 as j1.
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In addition to Theorem A.3, we also need the following two theorem to prove Theorem 4.4.

Theorem A.4 (Lusin’s theorem [16, Theorem 1.14]). Suppose that µ is a Borel regular measure
on Rn and that f : Rn → Rm is µ-measurable, i.e., for any open subset U ⊂ Rm, f−1(U) is
µ-measurable. Then for any µ-measurable X ⊂ Rn with µ(X) <∞ and any ϵ > 0, there exists a
compact set E ⊂ X with µ(X\E) < ϵ, such that f |E is continuous.

Theorem A.5 ([11, Theorem E.1]). Let X ⊂ Gm,n be a compact subset that is closed under the
action of Sm × Sn. Suppose that Φ ∈ C(X,Rn) satisfies the followings:

(a) For any σV ∈ Sm, σW ∈ Sn, and G ∈ X , it holds that Φ((σV , σW ) ∗ G) = σW (Φ(G)),
where (σV , σW ) ∗G represents the MILP-graph obtained from G by reordering vertices
with permutations σV and σW .

(b) Φ(G) = Φ(Ḡ) holds for all G, Ĝ ∈ X with G W∼ Ḡ.

(c) Given any G ∈ X and any j1, j2 ∈ {1, 2, . . . , n}, if CW
L (j1) = CW

L (j2) holds for any L
and any hash functions, then Φ(G)j1 = Φ(G)j2 .

Then for any ϵ > 0, there exists F ∈ FMP-GNN such that

sup
G∈X

∥Φ(G)− F (G)∥ < ϵ.

Now we can present the proof of Theorem 4.4.

Proof of Theorem 4.4. Lemma F.2 and Lemma F.3 in [11] prove that the function that maps LP
instances to its optimal objective value/optimal solution with the smallest ℓ2-norm is Borel measurable.
Thus, SB : Gm,n ⊃ SB−1(Rn) → Rn is also Borel measurable, and is hence P-measurable due to
Assumption 4.3. In addition, GMP

m,n is a Borel subset of Gm,n since the MP-tractability is defined
by finitely many operations of comparison and aggregations. By Theorem A.4 and the assumption
P[G ∈ GMP

m,n] = 1, there exists a compact subset X1 ⊂ GMP
m,n∩SB−1(Rn) such that P[Gm,n\X1] ≤ ϵ

and SB|X1
is continuous. For any σV ∈ Sm and σW ∈ Sn, (σV , σW ) ∗ X1 is also compact and

SB|(σV ,σW )∗X1
is also continuous by the permutation-equivariance of SB. Set

X2 =
⋃

σV ∈Sm,σW∈Sn

(σV , σW ) ∗X1.

Then X2 is permutation-invariant and compact with

P[Gm,n\X2] ≤ P[Gm,n\X1] ≤ ϵ.

In addition, SB|X2
is continuous by pasting lemma.

The rest of the proof is to apply Theorem A.5 for X = X2 and Φ = SB, for which we need to verify
the four conditions in Theorem C.10. Condition (a) is true since SB is permutation-equivalent by its
definition. Conditions (b) and (c) follow directly from Theorem A.3. According to Theorem A.5,
there exists some F ∈ F2-FGNN such that

sup
G∈X2

∥F (G)− SB(G)∥ ≤ δ.

Therefore, one has
P[∥F (G)− SB(G)∥ > δ] ≤ P[Gm,n\X2] ≤ ϵ,

which completes the proof.

B Proof of Theorem 4.5

In this section, we verify that the MILP instances (4.1) and (4.2) prove Theorem 4.5. We will first
show that they have different SB scores while cannot be distinguished by any MP-GNNs.
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Different SB scores Denote the graph representation of (4.1) and (4.2) asG and Ḡ, respectively. For
both (4.1) and (4.2), the same optimal objective value is 4 and the optimal solution with the smallest
ℓ2-norm is (1/2, 1/2, 1/2, 1/2, 1/2, 1/2, 1/2, 1/2). To calculate SB(G)j or SB(Ḡ)j , it is necessary
create two LPs for each variable xj . In one LP, the upper bound of xj is set to ûj = ⌊1/2⌋ = 0,
actually fixing xj at its lower bound lj = 0. Similarly, the other LP sets xj to 1.

For the problem (4.1), even if we fix x1 = 1, the objective value of the LP relaxation can still achieve
4 by x = (1, 0, 1, 0, 1, 0, 1, 0). A similar observation also holds for fixing x1 = 0. Therefore, the SB
score for x1 (also for any xj in (4.1)) is 0. In other words,

SB(G) = (0, 0, 0, 0, 0, 0, 0, 0).

However, for the problem (4.2), if we fix x1 = 1, then the optimal objective value of the LP relaxation
is 9/2 since

8∑
i=1

xi = 1 + (x2 + x3) +
1

2
(x4 + x5) +

1

2
(x5 + x6) +

1

2
(x6 + x4) + (x7 + x8) ≥ 9/2

and the above inequality is tight as x = (1, 1/2, 1/2, 1/2, 1/2, 1/2, 1/2, 1/2). If we fix x1 = 0, then
x2, x3 ≥ 1 and the optimal objective value of the LP relaxation is also 9/2 since

8∑
i=1

xi ≥ 0 + 1 + 1 +
1

2
(x4 + x5) +

1

2
(x5 + x6) +

1

2
(x6 + x4) + (x7 + x8) ≥ 9/2,

and the equality holds when x = (0, 1, 1, 1/2, 1/2, 1/2, 1/2, 1/2). Therefore, the the SB score for x1
(also for any xi (1 ≤ i ≤ 6) in (4.2)) is (9/2− 4) · (9/2− 4) = 1/4. If we fix x7 = 1, the optimal
objective value of the LP relaxation is still 4 since (1/2, 1/2, 1/2, 1/2, 1/2, 1/2, 1, 0) is an optimal
solution. A similar observation still holds if x7 is fixed to 0. Thus the SB scores for x7 and x8 are
both 0. Combining these calculations, we obtain that

SB(Ḡ) =
(
1

4
,
1

4
,
1

4
,
1

4
,
1

4
,
1

4
, 0, 0

)
.

MP-GNNs’ output Although G and Ḡ are non-isomorphic with different SB scores, they still
have the same output for every MP-GNN. We prove this by induction. Referencing the graph
representations in Section 2, we explicitly write down the features:

vi = v̄i = (1,≥), wj = w̄j = (1, 0, 1, 1), for all i ∈ {1, · · · , 8}, j ∈ {1, · · · , 8}.
Considering the MP-GNN’s initial step where s0i = p0(vi) and t0j = q0(wj), we can conclude that
s0i = s̄0i is a constant for all i and t0j = t̄0j is a constant for all j, regardless of the choice of functions
p0 and q0. Thus, the initial layer generates uniform outcomes for nodes in V and W across both
graphs, which is the induction base. Suppose that the principle of uniformity applies to sli, s̄

l
i, t

l
j , t̄

l
j

for some 0 ≤ l ≤ L− 1. Since sli, s̄
l
i are constant across all i, we can denote their common value as

sl and hence sl = sli = s̄li for all i. Similarly, we can define tl with tl = tlj = t̄lj for all j. Then it
holds that

sl+1
i = s̄l+1

i = pl
(
sl, 2f l(tl, 1)

)
and tl+1

j = t̄l+1
j = ql

(
tl, 2gl(sl, 1)

)
,

where we used {{Aij′ : j
′ ∈ W}} = {{Āij′ : j

′ ∈ W}} = {{Ai′j : i′ ∈ W}} = {{Āi′j : i′ ∈
W}} = {{1, 1, 0, 0, 0, 0, 0, 0}} for all i and j. This proves the uniformity for l + 1. Therefore, we
obtain the existence of sL, tL such that sLi = s̄Li = sL and tLj = t̄Lj = tL for all i, j. Finally, the
output layer yields:

yj = ȳj = r
(
8sL, 8tL, tL

)
for all j ∈ {1, · · · , 8},

which finishes the proof.

C Proof of Theorem 4.7

This section presents the proof of Theorem 4.7. The central idea is to establish a separation result in
the sense that two MILPs with distinct SB scores must be distinguished by at least one F ∈ F2-FGNN,
and then apply a generalized Stone-Weierstrass theorem in [4].
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C.1 2-FWL test and its separation power

The 2-FWL test [9], as an extension to the classic WL test [53], is a more powerful algorithm for the
graph isomorphism problem. By applying the 2-FWL test algorithm (formally stated in Algorithm 2)
to two graphs and comparing the outcomes, one can determine the non-isomorphism of the two graphs
if the results vary. However, identical 2-FWL outcomes do not confirm isomorphism. Although this
test does not solve the graph isomorphism problem entirely, it can serve as a measure of 2-FGNN’s
separation power, analogous to how the WL test applies to MP-GNN [55].

Algorithm 2 2-FWL test for MILP-Graphs

1: Input: A graph instance G = (V,W,A, FV , FW ) and iteration limit L > 0.
2: Initialize with

CVW
0 (i, j) = HASHVW

0 (vi, wj , Aij),

CWW
0 (j1, j2) = HASHWW

0 (wj1 , wj2 , δj1j2).

3: for l = 1, 2, . . . , L do
4: Refine the color

CVW
l (i, j) = HASHVW

l

(
CVW

l−1 (i, j),
{{

(CWW
l−1 (j1, j), C

VW
l−1 (i, j1)) : j1 ∈W

}})
,

CWW
l (j1, j2) = HASHWW

l

(
CWW

l−1 (j1, j2),
{{

(CVW
l−1 (i, j2), C

VW
l−1 (i, j1)) : i ∈ V

}})
.

5: end for
6: Output: Final colors CVW

L (i, j) for all i ∈ V, j ∈W and CWW
L (j1, j2) for all j1, j2 ∈W .

In particular, given the input graph G, the 2-FWL test assigns a color for every pair of nodes in the
form of (i, j) with i ∈ V, j ∈ W or (j1, j2) with j1, j2 ∈ W . The initial colors are assigned based
on the input features and the colors are refined to subcolors at each iteration in the way that two
node pairs are of the same subcolor if and only if they have the same color and the same neighbors’
color information. Here, the neighborhood of (i, j) involves {{((j1, j), (i, j1)) : j1 ∈W}} and the
neighborhood of (j1, j2) involves {{((i, j2), (i, j1)) : i ∈ V }}. After sufficient iterations, the final
colors are determined. If the final color multisets of two graphs G and Ḡ are identical, they are
deemed indistinguishable by the 2-FWL test, denoted by G ∼2 Ḡ. One can formally define the
separation power of 2-FWL test via two equivalence relations on Gm,n as follows.

Definition C.1. Let G, Ḡ ∈ Gm,n and let CVW
l (i, j), CWW

l (j1, j2) and C̄VW
l (i, j), C̄WW

l (j1, j2)
be the colors generated by 2-FWL test for G and Ḡ.

(a) We define G ∼2 Ḡ if the followings hold for any L and any hash functions:{{
CVW

L (i, j) : i ∈ V, j ∈W
}}

=
{{
C̄VW

L (i, j) : i ∈ V, j ∈W
}}

, (C.1){{
CWW

L (j1, j2) : j1, j2 ∈W
}}

=
{{
C̄WW

L (j1, j2) : j1, j2 ∈W
}}

. (C.2)

(b) We define G W∼2 Ḡ if the followings hold for any L and any hash functions:{{
CVW

L (i, j) : i ∈ V
}}

=
{{
C̄VW

L (i, j) : i ∈ V
}}

, ∀ j ∈W, (C.3){{
CWW

L (j1, j) : j1 ∈W
}}

=
{{
C̄WW

L (j1, j) : j1 ∈W
}}

, ∀ j ∈W. (C.4)

It can be seen that (C.3) and (C.4) are stronger than (C.1) and (C.2), since the latter requires that the
entire color multiset is the same while the former requires that the color multiset associated with
every j ∈W is the same. However, we can show that they are equivalent up to a permutation.

Theorem C.2. For any G, Ḡ ∈ Gm,n, G ∼2 Ḡ if and only if there exists a permutation σW ∈ Sn

such that G W∼2 σW ∗ Ḡ, where σW ∗ Ḡ is the graph obtained by relabeling vertices in W using σW .

One can understand that both G ∼2 Ḡ and G W∼2 Ḡ mean that G and Ḡ cannot be distinguished by
2-FWL test, with the difference that G ∼2 Ḡ allows a permutation on W .
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Proof of Theorem C.2. It is clear that G W∼2 σW ∗ Ḡ implies that G ∼2 Ḡ. We then prove the reverse
direction, i.e., G ∼2 Ḡ implies G W∼2 σW ∗ Ḡ for some σW ∈ Sn. It suffices to consider L and
hash functions such that there are no collisions in Algorithm 2 and no strict color refinement in the
L-th iteration when G and Ḡ are the input, which means that two edges are assigned with the same
color in the L-th iteration if and only if their colors are the same in the (L− 1)-th iteration. For any
j1, j2, j

′
1, j

′
2 ∈W , it holds that

CWW
L (j1, j2) = CWW

L (j′1, j
′
2)

=⇒
{{

(CVW
L (i, j2), C

VW
L (i, j1)) : i ∈ V

}}
=

{{
(CVW

L (i, j′2), C
VW
L (i, j′1)) : i ∈ V

}}
=⇒

{{
CVW

L (i, j1) : i ∈ V
}}

=
{{
CVW

L (i, j′1) : i ∈ V
}}

and{{
CVW

L (i, j2) : i ∈ V
}}

=
{{
CVW

L (i, j′2) : i ∈ V
}}

.

Similarly, one has that

CWW
L (j1, j2) = C̄WW

L (j′1, j
′
2)

=⇒
{{
CVW

L (i, j1) : i ∈ V
}}

=
{{
C̄VW

L (i, j′1) : i ∈ V
}}

and{{
CVW

L (i, j2) : i ∈ V
}}

=
{{
C̄VW

L (i, j′2) : i ∈ V
}}

,

and that

C̄WW
L (j1, j2) = C̄WW

L (j′1, j
′
2)

=⇒
{{
C̄VW

L (i, j1) : i ∈ V
}}

=
{{
C̄VW

L (i, j′1) : i ∈ V
}}

and{{
C̄VW

L (i, j2) : i ∈ V
}}

=
{{
C̄VW

L (i, j′2) : i ∈ V
}}

.

Therefore, for any

C ∈
{{{

CVW
L (i, j) : i ∈ V

}}
: j ∈W

}
∪
{{{

C̄VW
L (i, j) : i ∈ V

}}
: j ∈W

}
,

it follows from (C.2) that{{
CWW

L (j1, j2) :
{{
CVW

L (i, j1) : i ∈ V
}}

=
{{
CVW

L (i, j2) : i ∈ V
}}

= C
}}

=
{{
C̄WW

L (j1, j2) :
{{
C̄VW

L (i, j1) : i ∈ V
}}

=
{{
C̄VW

L (i, j2) : i ∈ V
}}

= C
}}

.
(C.5)

Particularly, the number of elements in the two multisets in (C.5) should be the same, which implies
that

#
{
j ∈W :

{{
CVW

L (i, j) : i ∈ V
}}

= C
}
= #

{
j ∈W :

{{
C̄VW

L (i, j) : i ∈ V
}}

= C
}
,

which then leads to{{{{
CVW

L (i, j) : i ∈ V
}}

: j ∈W
}}

=
{{{{

C̄VW
L (i, j) : i ∈ V

}}
: j ∈W

}}
.

One can hence apply some permutation on W to obtain (C.3). Next we prove (C.4). For any j ∈W ,
we have{{

CVW
L (i, j) : i ∈ V

}}
=

{{
C̄VW

L (i, j) : i ∈ V
}}

=⇒ CVW
L (i1, j) = C̄VW

L (i2, j) for some i1, i2 ∈ V

=⇒
{{

(CWW
L (j1, j), C

VW
l−1 (i1, j1)) : j1 ∈W

}}
=

{{
(C̄WW

L (j1, j), C̄
VW
l−1 (i2, j1)) : j1 ∈W

}}
for some i1, i2 ∈ V

=⇒
{{
CWW

L (j1, j) : j1 ∈W
}}

=
{{
C̄WW

L (j1, j) : j1 ∈W
}}

,

which completes the proof.

C.2 SB scores of MILPs distinguishable by 2-FWL test

The following theorem establishes that the separation power of 2-FWL test is stronger than or equal
to that of SB, in the sense that two MILP-graphs, or two vertices in a single graph, that cannot be
distinguished by the 2-FWL test must share the same SB score.
Theorem C.3. For any G, Ḡ ∈ Gm,n, the followings are true:
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(a) If G W∼2 Ḡ, then SB(G) = SB(Ḡ).

(b) If G ∼2 Ḡ, then there exists some permutation σW ∈ Sn such that SB(G) = σW (SB(Ḡ)).

(c) If
{{
CWW

L (j, j1) : j ∈W
}}

=
{{
CWW

L (j, j2) : j ∈W
}}

holds for any L and any hash
functions, then SB(G)j1 = SB(G)j2 .

We briefly describe the intuition behind the proof here. The color updating rule of 2-FWL test is based
on monitoring triangles while that of the classic WL test is based on tracking edges. More specifically,
in 2-FWL test colors are defined on node pairs and neighbors share the same triangle, while in WL
test colors are equipped with nodes with neighbors being connected by edges. When computing the
j-th entry of SB(G), we change the upper/lower bound of xj and solve two LP problems. We can
regard j ∈W as a special node and if we fixed it in 2-FWL test, a triangle containing j ∈W will be
determined by the other two nodes, one in V and one in W , and their edge. This "reduces" to the
setting of WL test. It is proved in [11] that the separation power of WL test is stronger than or equal
to the properties of LPs. This is to say that even when fixing a special node, the 2-FWL test still has
enough separation power to distinguish different LP properties and hence 2-FWL test could separate
different SB scores. We present the detailed proof of Theorem C.3 in the rest of this subsection.

Theorem C.4. For any G, Ḡ ∈ Gm,n, if G W∼2 Ḡ, then for any j ∈ {1, 2, . . . , n}, l̂j ∈ {−∞} ∪ R,
and ûj ∈ R ∪ {+∞}, the two LP problems LP(G, j, l̂j , ûj) and LP(Ḡ, j, l̂j , ûj) have the same
optimal objective value.
Theorem C.5 ([11]). Consider two LP problems with n variables and m constraints

min
x∈Rn

c⊤x, s.t. Ax ◦ b, l ≤ x ≤ u, (C.6)

and
min
x∈Rn

c̄⊤x, s.t. Āx ◦̄ b̄, l̄ ≤ x ≤ ū. (C.7)

Suppose that there exist I = {I1, I2, . . . , Is} and J = {J1, J2, . . . , Jt} that are partitions of
V = {1, 2, . . . ,m} and W = {1, 2, . . . , n} respectively, such that the followings hold:

(a) For any p ∈ {1, 2, . . . , s}, (bi, ◦i) = (b̄i, ◦̄i) is constant over all i ∈ Ip;

(b) For any q ∈ {1, 2, . . . , t}, (cj , lj , uj) = (c̄j , l̄j , ūj) is constant over all j ∈ Jq;

(c) For any p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t},
∑

j∈Jq
Aij =

∑
j∈Jq

Āij is constant over
all i ∈ Ip.

(d) For any p ∈ {1, 2, . . . , s} and q ∈ {1, 2, . . . , t},
∑

i∈Ip
Aij =

∑
i∈Ip

Āij is constant over
all j ∈ Jq .

Then the two problems (C.6) and (C.7) have the same feasibility, the same optimal objective value,
and the same optimal solution with the smallest ℓ2-norm (if feasible and bounded).

Proof of Theorem C.4. Choose L and hash functions such that there are no collisions in Algorithm 2
and no strict color refinement in the L-th iteration when G and Ḡ are the input. Fix any j ∈W and
construct the partions I = {I1, I2, . . . , Is} and J = {J1, J2, . . . , Jt} as follows:

• i1, i2 ∈ Ip for some p ∈ {1, 2, . . . , s} if and only if CVW
L (i1, j) = CVW

L (i2, j).

• j1, j2 ∈ Jq for some q ∈ {1, 2, . . . , t} if and only if CWW
L (j1, j) = CWW

L (j2, j).

Without loss of generality, we can assume that j ∈ J1. One observation is that J1 = {j}. This
is because j1 ∈ J1 implies that CWW

L (j1, j) = CWW
L (j, j), which then leads to CWW

0 (j1, j) =
CWW

0 (j, j) and δj1j = δjj = 1 since there is no collisions. We thus have j1 = j.

Note that we have (C.3) and (C.4) from the assumption G W∼2 Ḡ. So after permuting Ḡ on V and
W\{j}, one can obtain CVW

L (i, j) = C̄VW
L (i, j) for all i ∈ V and CWW

L (j1, j) = C̄WW
L (j1, j) for

all j1 ∈ W . Another observation is that such permutation does not change the optimal objective
value of LP(Ḡ, j, l̂j , ûj) as j is fixed.
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Next, we verify the four conditions in Theorem C.5 for two LP problems LP(G, j, l̂j , ûj) and
LP(Ḡ, j, l̂j , ûj) with respect to the partitions I = {I1, I2, . . . , Is} and J = {J1, J2, . . . , Jt}.

Verification of Condition (a) in Theorem C.5 Since there is no collision in the 2-FWL test
Algorithm 2, CVW

L (i, j) = C̄VW
L (i, j) implies that CVW

0 (i, j) = C̄VW
0 (i, j) and hence that vi = v̄i,

which is also constant over all i ∈ Ip since CVW
L (i, j) is contant over all i ∈ Ip by definition.

Verification of Condition (b) in Theorem C.5 It follows from CWW
L (j1, j) = C̄WW

L (j1, j) that
CWW

0 (j1, j) = C̄WW
0 (j1, j) and hence that wj1 = w̄j1 , which is also constant over all j1 ∈ Iq since

CWW
L (j1, j) is contant over all j1 ∈ Iq by definition.

Verification of Condition (c) in Theorem C.5 Consider any p ∈ {1, 2, . . . , s} and any i ∈ Ip. It
follows from CVW

L (i, j) = C̄VW
L (i, j) that{{

(CWW
L−1 (j1, j), C

VW
L−1(i, j1)) : j1 ∈W

}}
=

{{
(C̄WW

L−1 (j1, j), C̄
VW
L−1(i, j1)) : j1 ∈W

}}
,

and hence that{{
(CWW

L (j1, j), Aij1) : j1 ∈W
}}

=
{{

(C̄WW
L (j1, j), Āij1) : j1 ∈W

}}
,

where we used the fact that there is no strict color refinement in the L-th iteration and there is no
collision in Algorithm 2. We can thus conclude for any q ∈ {1, 2, . . . , t} that

{{Aij1 : j1 ∈ Jq}} = {{Āij1 : j1 ∈ Jq}},

which implies that
∑

j1∈Jq
Aij1 =

∑
j1∈Jq

Āij1 that is constant over i ∈ Ip since CVW
L (i, j) =

C̄VW
L (i, j) is constant over i ∈ Ip.

Verification of Condition (d) in Theorem C.5 Consider any q ∈ {1, 2, . . . , t} and any j1 ∈ Jq . It
follows from CWW

L (j1, j) = C̄WW
L (j1, j) that{{

(CVW
L−1(i, j), C

VW
L−1(i, j1)) : i ∈ V

}}
=

{{
(C̄VW

L−1(i, j), C̄
VW
L−1(i, j1)) : i ∈ V

}}
,

and hence that {{
(CVW

L (i, j), Aij1) : i ∈ V
}}

=
{{

(C̄VW
L (i, j), Āij1) : i ∈ V

}}
,

where we used the fact that there is no strict color refinement at the L-th iteration and there is no
collision in Algorithm 2. We can thus conclude for any p ∈ {1, 2, . . . , s} that

{{Aij1 : i ∈ Ip}} = {{Āij1 : i ∈ Ip}},

which implies that
∑

i∈Ip
Aij1 =

∑
i∈Ip

Āij1 that is constant over j1 ∈ Jq since CWW
L (j1, j) =

C̄WW
L (j1, j) is constant over j1 ∈ Jq .

Combining all discussion above and noticing that J1 = {j}, one can apply Theorem C.5 and conclude
that the two LP problems LP(G, j, l̂j , ûj) and LP(Ḡ, j, l̂j , ûj) have the same optimal objective value,
which completes the proof.

Corollary C.6. For any G, Ḡ ∈ Gm,n, if G W∼2 Ḡ, then the LP relaxations of G and Ḡ have the
same optimal objective value and the same optimal solution with the smallest ℓ2-norm (if feasible
and bounded).

Proof. If no collision, it follows from (C.4) that CWW
L (j, j) = C̄WW

L (j, j) which implies lj = l̄j
and uj = ūj for any j ∈ W . Then we can apply Theorem C.4 to conclude that two LP problems
LP(G, j, lj , uj) and LP(Ḡ, j, l̄j , ūj) that are LP relaxations of G and Ḡ have the same optimal
objective value.

In the case that the LP relaxations of G and Ḡ are both feasible and bounded, we use x and x̄ to
denote their optimal solutions with the smallest ℓ2-norm. For any j ∈ W , x and x̄ are also the
optimal solutions with the smallest ℓ2-norm for LP(G, j, lj , uj) and LP(Ḡ, j, l̄j , ūj) respectively. By
Theorem C.5 and the same arguments as in the proof of Theorem C.4, we have the xj = x̄j . Note
that we cannot infer x = x̄ by considering a single j ∈W because we apply permutation on V and
W\{j} in the proof of Theorem C.4. But we have xj = x̄j for any j ∈W which leads to x = x̄.
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Proof of Theorem C.3. (a) By Corollary C.6 and Theorem C.4.

(b) By Theorem C.2 and (a).

(c) Apply (a) on G and the graph obtained from G by switching j1 and j2.

C.3 Equivalence between the separation powers of the 2-FWL test and 2-FGNNs

The section establishes the equivalence between the separation powers of the 2-FWL test and 2-
FGNNs.
Theorem C.7. For any G, Ḡ ∈ Gm,n, the followings are true:

(a) G W∼2 Ḡ if and only if F (G) = F (Ḡ) for all F ∈ F2-FGNN.

(b)
{{
CWW

L (j, j1) : j ∈W
}}

=
{{
CWW

L (j, j2) : j ∈W
}}

holds for any L and any hash
functions if and only if F (G)j1 = F (G)j2 , ∀ F ∈ F2-FGNN.

(c) G ∼2 Ḡ if and only if f(G) = f(Ḡ) for all scalar function f with f1 ∈ F2-FGNN.

The intuition behind Theorem C.7 is the color updating rule in 2-FWL test is of the same format
as the feature updating rule in 2-FGNN, and that the local update mappings pl, ql, f l, gl, r can be
chosen as injective on current features. Results of similar spirit also exist in previous literature; see
e.g., [4, 11, 22, 55]. We present the detailed proof of Theorem C.7 in the rest of this subsection.

Lemma C.8. For any G, Ḡ ∈ Gm,n, if G W∼2 Ḡ, then F (G) = F (Ḡ) for all F ∈ F2-FGNN.

Proof. Consider any F ∈ F2-FGNN with L layers and let slij , t
l
j1j2

and s̄lij , t̄
l
j1j2

be the features in the
l-th layer of F . Choose L and hash functions such that there are no collisions in Algorithm 2 when G
and Ḡ are the input. We will prove the followings by induction for 0 ≤ l ≤ L:

(a) CVW
l (i, j) = CVW

l (i′, j′) implies slij = sli′j′ .

(b) CVW
l (i, j) = C̄VW

l (i′, j′) implies slij = s̄li′j′ .

(c) C̄VW
l (i, j) = C̄VW

l (i′, j′) implies s̄lij = s̄li′j′ .

(d) CWW
l (j1, j2) = CWW

l (j′1, j
′
2) implies tlj1j2 = tlj′1j′2

.

(e) CWW
l (j1, j2) = C̄WW

l (j′1, j
′
2) implies tlj1j2 = t̄lj′1j′2

.

(f) C̄WW
l (j1, j2) = C̄WW

l (j′1, j
′
2) implies t̄lj1j2 = t̄lj′1j′2

.

As the induction base, the claims (a)-(f) are true for l = 0 since HASHVW
0 and HASHWW

0 do not
have collisions. Now we assume that the claims (a)-(f) are all true for l − 1 where l ∈ {1, 2, . . . , L}
and prove them for l. In fact, one can prove the claim (a) for l as follow:

CVW
l (i, j) = CVW

l (i′, j′)

=⇒ CVW
l−1 (i, j) = CVW

l−1 (i′, j′) and{{
(CWW

l−1 (j1, j), C
VW
l−1 (i, j1)) : j1 ∈W

}}
=

{{
(CWW

l−1 (j1, j
′), CVW

l−1 (i′, j1)) : j1 ∈W
}}

=⇒ sl−1
ij = sl−1

i′j′ and
{{

(tl−1
j1j

, sl−1
ij1

) : j1 ∈W
}}

=
{{

(tl−1
j1j′

, sl−1
i′j1

) : j1 ∈W
}}

=⇒ slij = sli′j′ .

The proof of claims (b)-(f) for l is very similar and hence omitted.

Using the claims (a)-(f) for L, we can conclude that

G
W∼2 Ḡ

=⇒
{{
CVW

L (i, j) : i ∈ V
}}

=
{{
C̄VW

L (i, j) : i ∈ V
}}

, ∀ j ∈W, and
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{{
CWW

L (j1, j) : j1 ∈W
}}

=
{{
C̄WW

L (j1, j) : j1 ∈W
}}

, ∀ j ∈W

=⇒
{{
sLij : i ∈ V

}}
=

{{
s̄Lij : i ∈ V

}}
, ∀ j ∈W, and{{

tLj1j : j1 ∈W
}}

=
{{
t̄Lj1j : j1 ∈W

}}
, ∀ j ∈W

=⇒ r

∑
i∈V

sLij ,
∑
j1∈W

tLj1j

 = r

∑
i∈V

s̄Lij ,
∑
j1∈W

t̄Lj1j

 , ∀ j ∈W

=⇒ F (G) = F (Ḡ),

which completes the proof.

Lemma C.9. For any G, Ḡ ∈ Gm,n, if F (G) = F (Ḡ) for all F ∈ F2-FGNN, then G W∼2 Ḡ.

Proof. We claim that for any L there exists 2-FGNN layers for l = 0, 1, 2, . . . , L, such that the
followings hold true for any 0 ≤ l ≤ L and any hash functions:

(a) slij = sli′j′ implies CVW
l (i, j) = CVW

l (i′, j′).

(b) slij = s̄li′j′ implies CVW
l (i, j) = C̄VW

l (i′, j′).

(c) s̄lij = s̄li′j′ implies C̄VW
l (i, j) = C̄VW

l (i′, j′).

(d) tlj1j2 = tlj′1j′2
implies CWW

l (j1, j2) = CWW
l (j′1, j

′
2).

(e) tlj1j2 = t̄lj′1j′2
implies CWW

l (j1, j2) = C̄WW
l (j′1, j

′
2).

(f) t̄lj1j2 = t̄lj′1j′2
implies C̄WW

l (j1, j2) = C̄WW
l (j′1, j

′
2).

Such layers can be constructed inductively. First, for l = 0, we can simply choose p0 that is injective
on {(vi, wj , Aij) : i ∈ V, j ∈ W} ∪ {(v̄i, w̄j , Āij) : i ∈ V, j ∈ W} and q0 that is injective on
{(wj1 , wj2 , δj1j2) : j1, j2 ∈W} ∪ {(w̄j1 , w̄j2 , δj1j2) : j1, j2 ∈W}.

Assume that the conditions (a)-(f) are true for l − 1 where 1 ≤ l ≤ L, we aim to construct the
l-th layer such that (a)-(f) are also true for l. Let α1, α2, . . . , αu collect all different elements in
{sl−1

ij : i ∈ V, j ∈ W} ∪ {s̄l−1
ij : i ∈ V, j ∈ W} and let β1, β2, . . . , βu′ collect all different

elements in {tl−1
j1j2

: j1, j2 ∈ W} ∪ {t̄l−1
j1j2

: j1, j2 ∈ W}. Choose some constinuous f l such that
f l(βk′ , αk) = eu

′

k′ ⊗ euk ∈ Ru′×u, where eu
′

k′ is a vector in Ru′
with the k′-th entry being 1 and other

entries being 0, and euk is a vector in Ru with the k-th entry being 1 and other entries being 0. Choose

some continuous pl that is injective on the set
{
sl−1
ij ,

∑
j1∈W f l(tl−1

j1j
, sl−1

ij1
) : i ∈ V, j ∈W

}
∪{

s̄l−1
ij ,

∑
j1∈W f l(t̄l−1

j1j
, s̄l−1

ij1
) : i ∈ V, j ∈W

}
. By the injectivity of pl and the linear independence

of {eu′

k′ ⊗ euk : 1 ≤ k ≤ u, 1 ≤ k′ ≤ u′}, we have that

slij = sli′j′

=⇒ sl−1
ij = sl−1

i′j′ and
∑
j1∈W

f l(tl−1
j1j

, sl−1
ij1

) =
∑
j1∈W

f l(tl−1
j1j′

, sl−1
i′j1

)

=⇒ sl−1
ij = sl−1

i′j′ and for any 1 ≤ k ≤ u, 1 ≤ k′ ≤ u′

#
{
j1 ∈W : tl−1

j1j
= βk′ , sl−1

ij1
= αk

}
= #

{
j1 ∈W : tl−1

j1j′
= βk′ , sl−1

i′j1
= αk

}
=⇒ sl−1

ij = sl−1
i′j′ and

{{
(tl−1

j1j
, sl−1

ij1
) : j1 ∈W

}}
=

{{
(tl−1

j1j′
, sl−1

i′j1
) : j1 ∈W

}}
=⇒ CVW

l−1 (i, j) = CVW
l−1 (i′, j′) and{{

(CWW
l−1 (j1, j), C

VW
l−1 (i, j1)) : j1 ∈W

}}
=

{{
(CWW

l−1 (j1, j
′), CVW

l−1 (i′, j1)) : j1 ∈W
}}

=⇒ CVW
l (i, j) = CVW

l (i′, j′),
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which is to say that the condition (a) is satisfied. One can also verify that the conditions (b) and (c) by
using the same argument. Similarly, we can also construct gl and ql such that the conditions (d)-(f)
are satisfied.

Suppose that G W∼2 Ḡ is not true. Then there exists L and hash functions such that{{
CVW

L (i, j) : i ∈ V
}}

̸=
{{
C̄VW

L (i, j) : i ∈ V
}}

,

or {{
CWW

L (j1, j) : j1 ∈W
}}

̸=
{{
C̄WW

L (j1, j) : j1 ∈W
}}

,

holds for some j ∈ W . We have shown above that the conditions (a)-(f) are true for L and some
carefully constructed 2-FGNN layers. Then it holds for some j ∈W that{{

sLij : i ∈ V
}}

̸=
{{
s̄Lij : i ∈ V

}}
, (C.8)

or {{
tLj1j : j1 ∈W

}}
̸=

{{
t̄Lj1j : j1 ∈W

}}
. (C.9)

In the rest of the proof we work with (C.8), and the argument can be easily modified in the case that
(C.9) is true. It follows from (C.8) that there exists some continuous function φ such that∑

i∈V

φ(sLij) ̸=
∑
i∈V

φ(s̄Lij).

Then let us construct the (L+ 1)-th layer yielding

sL+1
ij = φ(sLij) and s̄L+1

ij = φ(s̄Lij),

and the output layer with

r

∑
i∈V

sL+1
ij ,

∑
j1∈W

tL+1
j1j

 =
∑
i∈V

φ(sLij) ̸=
∑
i∈V

φ(s̄Lij) = r

∑
i∈V

s̄L+1
ij ,

∑
j1∈W

t̄L+1
j1j

 .

This is to say F (G)j ̸= F (Ḡ)j for some F ∈ F2-FGNN, which contradicts the assumtion that F has

the same output on G and Ḡ. Thus we can conclude that G W∼2 Ḡ.

Proof of Theorem C.7 (a). By Lemma C.8 and Lemma C.9.

Proof of Theorem C.7 (b). Apply Theorem C.7 on G and the graph obtained from G by switching j1
and j2.

Proof of Theorem C.7 (c). Suppose that G ∼2 Ḡ. By Theorem C.2, there exists some permutation
σW ∈ Sn such that G W∼2 σW ∗ Ḡ. For any scalar function f with f1 ∈ F2-FGNN, by Theorem C.7,
it holds that (f1)(G) = (f1)(σW ∗ Ḡ) = (f1)(Ḡ), where we used the fact that f1 is permutation-
equivariant. We can thus conclude that f(G) = f(Ḡ).

Now suppose that G ∼2 Ḡ is not true. Then there exist some L and hash functions such that{{
CVW

L (i, j) : i ∈ V, j ∈W
}}

̸=
{{
C̄VW

L (i, j) : i ∈ V, j ∈W
}}

,

or {{
CWW

L (j1, j2) : j1, j2 ∈W
}}

̸=
{{
C̄WW

L (j1, j2) : j1, j2 ∈W
}}

.

By the proof of Lemma C.9, one can construct the l-th 2-FGNN layers inductively for 0 ≤ l ≤ L,
such that the condition (a)-(f) in the proof of Lemma C.9 are true. Then we have{{

sLij : i ∈ V, j ∈W
}}

̸=
{{
s̄Lij : i ∈ V, j ∈W

}}
, (C.10)

or {{
tLj1j2 : j1, j2 ∈W

}}
̸=

{{
t̄Lj1j2 : j1, j2 ∈W

}}
. (C.11)

We first assume that (C.10) is true. Then there exists a continuous function φ with∑
i∈V,j∈W

φ(sLij) ̸=
∑

i∈V,j∈W

φ(s̄Lij).
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Let us construct the (L+ 1)-th layer such that

sL+1
ij = pL+1

sLij , ∑
j1∈W

fL+1(tLj1j , s
L
ij1)

 =
∑
j1∈W

φ(sLij1),

s̄L+1
ij = pL+1

s̄Lij , ∑
j1∈W

fL+1(t̄Lj1j , s̄
L
ij1)

 =
∑
j1∈W

φ(s̄Lij1),

and the output layer with

r

∑
i∈V

sL+1
ij ,

∑
j1∈W

tL+1
j1j

 =
∑
i∈V

∑
j1∈W

φ(sLij1) ̸=
∑
i∈V

∑
j1∈W

φ(s̄Lij1) = r

∑
i∈V

s̄L+1
ij ,

∑
j1∈W

t̄L+1
j1j

 ,

which is independent of j ∈ W . This constructs F ∈ F2-FGNN of the form F = f1 with f(G) ̸=
f(Ḡ).

Next, we consider the case that (C.11) is true. Then{{{{
tLj1j2 : j1 ∈W

}}
: j2 ∈W

}}
̸=

{{{{
t̄Lj1j2 : j1 ∈W

}}
: j2 ∈W

}}
, (C.12)

and hence there exists some continuous ψ such that
 ∑

j1∈W

ψ(tLj1j2) : j2 ∈W


 ̸=


 ∑

j1∈W

ψ(t̄Lj1j2) : j2 ∈W


 .

Let us construct the (L+ 1)-th layer such that

sL+1
ij = pL+1

sLij , ∑
j1∈W

fL+1(tLj1j , s
L
ij1)

 =
∑
j1∈W

ψ(tLj1j),

s̄L+1
ij = pL+1

s̄Lij , ∑
j1∈W

fL+1(t̄Lj1j , s̄
L
ij1)

 =
∑
j1∈W

ψ(t̄Lj1j),

and we have from (C.12) that{{
sL+1
ij : i ∈ V, j ∈W

}}
̸=

{{
s̄L+1
ij : i ∈ V, j ∈W

}}
.

We can therefore repeat the argument for (C.10) and show the existence of f with f1 ∈ F2-FGNN and
f(G) ̸= f(Ḡ). The proof is hence completed.

C.4 Proof of Theorem 4.7

We finalize the proof of Theorem 4.7 in this subsection. Combining Theorem C.3 and Theorem C.7,
one can conclude that the separation power of F2-FGNN is stronger than or equal to that of SB scores.
Hence, we can apply the Stone-Weierstrass-type theorem to prove Theorem 4.7
Theorem C.10 (Generalized Stone-Weierstrass theorem [4]). LetX be a compact topology space and
let G be a finite group that acts continuously on X and Rn. Define the collection of all equivariant
continuous functions from X to Rn as follows:

CE(X,Rn) = {F ∈ C(X,Rn) : F (g ∗ x) = g ∗ F (x), ∀ x ∈ X, g ∈ G}.

Consider any F ⊂ CE(X,Rn) and any Φ ∈ CE(X,Rn). Suppose the following conditions hold:

(a) F is a subalgebra of C(X,Rn) and 1 ∈ F , where 1 is the constant function whose ouput is
always (1, 1, . . . , 1) ∈ Rn.

(b) For any x, x′ ∈ X , if f(x) = f(x′) holds for any f ∈ C(X,R) with f1 ∈ F , then for any
F ∈ F , there exists g ∈ G such that F (x) = g ∗ F (x′).
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(c) For any x, x′ ∈ X , if F (x) = F (x′) holds for any F ∈ F , then Φ(x) = Φ(x′).

(d) For any x ∈ X , it holds that Φ(x)j1 = Φ(x)j2 , ∀ (j1, j2) ∈ J(x), where

J(x) =
{
(j1, j2) ∈ {1, 2, . . . , n}2 : F (x)j1 = F (x)j2 , ∀ F ∈ F

}
.

Then for any ϵ > 0, there exists F ∈ F such that

sup
x∈X

∥F (x)− Φ(x)∥ ≤ ϵ.

Proof of Theorem 4.7. Lemma F.2 and Lemma F.3 in [11] prove that the function that maps LP
instances to its optimal objective value/optimal solution with the smallest ℓ2-norm is Borel measurable.
Thus, SB : Gm,n ⊃ SB−1(Rn) → Rn is also Borel measurable, and is hence P-measurable due to
Assumption 4.3. By Theorem A.4 and Assumption 4.3, there exists a compact subsetX1 ⊂ SB−1(Rn)
such that P[Gm,n\X1] ≤ ϵ and SB|X1

is continuous. For any σV ∈ Sm and σW ∈ Sn, (σV , σW )∗X1

is also compact and SB|(σV ,σW )∗X1
is also continuous by the permutation-equivariance of SB. Set

X2 =
⋃

σV ∈Sm,σW∈Sn

(σV , σW ) ∗X1.

Then X2 is permutation-invariant and compact with

P[Gm,n\X2] ≤ P[Gm,n\X1] ≤ ϵ.

In addition, SB|X2
is continuous by pasting lemma.

The rest of the proof is to apply Theorem C.10 for X = X2, G = Sm × Sn, Φ = SB, and
F = F2-FGNN. We need to verify the four conditions in Theorem C.10. Condition (a) can be proved
by similar arguments as in the proof of Lemma D.2 in [11]. Condition (b) follows directly from
Theorem C.7 (a) and (c) and Theorem C.2. Condition (c) follows directly from Theorem C.7 (a)
and Theorem C.3 (a). Condition (d) follows directly from Theorem C.7 (b) and Theorem C.3 (c).
According to Theorem C.10, there exists some F ∈ F2-FGNN such that

sup
G∈X2

∥F (G)− SB(G)∥ ≤ δ.

Therefore, one has
P[∥F (G)− SB(G)∥ > δ] ≤ P[Gm,n\X2] ≤ ϵ,

which completes the proof.

D Extensions of the theoretical results

This section will explore some extensions of our theoretical results.

D.1 Extension to other types of SB scores

The same analysis for Theorem 4.4 and Theorem 4.7 still works as long as the SB score is a function
of f∗LP(G, j, lj , ûj), f

∗
LP(G, j, l̂j , uj), and f∗LP(G):

• We prove in Theorem A.3 that if two MILP-graphs are indistinguishable by the WL test,
then they must be isomorphic and hence have identical SB scores (no matter how we define
the SB scores). So Theorem 4.4 is still true.

• We prove in Theorem C.4 that if two MILP-graphs are indistinguishable by 2-FWL test, then
they have the same value of f∗LP(G, j, lj , ûj) (and f∗LP(G, j, l̂j , uj)). Therefore, Theorem
C.3 still holds if the SB score is a function of f∗LP(G, j, lj , ûj), f

∗
LP(G, j, l̂j , uj), and f∗LP(G),

which implies that Theorem 4.7 is still true.

Therefore, Theorems 4.4 and 4.7 work for both linear product score functions in [14].
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D.2 Extension to varying MILP sizes

While Theorems 4.4 and 4.7 assume MILP sizes m and n are fixed, we now discuss extending these
results to data distributions with variable m and n.

First, our theoretical results can be directly extended to MILP datasets or distributions where m and n
vary but remain bounded. Following Lemma 36 in [4], if a universal-approximation theorem applies
to Gm,n for any fixed m and n (as shown in our work) and at least one GNN can distinguish graphs
of different sizes, then the result holds across a disjoint union of finitely many Gm,n.

If the distribution has unbounded m or n, for any ϵ > 0, one can always remove a portion of the tail
to ensure boundedness in m and n. In particular, there always exist large enough m0 and n0 such
that P[m(G) ≤ m0] ≥ 1− ϵ and P[n(G) ≤ n0] ≥ 1− ϵ. The key point is that for any ϵ > 0, such
m0 and n0 can always be found. Although these values may be large and dependent on ϵ, they are
still finite. This allows us to apply the results for the bounded-support case.

Note that the "tail removal" technique mentioned above comes from the fact that a probability
distribution has a total mass of 1:

1 =

∞∑
n=0

P[n(G) = n] = lim
n0→∞

n0∑
n=0

P[n(G) = n] = lim
n0→∞

P[n(G) ≤ n0].

By the definition of a limit, this clearly implies that for any ϵ > 0, there exists a sufficiently large n0
such that P[n(G) ≤ n0] ≥ 1− ϵ. A similar argument applies to m.

E Details about numerical experiments

Random MILP instances generation We generate 100 random MILP instances for the experiments
in Section 5. We set m = 6 and n = 20, which means each MILP instance contains 6 constraints and
20 variables. The sampling schemes of problem parameters are described below.

• The bounds of linear constraints: bi ∼ N (0, 1).
• The coefficients of the objective function: cj ∼ N (0, 1).
• The non-zero elements in the coefficient matrix: Aij ∼ N (0, 1). The coefficient matrix A

contains 60 non-zero elements. The positions are sampled randomly.
• The lower and upper bounds of variables: lj , uj ∼ N (0, 102). We swap their values if
lj > uj after sampling.

• The constraint types ◦ are randomly sampled. Each type (≤, = or ≥) occurs with equal
probability.

• The variable types are randomly sampled. Each type (continuous or integer) occurs with
equal probability.

Implementation and training details We implement MP-GNN and 2-FGNN with Python 3.6
and TensorFlow 1.15.0 [1]. Our implementation is built by extending the MP-GNN implementation
of [19] in https://github.com/ds4dm/learn2branch. The SB scores of randomly generated
MILP instances are collected using SCIP [6].

For both GNNs, p0, q0 are parameterized as linear transformations followed by a non-linear activa-
tion function; {pl, ql, f l, gl}Ll=1 are parameterized as 3-layer multi-layer perceptrons (MLPs) with
respective learnable parameters; and the output mapping r is parameterized as a 2-layer MLP. All
layers map their input to a 1024-dimensional vector and use the ReLU activation function. Under
these settings, MP-GNN contains 43.0 millions of learnable parameters and 2-FGNN contains 35.7
millions of parameters.

We adopt Adam [31] to optimize the learnable parameters during training with a learning rate of
10−5 for all networks. We decay the learning rate to 10−6 and 10−7 when the training error reaches
10−6 and 10−12 respectively to help with stabilizing the training process.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to
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Justification: The assumptions are stated in Section 4 and the complete proofs are included
in the appendices.
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• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The experimental settings and details are presented in Section 5 and Ap-
pendix E, which is sufficient to reproduce the results.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the source code and data to reproduce the main results, along with
sufficient instructions to run the code, in the supplementary materials.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
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• The instructions should contain the exact command and environment needed to run to
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//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental settings and details are presented in Section 5 and Ap-
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
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material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
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than competing with state-of-the-arts and no statistical significance needs to be considered.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
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• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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of Normality of errors is not verified.
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error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
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puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Information on the computation resources used for experiments are provided
in Section 5.
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The authors have reviewed the NeurIPS Code of Ethics and confirm that this
paper conforms with it in every respect.
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper conducts theoretical research in machine learning and has no
societal impact.
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses
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(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper conducts theoretical research in machine learning and poses no
such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
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based on which we build our implementation of the networks and training schemes, are
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the
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the derived asset (if it has changed) should be provided.
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Answer: [NA]

Justification: We do not release new assets.
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• The answer NA means that the paper does not release new assets.
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• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
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well as details about compensation (if any)?

Answer: [NA]

Justification: This paper conducts fundamental research in machine learning and does not
involve crowdsourcing or research with human subjects.
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

34

124024https://doi.org/10.52202/079017-3939




