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Abstract

One of the roadblocks for training generalist robotic models today is heterogene-
ity. Previous robot learning methods often collect data to train with one specific
embodiment for one task, which is expensive and prone to overfitting. This work
studies the problem of learning policy representations through heterogeneous pre-
training on robot data across different embodiments and tasks at scale. We propose
Heterogeneous Pre-trained Transformers (HPT), which pre-train a large, shareable
trunk of a policy neural network to learn a task and embodiment agnostic shared
representation. This general architecture aligns the specific proprioception and
vision inputs from distinct embodiments to a short sequence of tokens and then
processes such tokens to map to control robots for different tasks. Leveraging
the recent large-scale multi-embodiment real-world robotic datasets as well as
simulation, deployed robots, and human video datasets, we investigate pre-training
policies across heterogeneity. We conduct experiments to investigate the scaling
behaviors of training objectives, to the extent of 52 datasets. HPTs outperform
several baselines and enhance the fine-tuned policy performance by over 20% on
unseen tasks in multiple simulator benchmarks and real-world settings.

1 Introduction

Building robotic policies today is hard: it often requires collecting specific data for each robot,
task, and environment, and the learned policies do not generalize beyond these specific settings.
A historical lesson that has revolutionized machine learning is that pre-training [34, 27, 29] on
large-scale, high-quality, and diverse data can bring general models that usually outperform specific
models. Recent progress in open-source large-scale data collection [14, 76] has made this path
possible, but the heterogeneity (such as varying robot hardware and different environments) present
in large-scale robotic data has posed a significant challenge. A central question for the field now is
how to leverage the heterogeneous robot data to pre-train robotic foundation models [3].

Foundation models from natural language processing [60, 58] and computer vision [37] have shown a
paradigm to achieve general-purpose task-agnostic models through pre-training on massive amounts
and diversity of data. In addition to the benefits from more data, training with diverse tasks also
enforces the representation to be more generalized. These foundation models can achieve high task
success rates for various tasks, are more robust to outliers, and are flexible for adapting to new
tasks. These approaches map input signals from distinct domains and tasks into a high-dimensional
representation space, and exhibit consistent scaling behaviors [34, 29]. After that, minimal fine-tuning
is required to transfer the representation for downstream tasks to achieve good performance.
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The heterogeneity in robotics presents a distinct challenge: different robots are physically different
embodiments' of hardware acting in different environments. Each embodiment can have a dis-
tinct proprioception, including different degrees of freedom, end-effectors, motion controllers, and
workspace configurations built for a specific application. Another common heterogeneity in robotics
is vision heterogeneity. Robots are often equipped with different camera sensors mounted at different
places (e.g. wrist and/or third-person) and the visual appearance of each robot varies dramatically
due to environments and tasks. Both proprioception and vision information are crucial for complex,
contact-rich, long-horizon behaviors in robotics. Poor learning of such information can lead to
overfitting behaviors such as repeating motions for a particular scene and task or even trajectory.

In this work, we propose to address this issue by aligning the proprioception and vision information
from different embodiments to a shared “language” of policies through heterogenous pre-training
(Figure 1). With such a shared representation, a new embodiment only requires minimal data and
training to “translate” its specific setup to the shared “languages”. In other words, we want to pre-train
task-agnostic and embodiment-agnostic foundational models that can map raw sensor signals from
individual embodiments into a shared latent space. Previous works have made significant progress in
pre-training only the vision part of the policy on human videos [49, 54, 35, 62] and pre-training the
full policy [6, 14, 56] with a unified model and dataset format (e.g. using languages [5]). Additionally,
they assume no proprioception in pre-training and add it post hoc in transfer learning.

We introduce Heterogeneous Pre-trained Transformers (HPT), a family of architecture designed to
scalably learn from data across heterogeneous embodiments. HPT modularizes a general policy
network architecture (Figure 2) and pre-trains the policy representation of a latent transformer with
supervised learning. Inspired by learning from multimodal data [1, 74, 20, 31], we use embodiment-
specific tokenizers, dubbed “stem”, to align various sensor inputs such as camera views and pro-
prioception inputs. The “trunk” is shared and pre-trained across datasets and is transferred when
adapting to new embodiments and tasks that are unknown during the pre-training times. Moreover,
we use task-specific action decoders, dubbed “head”, to produce the action outputs. Crucially, after
“tokenizing each embodiment”, HPT operates on a shared space of a short sequence of latent tokens.
This hierarchy is motivated by how humans handle feedback loops between specific motor responses
and perceived stimuli at the level of the spinal cord’s neural circuitry [69].

We extensively investigated the scaling behaviors and various designs of policy pre-training to the
extent of more than 50 individual data sources (2 times more than [56]) and model size of over 1
billion parameters. Analogous to the scaling laws [27, 29], we found that to some extent, HPT scales
with the dataset quantity and diversity as well as the model and training compute.

In addition, heterogeneity can occur in different embodiment domains, such as real robot hardware,
simulation domains, and human videos. We incorporate many available embodied datasets in different
embodiments such as real robots [14, 76, 39], simulation [82, 90, 50, 21, 86, 81] and internet human
videos [15] in the pre-training process and demonstrate the generality of our framework including
embodiments beyond expensive real-world on-robot teleoperations.

Through transfer learning experiments across multiple simulation benchmarks [90, 50, 82] and
real-world dexterous tasks, we compare with several baselines and the from-scratch counterparts.
Overall, based on the pre-training objectives, HPT can scale with the model, data, compute, and the
heterogeneity of the robotic datasets across real robots, simulations, and human videos. These pre-

"Embodiment can be defined differently according to the context of robotics and AL In this work, we consider
robots equipped with a distinct set of sensors and actuators with the associated observation and action space to
be a unique embodiment.
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training procedures and models can simplify building reliable robotic policies for new embodiments
and new tasks in terms of data requirements and generalized performance. As an attempt to scale
heterogeneous pre-training, our code and weights are open-sourced, and we hope that HPT can shed
some light on learning robot representations from heterogeneous embodiments and tasks.

2 Related Works

Pre-training and Transfer Learning. Pre-training [2], through direct supervision [38] and/or
self-supervision [57, 25, 12, 22, 10], has been shown to learn representation useful for unseen
downstream tasks in computer vision [7, 37] and natural language [58], and their intersections [60].
The representation learned from ImagetNet [16] or web-scale data [38, 60, 18] shows robustness to
distribution shifts and can be transferred to new tasks.

The recent surge of foundation models [3] scales these representation learning methods [27, 29] by
applying task-agnostic objectives to multitask data. Moreover, recent works [46, 42, 45] show that
small projection layers can be used to align the pre-trained feature spaces of the foundation models.
Different from other fields, robotics has less data quantity and diversity but much more heterogeneity.

Alignment. Recent works such as Flamingo [1], Perceiver [31], and ImageBind [20] proposed ways
to combine representations from multimodal data such as image, language, and audio by aligning
these different modalities to the same latent space in the pursuit of representation learning. Our
architecture design is also motivated by methods such as LLaVA[45] in the multimodal learning
community. Very recently, GPT-4o [58], Gemini [77], MM1 [52], X-VILA [89], and Chameleon
[75] demonstrated the capabilities of heterogeneous pre-training a universal transformer from and for
multiple modalities. The idea of alignment, across modalities and/or embodiments, is important as
we scale to use heterogeneous embodiments and reuse data from distinct embodiments.

Representation Learning in Robotics. Representation learning has been explored in the robotic
community. Previous works such as R3M [54], VC-1[49], Voltron[35], and Spatial VLM [11]
investigate visual representations by training the policy with human videos and robotic data [70].
Recent works [61, 17, 4, 88, 71, 40] also align representations from multiple modalities and data
distributions for robotic tasks. After pre-training, transfer learning with the frozen representation
and/or finetuning is conducted in the target domains.

Generalist Policies. Large-scale policy learning in robotics has leveraged diverse data from real
robots [6, 73], human videos [54, 49], and simulation domain [33, 63, 83, 80] separately. There
are also works in multi-task learning [65, 66, 85, 23], meta-learning [79, 55, 19], few-shot learning
[84], and fleet learning [82]. Recently, RT-X, Octo, OpenVLA [6, 14, 56, 36] train generalist
vision-language-action robotic policies on datasets from diverse robotic embodiments.

Compared with these works, HPT handles broader heterogeneity including proprioception and vision,
explores scaling behaviors on more heterogeneous domains including real robots, human videos, and
simulation data, and is evaluated at a larger scale in simulation benchmarks.

124422 https://doi.org/10.52202/079017-3952



L T L A

L» cross-attention . 1»
k, v \ vision kv
) A 4 4 | & i encoder ) 4 4 )

N\
RN

-y

proprioception queries vision queries

Figure 3: Stem Architecture in HPT. In the HPT stem, the proprioceptive tokenizer uses an MLP to map
proprioceptive information to a feature which is then attended by 16 learnable tokens. The vision tokenizer uses
pre-trained encoders and similarly uses an attention mechanism to map vision features into 16 fixed tokens. The
architecture flexibly handles sequences of inputs without increasing the size of tokens.

Mixture of Experts. Our architecture design is related to works in conditional computation and
MoE [51, 44, 72], where we create one expert for each embodiment, and the router (for the whole
network) is determined by the embodiment. This technique has been used to scale language models
to a substantial size [32].

3 Heterogenoues Pre-trained Transformers (HPT)

In heterogeneous robot learning with cross embodiments, the data are generated from different
domains such as simulation and real robots, across sensory modalities such as RGB images, language
instructions, depth maps, 3D point clouds, and tactile images. Each robot is a unique hardware
embodiment with varying degrees of freedom, end-effectors, sensor configurations, controller and
action spaces, and application-specific physical setups.

In the following sections, we discuss the HPT network architecture and the training procedure
to address the heterogeneity above. We modularize the network architecture (Figure 2) into the
embodiment-specific stem, the shared trunk, and the task-specific heads. Intuitively, the stems, shown
in Figure 3, are earlier layers of the neural network that align sensory inputs from heterogeneous
embodiment and modalities into the shared representation space. The shared middle part of the
network is called the trunk, which processes the sensory representation into a latent representation
that can be used for multiple tasks. Finally, the last part of the network is the head, which maps
that latent representation to the action space in individual tasks of interest. The training procedure,
dubbed heterogeneous pre-training, assigns and aligns specific stem/head pairs based on the sampled
embodiment and task data, and still enjoys the benefits of joint training in the shared trunk. This can
be thought of as tokenizing each embodiment using neural networks and alleviating the need to unify
embodiments into a homogeneous data form in standard training procedures.

3.1 Network Architecture

Stem. The stem O, (Figure 3) in HPT is composed of a proprioceptive tokenizer and a vision
tokenizer. These tokenizers map heterogeneous inputs from different embodiments to a fixed number
of tokens with fixed dimensions, which enables the trunk to treat them in the same manner despite
large heterogeneity, as well as enjoy the scaling and inference benefits on fixed context length. The
key idea is to leverage attention [78, 31, 9] to attend a fixed number of learnable tokens to features of
the observations. Although we mainly focus on proprioception and vision, handling other kinds of
sensor heterogeneity in tactile, 3D, and action inputs can be flexibly extended in stems.

* Proprioception Tokenizers. In Figure 3 (left), for embodiment k, the proprioceptive
tokenizer maps any sequence of robot proprioceptive information with dimension d’;’ (e.g. 7
for end-effector pose) into IV, (e.g. N, = 16) tokens with dimension d with values ranging
from 128 to 1024. To achieve this, we first use an MLP to map the proprioceptive input
into a feature space with dimension d. We then apply sinusoidal position encoding and
use attention across the state feature and the learnable tokens, to map into 16 tokens with
dimension d. Proprioceptive information is critical in robot policy learning, but its usage is
often as simple as feature concatenation with a vision encoder [41].
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Teleop Simulation

| #Depth  # Width # Attn. Heads # Param.

HPT-Small 16 128 8 3.1IM
HPT-Base 16 256 8 12.6M
HPT-Large 16 512 8 50.5M
HPT-XLarge 32 768 16 226.8M
HPT-Huge 80 1024 16 1.1B

Table 1: Network Details of HPT. The width denotes
the latent dimension size of the trunk transformer and
the depth denotes the number of blocks. The default
setup is the HPT-Small model.

wild Human Video | #Dataset #Traj. #Samples # Batch Size

Figure 4: Dataset Heterogeneity in Robotics. We ~ Default 27 16k M 256
show illustrations of dataset mixtures (each color Sealed 2 270k 155M 2048

is a distinct embodiment) from different domains  Table 2: Dataset Details of Pre-train Settings. The
including real robot teleop [ 14], deployed robots [39],  default setup is trained with 27 datasets from RT-X with
simulations, and human videos [15]. See Appendix 16k trajectories (maximum 1000 trajectories each) and
Section A for dataset mixture details. scaled setup involves more data and compute.

* Vision Tokenizers. In Figure 3 (right), the vision tokenizer can map any sequence of camera
images (videos of multiple views) with dimension H x W x 3 into N,, (we use N,, = 16
by default) tokens with dimension d. To achieve this, we first use pre-trained frozen feature
networks (e.g. 7 by 7 features from ResNet) and then flatten the features. After that, we
again use attention across these features and learnable tokens, to map the vision input into
16 tokens with dimension d.

After processing each modality individually in the time sequence order, we concatenate all modality
tokens and add additional modality embeddings and sinusoidal positional embeddings. This is used
as the input sequence to the trunk that we introduce below. To avoid overfitting, the stem only has a
small number of parameters (one MLP and one attention layer).

Related works such as Octo [56] and others [54, 49, 6] mostly focus on pre-training the vision
backbone of the policy through masking or self-supervision. They often stack sequences of single-
view images along channels [6] for a particular robot or use a large number of tokens (256 in [56]).
In contrast, HPT uses stems with pre-trained vision encoders to map arbitrary image sequences to a
short sequence of tokens (16). Moreover, rather than add in proprioception during transfer in related
works, HPT jointly pre-trains the vision and proprioception parts, from heterogeneous datasets.

Trunk. As the central component for pre-training, the trunk architecture follows a transformer,
parametrized by #"" in the latent space with dimension d. The output token sequence length L
is the same as the input token sequence length. The output token sequence is simply pooled as the
final combined feature for the observation. The trunk is shared across different embodiments and
tasks to capture the complex input-output relationships (i.e. the number of trunk parameters is fixed
independent of the number of embodiments and tasks).

Head. The policy head 6pe,q takes the output of the trunk transformer and maps it to the action space
A in each dataset. For each embodiment and task, the policy head can be an arbitrary architecture (e.g.
MLP) that takes as input the pooled feature of the trunk and outputs a normalized action trajectory.
The policy head is reinitialized for transferring to a new embodiment.

3.2 Training Objective

Given a total of K datasets with heterogeneous embodiments sampled from different distributions
Dy, .., Dy .o, Dic, we let Dy, = {70}, <1z, denote a set of Mj, trajectories in dataset Dy, with

70 = {oti), agi) }<i<7 denoting the i-th trajectory of maximum length T" of observation and action
tuples. The objective is to minimize the following loss across datasets

K
min Y L(OFT, 6, 614 D). (M
k=1
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L is behavior cloning loss computed as the Huber loss between the normalized action labels based on
dataset statistics and the network’s action predictions. = | Ji—, {#5™, 6124} U g™k denotes the
network parameters comprised of embodiment-specific stem and head 65°™, 624 for dataset k, and a
single set of shared trunk parameters 6y,,,x across all embodiments. This training procedure has two
axes of data scaling: the quantity M}, for one dataset Dy, and the total number of datasets K. In the
pre-training stage, only the trunk parameters are updated at every iteration, and the stems and heads
for each heterogeneous embodiment and task are updated based on the training batch sampling. See
implementation details in Appendix Section A.3.

3.3 Transfer Learning

The policy transfer process is similar to aligning the features of the new domain (through pre-trained
stem encoders) to the pre-trained embedding space of the trunk [42, 45]. Given a new dataset Dx 1
from a new embodiment, the objective can be the same as pre-training or alternatives [13]. We
reinitialize the head and stem parameters with embodiment-specific input and output dimensions
(such as different proprioception and action dimensions), and freeze the weights of the trunk.

4 Experiments on Pre-training

In this section, we aim to answer the following question: Does HPT pre-training have a scaling
behavior under heterogeneous data across domains?

Default Setting. We use 27 robot teleoperation datasets, including a subset of the recently public
Open-X Embodiment dataset [14] as the training corpus. By default, we use one camera view of
the scene with the pre-trained frozen ResNet18 image encode to compute the vision features. We
use proprioception information, such as end-effector poses and joint positions, whenever they are
available and provided. We use a maximum of 1000 trajectories from each dataset and a total number
of 16k trajectories, and a held-out validation dataset with a maximum 200 trajectories per data source.
Furthermore, we use a model with a trunk size of 3.17 million parameters, which is denoted as
HPT-Small (Table 1). The training uses a batch size of 256 for 80k iterations, which is around 0.65B
tokens in the latent space that feeds into HPTs and around 5B tokens in the vision and proprioception
token spaces (horizon-dependent). While we do not align or preprocess action space or observation
space [56, 87] other than normalization, data cleanup and filtering would be very helpful.

Scaled Setting. We use 200k trajectories with 52 datasets, including simulation (e.g. [50]), deployed
robots (e.g. [39]), human videos (e.g. [15]), from distinct embodiments in the training process.
This includes many public and accessible robotic datasets. In addition to different tasks in different
institutes, these heterogeneous mixtures of datasets (Fig. 4 and Fig. 13) come with multiple views,
language inputs, and different observation inputs in different environments.

4.1 Protocol

We evaluate the HPT pre-training performance with the averaged validation loss (prediction errors
on unseen trajectories) at the last iteration of pre-training. These validation datasets are fixed
independent of the trajectory counts and models during training. Unless particularly noted, the
validation datasets come from the same 27 datasets in the Default Setting. Note that it is unrealistic
to evaluate the pre-trained models on many real-world robotic environments at scale and there are
very few evaluation alternatives to measure large-scale pre-training if we ignore this objective. In
fields such as NLP[30, 34], training loss objective (e.g. perplexity) is often used to measure the
progress of pre-training. Admittedly, there are several caveats to this metric including the closed-loop
performance gap and the task success rate gap. We will address these issues in Section 5 on HPT
transfer learning. See Appendix Section A and Section D for more details and discussions.

4.2 Scaling Behaviors

Data Scaling. In Figure 5 (a), we observe stable and scaling validation losses even on increasingly
heterogeneous embodiments. Moreover, we found the compute (e.g. samples seen per training run)
and the data amounts needed to scale in tandem [34] to get closer to convergence in the training
process. In the red line in Figure 5 (a), we observe better validation losses as we scale up the total
number of trajectories, by using a larger model and doubling the batch size every order of magnitude
increase in trajectory counts. Strictly increasing data while keeping others bottlenecked (HPT-S
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Figure 5: Data Scaling. We run scaling HPT experiments along dataset sizes and the number of datasets. Each
point is the validation loss of a full training run. (a) We evaluate the losses on 27 datasets with the number of
total trajectories ranging from a maximum of 10 trajectories per dataset (270 in total) to a maximum of 100000
trajectories per dataset (170k in total). We compare two model sizes, HPT-S/L, where HPT-L is a bigger model
trained with 4 times more tokens than HPT-S. (b) We compute the validation losses for a fixed subset of 10
datasets with a fixed number of epochs (2). We compute mean and standard deviations for 4 runs across model
sizes from HPT-S to HPT-XL and across dataset counts from 10 to 52.
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Figure 6: Epoch Scaling. We run scaling HPT experiments along the number of total samples. Each point is the
validation loss of a full pre-training run. Setting: HPT-S, 27 datasets with a maximum of 1000 trajectories for
each dataset. Left) We scale up the number of batch sizes and measure the changes in validation losses. Right)
Derived from the left figure, we multiply the batches seen by the number of samples in each batch.

and fixed iterations) might cause an early plateau performance at around 1000 trajectories max per
dataset, as shown in the blue line in Figure 5. In Figure 5 (b), we also pre-train on an increasing
number of datasets with a fixed number of epochs and evaluate on the fixed subset (first 10 datasets).
We hypothesize that training with more embodiments contributes to the generalization of the trunk.
These experiments can scale to the extent of 200k trajectories and 52 datasets.

Model Scaling. In Figure 7, we fix the number of datasets (27) in RT-X and use a maximum of 1000
trajectories for each dataset. We scale along model size (from 1M to 1B) and gradually increase
the batch sizes from 256 to 2048 (doubles every order of model size increase) and use the larger
dataset with 170k trajectories. We observe that when we scale to bigger models with larger amounts
of compute (red line), the pre-training can achieve low validation losses until it is plateaued. We do
not find a significant difference between scaling depth or scaling width.

Epoch Scaling. In this experiment, we fix the number of datasets (27) and use a maximum of 1000
trajectories for each dataset. In Figure 6, we observe that increasing batch sizes (Left), which effec-
tively scales training tokens (Right), can generally improve the model performance until convergence.
Another observation we have is to use distributed workers to load from as many datasets as possible
to aggregate each batch. We hypothesize that the large variance of training on heterogeneous datasets
can be reduced by using a large batch size. See Appendix B for more experiment details.

4.3 Pre-training on Synthetic Data and Internet Human Videos
We experiment beyond real-world robot teleop data, which is expensive to collect and scale. For the

additional datasets, we consider 7 simulation datasets across many popular simulators Drake [82],
Mujoco [90, 50], Isaac Sim [21], and PyBullet [86, 81], as well as Sapien [53] and Flex [67], with
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image inputs and expert demonstrations. For the human datasets that lack proprioception and action
information, we use poses and 2D positions as surrogates for the supervised policy learning objectives.
We use in total 300 trajectories from EPIC kitchen [15] and PoCo [83] with a maximum trajectory
length 1000. See Appendix Figure 13 and Table 4 for more details on the dataset compositions.

In Figure 8, we use a maximum of 1000 trajectories for each dataset and compare against the baseline
of 27 datasets with evaluation on all the pre-trained datasets. We show that pre-training on additional
embodiment datasets such as simulation and human video datasets can be possible, despite the large
embodiment gaps with real robots. These datasets provide complimentary embodiment data to pure
teleop data, and they illustrate how much heterogeneity can be handled in the HPT framework.

S Experiments on Transfer Learning

In the previous section, we evaluate pre-training using the validation losses. In this section, we answer
the following question with task success rates in transfer learning: Can the pre-trained HPT model be
transferred to new embodiments, tasks, and environments in simulation and the real world?

5.1 Transfer to Embodiments in Simulations

Protocol. We evaluate the pre-trained representations on robot manipulation simulation benchmarks
Meta-world [90], RoboMimic [50], and Fleet-Tools [82]. Each training dataset uses from 20-100
trajectories per task and each testing covers 50 episodes with different initial conditions. The policies
use HPT-Small as the pre-trained trunk and reinitialize the stem and head for transferring.

During the evaluation phase, we compare the following models: No Trunk uses only the stem and
head without the trunk in the middle and trains from scratch as common practice [41]. From Scratch
trains the entire policy from scratch with the trunk, Pretrained Frozen uses and freezes the pre-
trained trunk during transfer learning and Pretrained Finetuned loads the pre-trained HPT-Base
trunk and finetunes the whole network end-to-end, and Pretrained Finetuned (HPT-XL) uses
the same fine-tuning procedure with a pre-trained HPT-XL trunk with a lower pre-training validation
loss. To reduce the variance, we conduct independent training runs and evaluations 5 times and
average for each model. The inference time during transfer on an RTX 3070 GPU is 47Hz for
HPT-base and 19Hz for HPT-XL, while a more recent GPU like A100 can be 3-4 times faster.

Experiment. In Figure 10 (a), we test the model on the downstream tasks in closed-loop simulation
and observe improved task success rate using the pre-trained models ranging from HPT-B to HPT-XL,
although pre-training for the simulation experiments only happens in the real-world embodiments.

In Figure 10 (b), we run HPT on the recently released Simpler [43] Benchmark, which allows for
comparing with Octo [56], RT1-X, and RT2-X [14] on a high-fidelity simulation. We focus on three
different tasks Close Drawer, Move Near, and Pick Coke Can in the Google EDR embodiment.
For each task, we test several different initializations with a total of over 300 episodes for all tasks.
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Figure 9: Simulation Evaluation Tasks. We evaluate HPT across several simulation benchmarks and show
policy rollout visualizations of the experiments. Experiment details can be found in Section 5.1 and A 4.
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Figure 10: Success Rates in Simulation Experiments. (a) We evaluate transfer learning performance of
models from HPT-B to HPT-XL on tasks across 4 different simulator benchmarks. (b) We compare with several
generalist models in the recent Simpler [43] benchmark with Google GDR embodiment. The pre-trained trunks
are trained from the Scaled Settings. The success rates are computed over 150 rollouts per approach.

Note that the pre-training corpus of HPT-S does not include [6], and simulation tasks have a focus on
language conditioning and do not expose proprioception inputs, which is not suitable for HPT. To
address these issues, we finetune HPT on the supervised datasets with around 50 trajectories under
the simulation protocol. We use HPT-base as the backbone for this experiment. We use the baseline
results from [43]. See Section A.4 for more implementation and experiment details.

5.2 Transfer to Embodiments in the Real World

Protocol. For the real-world experiments, we evaluate the HPTs on two different embodiments for
tasks in pet care and assembly, which are not covered in the pre-training datasets [14]. In particular,
for these two robots, we experiment with different observation spaces 1 camera v.s. 2 cameras as
well as different action spaces relative pose v.s. absolute pose. For data collection, we experiment
with both an Oculus Quest to collect relative pose control as action labels as well as kinesthetic
teaching. The episode lengths of real-world teleoperation vary from 50 steps to 150 steps with 10 Hz
control frequencies. We experiment with the tasks Sweep Leftover, Fill Water, Scoop Food
and Switch Insertion, which require 5-20 seconds of interactions with granular or small objects
with fine contacts, shown in Figure 11. We collect around 100 demos for each task and evaluate them
for 15 trials to measure the average success rate.

Experiment. We adopt a similar transfer learning method in the previous section and evaluate the
pre-trained HPT representations under real-world evaluation protocols. We train the policy with
20000 iterations with a batch size of 256 and a learning rate of 5¢=5. We defer implementation
details to Appendix Section A.5. Quantitatively in Figure 12, we observe pre-trained policies
attain a better success rate over the No-Trunk and the From-Scratch baselines. In particular, the
From-Scratch baselines in Fill-Water use the state-of-the-art diffusion policy architecture to
illustrate the flexibility of the pre-trained representations. In Figure 11, qualitatively, we observe
better generalization and robustness to varying poses and numbers of granular objects, and varying
camera configurations and lighting conditions with pre-trained HPT.

On Table 3, we perform an ablation study for the Sweep Leftover task. We also compare with R3IM
[54], Voltron [35], and VC-1 [49]. We use a finetuned model with the released backbone and weights.
We note that these previous works focus on only pre-training the vision encoders of the policies
with human videos. Finally, we compared with policies that train from scratch (From Scratch)
and policies that do not use proprioception during pre-training (No Prop. Finetuned) and add
in proprioception afterwards. All of our experiments use pre-trained encoders and the trainable
parameters (stem and head) can be as few as 2% of the parameters.
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Figure 11: Real World Quali-
tative Results. Pre-trained HPT
policies can perform dynamic and
long-horizon contact-rich preci-
sion tasks in pet care and assem-
bly. The policies show robust
and generalized behaviors under
scene changes and disturbances.
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Figure 12: Transfer Learning in the Real World. We evaluate the ~ HPT-XL Finetuned 76.7+3.3

pre-trained HPTs on four tasks / two embodiments. The average
success rate with standard deviations is computed for 45 trials per
approach. We use the default pre-training setup with HPT-Base for
this experiment. See Section 5.2 for detailed descriptions.

Table 3: Comparison on the Sweep
Leftover. We compare the fine-tuned
HPT models with several baselines in-
cluding vision-only pre-trained models.

6 Conclusion

There is room for improvement for many aspects including the dataset curation and pre-training
objectives. Specifically, the embodiment splits in our balanced dataset mixture are rather simple.
Moreover, careful data filtering to ensure the data quality is under-explored in this work. Also, this
work has focused on supervised learning as the pre-training objective and the data size in tokens
and training compute sizes in FLOPs only reach a moderate scale of LLM training to ensure full
convergence. Although the model architecture and training procedure are modular and independent
of embodiment setups, heterogeneous pre-training can converge slowly. For evaluation, both the
simulation and real-world evaluation tasks are restricted to short-horizon manipulation tasks with a
fixed embodiment, which might limit the benefits of using a higher-capacity model. Furthermore, the
learned policies still do not offer very high reliability on the tested tasks (typically below 90%). See
Appendix §C for some failure modes.

Given the recent surge of scaled data, robot learning is still limited by its generality because of
the heterogeneity, including different embodiments, tasks, and environments where the robots are
operated. To handle the heterogeneity common in robotics, we propose HPT, a modular architecture
and framework to embrace this heterogeneity through pre-training. We explore and scale HPT with
heterogeneous datasets to over 50 available datasets. The learned representation can be transferred
and improve performance in both simulation and the real world, and it shows correlations with
pre-training performance. The code? is open-source for future research. We hope this perspective
will inspire future work in handling the heterogeneous nature of robotic data for robotic foundation
models.
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A Implementation Details

Experiment Details. We conduct pre-training experiments across several orders of magnitudes
in computes and data. The number of trajectories and transitions in the dataset is limited by the
maximum number of trajectories in each of the constituent datasets. We use maximum episode counts
per dataset ranging from 10 trajectories to 100000 trajectories, and the total trajectories range from
around 300 trajectories and 6000 transitions to around 300k trajectories and 5 million data points.
When training with 80k iterations, the approximate training epochs with fixed batch size 512 range
from 200 epochs to 2 epochs. In terms of tokens, our experiment model ranges from 0.5 million to 1
billion parameters, the dataset tokens from all modalities range from approximately 32 million tokens
to 5 billion tokens, and the tokens in a batch range from 0.03 million tokens to 2 million tokens
(including sequence length). The compute FLOPs range from 0.03GFlops to 31GFlops. See Table 5
for more details of the scale and see Figure 13 for example lists of dataset mixtures. To facilitate
future research, we will open-source the data processing scripts.

Different from previous work [56, 87], we use minimal amounts of processing and cleaning of the
observation and actions in the raw trajectories. Specifically, the default training setup is to train 80000
iterations with a batch size 256, which is around 0.65B tokens in the latent space that feeds into HPTs
and around 5B tokens in the perception token spaces of the raw perception inputs (such as image
patches). Due to resource limits, for some bigger datasets such as Droid [76], we did not process the
full size.

A.1 Dataset Details

Real Robot Teleoperation Dataset. In total, we use a subset of 42 datasets in the Open-X Em-
bodiment dataset [14], including the recent Droid [76] dataset. These public datasets have high
heterogeneity including distinct embodiment, environments to operate on, tasks to solve, etc.

Simulation Dataset. For the additional 7 simulation dataset, we use the simulator benchmarks across
all popular simulators Drake [82], Mujoco [90, 50], Isaac Sim [21], and PyBullet [81], as well as
Sapien [53] and Flex [67], with image inputs and expert demonstrations. These are used as additional
training data from the simulation domains.

Human Video Dataset. Since the human datasets do not contain proprioception and action informa-
tion, we use hand poses and 2D positions in the image space as surrogates for the supervised learning
objectives. In the PoCo [83] dataset, we use 3D positions of the hand and use 6-Dof poses extracted
by ICP as actions, and for EPIC-Kitchen [15], we use normalized 2D centers of the detection box as
proprioceptions and the difference to the next frame as actions. We use in total of 2000 trajectories of
video clips from EPIC kitchen with a maximum trajectory length of 500.

Deployed Robot Dataset. To further increase the heterogeneity in the pre-training dataset, we
consider FrodoBot-2k [39] dataset that involves plays of driving robots in the wild for gaming.
This dataset is composed of deployed mobile robots in the wild. We use the front camera for this
dataset. The action space of this robot is parametrized by linear and angular velocity actions and the
proprioception space includes measurements from the IMU. We use a total of 150 trajectories and
each trajectory contains more than 500 steps.

See Figure 13 for visualization of some examples of heterogeneous dataset compositions. In practice
when training on the mixture of these datasets, users can define customized sampling weights or
apply stratified sampling methods. For generality, in this work, we use a balanced weight sampling
method, commonly used in multitask learning. For these datasets, we process the visual features
separately and save them on the disks.

A.2 Network Details

Stem. For vision inputs, we resize each image to the standard square size (224x224) before feeding
into a ResNet18 [26] into a 7x7 vision modality token. These tokens are specifically the features
before the final global pooling. If multiple views are available, we create individual projector MLP
for each image view and then concatenate the vision tokens. For the vision encoders. In Figure 18,
We have experimented with multiple vision encoders such as MAE ViT base [24], Dino V2[59], and
CLIP ViT Base [60]. We choose ResNet and the default image size for their simplicity and common
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Figure 13: Large-scale Dataset Heterogeneity in Robotics. We show different dataset mixtures at increasing
scales (top row) across trajectory counts, dataset sample counts, and sampling weights (bottom row). We also
show illustrations of the different embodiments including real robots, simulations, and human videos. By default,
during training, we use a uniform distribution to sample from each of the embodiment datasets.

usage in policy learning. The investigation of more complex fusion and processing for vision features
is left to future works.

When language is used, we use TS [64] to encode trajectory-level language modality tokens. Rather
than using raw data and computing the tokens each time, these tokens are processed offline and saved
as datasets before training.

For low-dimensional inputs such as proprioceptions and actions, we first flatten these vectors and then
apply normalization to each dimension, as a single token. We have also experimented with increasing
the dimensions of these modalities by adding sinusoidal position embeddings. For multiple steps
in the observation horizon, we concatenate the sequence for each modality separately. At inference
time, these tokens are forwarded once and cached to avoid multiple calculations.

We apply cross attention (with sinusoidal position encodings) and a shallow MLP projector [42, 46]
within the stem to map different various sequences of tokens into a fixed number of tokens for that
modality. The cross-attention layer has 8 heads and 64 hidden dimensions per head. We map the
modality tokens into 16 tokens, 16 tokens, and 8 tokens respectively for image, proprioception, and
language.

Trunk. The trunk is parametrized by a decoder-only transformer architecture with embedding
dimension h that we ablate from 64 to 2048, and with block numbers ranging from 16 to 80. Note
that the number of parameters for the trunk scales quadratically with the dimension size and linearly
with the number of layers. The trunk also supports loading from existing large language models.
Refer to Table. | for more details on model sizes.

The code is modularized so that the trunk training and transfer are independent of the encoder
architecture or pre-trained weights of the stem, which can be ImageNet pre-trained ResNet [26],
R3M [54], Voltron [35], Dino v2 [59], etc, and can be fintuned during transfer learning. It is also
independent of the head, which can be diffusion policies, MLP, or transformer.

Head. For the head architecture, we normalize the action spaces of each embodiment dataset to be
between -1 and 1 element-wise, based on the dataset statistics, such that the output scale of the heads
and the loss and gradients remain at similar scales. Since action trajectories and observation history
can often help with the robotic problem, we pick a fixed action horizon (length 8) and observation
horizon (length 4) for each embodiment. We then apply random masking along the time dimensions
for each batch during training to be suitable for downstream tasks with different horizons.
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Dataset Trajectory Trajectory % Sample le %
Austin Sailor Dataset 205 0.09% 290167 1.85%
Stanford Hydra Dataset 487 0.22% 300217 1.92%
Austin Buds Dataset 42 0.02% 27894 0.18%
Austin Sirius Dataset 478 0.21% 235175 1.50%
Berkeley MVP 410 0.18% 34039 0.22%
Berkeley RPT 776 0.35% 326504 2.08%
IAMLAb CMU Pickup Insert 539 0.24% 118055 0.75%
UT Austin Mutex 1283 0.57% 295042 1.88%
Imperial College Sawyer Wrist Cam 145 0.06% 4519 0.03%
Stanford Mask VIT 7788 3.49% 155760 0.99%
Language Table 29554 13.24% 175855 1.12%
Kuka 15903 7.13% 73158 0.47%
BC-Z 4365 1.96% 559009 3.57%
Robo Net 47127 21.12% 895413 5.72%
DLR Sara Pour 171 0.08% 19462 0.12%
Stanford Robocook 2103 0.94% 73493 0.47%
CMU Play Fusion 492 0.22% 192988 1.23%
Bridge 21768 9.75% 500331 3.19%
Furniture Bench Dataset 2763 1.24% 2424703 15.48%
UCSD Pick And Place Dataset 1158 0.52% 45162 0.29%
USC Cloth Sim 684 0.31% 60876 0.39%
Stanford Kuka Multimodal Dataset 2565 1.15% 100021 0.64%
Roboturk 1535 0.69% 127523 0.81%
KAIST Nonprehensile 171 0.08% 25478 0.16%
ASU Table Top 94 0.04% 22029 0.14%
UTokyo Xarm Pick And Place 78 0.03% 4860 0.03%
Berkeley Cable Routing 1266 0.57% 19328 0.12%
Droid 29437 13.19% 2800000 17.88%
UIUC D3Field 164 0.07% 9803 0.06%
Robo Set 15603 6.99% 1042887 6.66%
QUT Dexterous Manipulation 171 0.08% 150698 0.96%
NYU Door Opening Surprising Effectiveness 372 0.17% 11418 0.07%
NYU Franka Play Dataset 311 0.14% 25536 0.16%
Mimic Play 323 0.14% 303738 1.94%
ManiSkill Dataset 21346 9.57% 2969893 18.96%
Columbia CairLab Pusht Real 103 0.05% 20375 0.13%
Cong Hose Manipulation 96 0.04% 4078 0.03%
DLR EDAN Shared Control 88 0.04% 6698 0.04%
Berkeley GNM SAC Son 2526 1.13% 183078 1.17%
Berkeley Autolab URS 766 0.34% 66425 0.42%
Aloha Mobile 236 0.11% 401754 2.57%
Agent Aware Affordances 101 0.05% 127403 0.81%
Epic Kitchen 58 0.03% 173012 1.10%
PoCo Hammer 220 0.10% 12517 0.08%
PoCo Spatula 142 0.06% 7517 0.05%
Drake Tooluse 925 0.41% 16650 0.11%
PyBullet Grasping Image 1788 0.80% 51852 0.33%
MuJoCo MetaWorld 741 0.33% 34725 0.22%
MuJoCo RoboMimic 180 0.08% 6735 0.04%
Isaac Arnold Image 3214 1.44% 16070 0.10%
PyBullet TriFinger 147 0.07% 89383 0.57%
MuJoCo Adroit 90 0.04% 8010 0.05%
FrodoBot 60 0.03% 12891 0.08%

Table 4: Detailed Dataset Mixture. We include the detailed number of trajectories and the number of dataset
samples in the training mixture. These include 41 dataset from Open-X [14], 7 datasets from simulation, 3
datasets from human video, and 1 from in-the-wild deployed dataset.

We support various types of policy heads in the network architectures such as standard MLP, trans-
former decoder, and diffusion policy. For the MLP head, we pooled the trunk feature (e.g. averaging)
and then applied a 3-layer MLP. For the transformer decoder, we concatenate learnable tokens to the
tokens before feeding into the trunk and use 1D convolution layer on these output tokens to regress
actions. For diffusion policy in real world experiments, we use a diffusion head and train with DDPM
[28]. Finally, the actions are unnormalized based on dataset statistics and Huber losses are applied
for regression. The reason behind Huber loss is to balance between the “difficult frame” in robot
trajectories and the easy but lengthy part of the trajectories.

As discussed, HPT is a meta-level architecture where the stem, trunk, and head code are modular
and each supports various architectural changes with pre-trained weights. The inference time, which
includes all the pre-processing and encoder time, on the local computer with an old NVIDIA RTX
3070 GPU is 39Hz for HPT-base and 33Hz for HPT-xlarge. A modern GPU such as A100 will likely
improve the speed by 3-4 times.

A.3 Pre-training Experiment Details.
We train HPT with AdamW [47] optimizer with a weight decay ratio 0.05, and a base learning rate

of 0.0002 with a cosine learning rate schedule with warmups and dropouts. We apply proportional
scaling of the base learning rate depending on the batch size. To support various horizons during
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Figure 14: Flexible Head Architectures in HPT. We highlight that our HPT architecture is a meta-level
architecture for policy learning, and it can work with various head architectures. The important takeaway is the
scalable transformer architecture in the middle of the policy to absorb the diverse data and provide tokens for
these policy heads to regress on the action outputs.

Method | Dataset Trajectories Model Size Heterogeneous Proprioception
RT-1 [6] 1 0.1IM 16M X
RT-2X [14] 12 - 55B X
Octo [56] 25 0.8M 93M X
OpenVLA [36] 25 1M 7B X
HPT 52 0.2M 1.1B v

Table 5: Experiment Statistics. By leveraging heterogeneous datasets, the embodiment diversity in data
and training scales reaches across several orders. Note that the training flops and the number of tokens are
approximated from a single iteration and the model size only counts the trunk parameters (stem and head only
have a small active parameter count. HPT is also provided with multiple open-source implementations and
extensive simulation evaluation tasks across 6 different benchmarks.

transfer learning, we apply random masking along the time dimensions for each batch during training.
Since action trajectories can have imbalanced losses along prediction horizons, we use Huber loss
with § = 0.1 (empirically found). We found the pre-training stage to be stable across various
hyperparameters in learning rate schedules and optimizers, and the choice of the validation dataset.
The code is open-sourced and the pre-released model can be downloaded easily from Huggingface.

In practice, since training losses can vary across different datasets and our goal is to perform well
on all embodiments and tasks, we apply a weighted sampling procedure for data loading. For every
training iteration, we sample a dataset with inverse probabilities based on an exponential of its dataset
size as a temperature. Specifically, we compute the squared root of each dataset size and sum these
sizes to compute a normalization constant. For each batch item, we then sample from these dataset
with the corresponding probability. This prevents large datasets from dominating a full training epoch,
which is a common practice in multitask learning.

Note that the stem and head for each embodiment are updated in different frequencies than the
trunk, similar to a mixture-of-expert [72] training procedure. Especially under distributed training
settings, each stem and head is trained with data from a particular embodiment and tasks, and the
trunk will accumulate gradients from all batches from training workers. The compute resources for
these pre-training experiments range from 8 V-100s to 128 V-100s and the training time spans from
half a day to 1 month. The total dataset disk size is around 10Tb and the RAM memory requirement
is below 50Gb. See Table 5 for summary details of the experiment.

A.4 Simulation Experiment Details

For simulation benchmarks, we use the released datasets as the expert demonstrations [90, 82, 13].
In summary, Metaworld [90] uses wrist camera view, and Robomimic [50] as well as Simpler [43]
uses third-person view, with their own proprioception definitions by the dataset. Fleet-Tools [82]
uses both views as inputs and uses the end effector poses as the proprioception inputs. We encode
the image using pre-trained frozen ResNet features and normalize the proprioception inputs before
passing them into the stem. We train single-task policies for all these simulation benchmarks except
for Metaworld.

For the Simpler [43] benchmark, we focus on the Close-Drawer, Move Near, and Pick Coke Can
task and Google EDR embodiment with a visual matching setting. We test 9 different initializations
with a total of 218 episodes. Note that the simulation tasks have a focus on language conditioning
and do not expose proprioception inputs, which is not the most suitable testbed for HPT. To address

https://doi.org/10.52202/079017-3952 124439



(a)

G

(c)

°
N

=5}

-
)
5

Validation Loss

" @

@ S

S 6.73 6.22 6.46 6.56 5
55 1| So.08
= 3 s

] s

% ’ ‘ 0.06
> Baseline +Prev. Action +Multiview +Language 2 10° 104 10°

Trajectory 0.04 10% 10¢ 105
Trajectory

Figure 15: Additional Architectural Ablation. (a) We found that architecture changes on HPT-Base such
as adding previous actions as inputs, multiview as inputs, and language input can help with HPT pre-training
performance. (b,c) We ablate other policy head architectures such as discrete classification heads as well as
action token heads by scaling along the number of trajectories. The experiment is conducted under the default
setting with HPT-Base, fixed 27 datasets with 1000 max trajectories in each dataset.

these issues, we finetune HPT on the RTX supervised datasets with 79 trajectories as other simulation
benchmarks. We use HPT-base as the backbone for this experiment.

By default, we train with 20000 iterations with batch size 512 and small learning rate 1e~>. The
image and state stem are one-layer MLP with hidden dimension 128 and the head is two-layer MLP.
We only use an observation window of length 1 and MLP as the policy head. Each training dataset
uses from 10-100 trajectories per task and each test covers 50 episodes with different initial conditions.
Each trajectory in the simulation has a slight difference in scene initialization. To reduce the variance,
we conduct independent training runs 5 times, and the average for each baseline. In Figure 9, we
show illustrations of some simulation tasks we evaluated.

A.5 Real-World Experiment Details

Task Definition. We experiment with robotic tool-use tasks Sweep Leftover, Fill Water,
Scoop Food and Switch Insertion across two different robot setups. While for both setups, we
use Franka Panda as the robot, we note that the sensor locations as well as the action spaces are
drastically different. We collect approximately 100 demos for each task and evaluate each task for 15
trials to measure the average success rate.

During evaluation, a human supervises the robot at all times. An evaluation episode can be termi-
nated due to safety concerns, robot faults, timeout, etc. An episode is considered successful if it
accomplishes the task. In the Fi1l1l Water task, the success score of 1 means some water is poured
into the bowl. In the Sweep Leftover tasks, a success score of 1 means all the piles are pushed
into the plate, and a success score of 0.5 means some piles are pushed into the plate. In the Scoop
Food task, a success score of 1 means some dog food is scooped and all is poured into the bowl and a
score of 0.5 means some food is scooped. In the Switch Insertion task [91], a success score of
1 means the switch is precisely inserted into the three pins on the PCB board. The robot moves to
a pre-defined pose before it attempts the insertion. We pick these challenging tasks as they require
contact-rich interactions with tools and granular objects, and they require high-precision as well as
dense contacts. We make sure the initial conditions of the robots are the same. Due to the complexity
of these tasks and human errors, the initial conditions of the object setups are not exactly the same.

Transfer Learning. For the policy head in the real-world experiments, we have experimented with
both MLPs and diffusion policies [13]. Fine-tuning only has active parameters of no more than 3Mb,
compared to much bigger models (e.g. 100M) often used for a single task in other works. We use an
observation history window of 2 with a small learning rate 2e~®. We train with batch size 256 on a
single NVIDIA RTX 2080Ti GPU for 20000 iterations (around 4 hours of wall time).

B Additional Experiments

In this section, we present some additional experiments and ablation studies.

B.1 Additional Simulation Experiments

Based on the training curves of the four baselines in Figure 16 (a), we observe that leveraging

a pre-trained HPT representation can often achieve a lower validation loss curve (lower) during
fine-tuning.
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Figure 16: Transfer Learning Objective. We run transfer learning across several simulator benchmarks
[82, 50, 90]. We compare the validation loss curves of several baselines with and without pre-trained HPT trunks.
The pre-trained trunks are trained from the Default Settings.
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Figure 17: Simulation Task Performance compared with Single-Task Policy in LeRobot Implementation.
We do evaluation in a different implementation in unseen simulation benchmarks. Left) we show that an
improvement in performance can be achieved with pre-trained HPT trunks and outperforms single-task state-of-
the-art architectures. We note that HPT trunks have not been pre-trained with diffusion heads and transformer
decoder heads. Middle) we show the sample efficiency ablation study for HPT-Base. Right) We show model size
ablation study in loss curves.

In Figure 10 (a), we run HPT on the Simpler [43] Benchmark, which allows for comparing with
Octo [56], RT1-X, and RT2-X [14] on a high-fidelity simulation. We focus on three different tasks
Close Drawer, Move Near, and Pick Coke Can in the Google EDR embodiment. For each task,
we test several different initializations with a total of over 300 episodes for all tasks. Note that the
pre-training corpus of HPT-S does not include [6], and simulation tasks have a focus on language
conditioning and do not expose proprioception inputs, which is not suitable for HPT. To address these
issues, we generate training data using the RT-1[6] as the expert, and finetune HPT on the RT-1X
supervised datasets with around 50 trajectories and the simulation protocol. We use HPT-base with
language tokenizers as the backbone for this experiment. We use the results from the paper [43].

Additionally, under the LeRobot [8] implementation, we compare HPT with state-of-the-art single-
task policy architecture such as Diffusion Policy [13] and ACT [92]. In particular, we inherit a simple
version of these complex policies as the head architectures (Figure 14). We run full training runs with
50 evaluation trials every 20000 training steps, and use the maximum task success rates during the
100000 training steps for comparisons. In Figure 17, we compare HPT with DP on the PushT task
with keypoint representations using the diffusion head and achieve similar success rates at 78%. We
also compare with ACT on the Aloha Transfer Box task with the image representations using the
transformer decoder head and achieve similar success rates at 60%. This showcases the flexibility
of HPT architecture to work with state-of-the-art policy architectures for high-frequency control in
fine-grained tasks. Moreover, in the experiment with 50 episodes in total and HPT-base, we observe
an improvement in sample efficiency with pre-trained models. We also see improvement in transfer
learning loss with pre-trained models at increasing scales.

In Figure 10 (b), we ablate on the number of visual and proprioceptive tokens in the simulation
transfer learning experiments. We observe that missing either information hurts the performance of
the downstream policies. See Section A.4 for more implementation and experiment details.

B.2 Ablation Study on the Stem

In this experiment, we fix the number of datasets (27) in Open-X datasets and use a maximum
of 1000 trajectories for each dataset. We consider several ablations on the stem part of the HPTs.
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Figure 19: (a) Initial Condition Overlay. We visualize different rollout initial conditions during test times.
(b) Failure Cases of the Learned Policy in the Real World. The robot sometimes has issues executing very
precise manipulation.

Specifically, in Figure 18 (a, b), we observe an increase in validation losses when not using either
the proprioception information or the vision. Intuitively, not using such proprioception or vision
information would make learning action predictions from heterogeneous datasets very challenging.
This also implies that both information are critical for policy pre-training at scale.

We also conduct an ablation experiment over vision backbones on a smaller subset of the training
datasets among several popular vision encoders such as ViT-base [24] and DiNO [59] (Figure
18). Further ablating on input image resolution or joint finetuning of the vision backbone on the
downstream task success rates will be interesting future work. Although the default implementation
focuses on single-view visual information, the stem can naturally extend to multiple views and other
modalities such as languages and action history.

B.3 Pre-training Ablation Study

In Figure 15, we conduct several ablations to pre-train the HPTs, such as using multiple views to
provide 3D information implicitly, using languages for task guidance, and using previous action
trajectories as additional ablations. We found these ablations to improve over the default HPT setting
with a single view and vision and proprioceptive inputs. These ablations are more pronounced in
certain datasets such as multiple views for insertion [68], and language modality for Language Table
[48]. Using previous action trajectories is helpful in providing additional context and embodiment
information as well. We believe that integrating multiple modalities and investigating how to handle
missing modalities is an exciting future direction. We leave the exploration of these ablations to
future work.

From the architecture perspective, we also ablate over the token sizes and observation history
and do not find a big effect on the averaged validation loss. We hypothesize there is a trade-off
between the information given to the policy and the desired generalization. In Figure 15(b,c), we
have also experimented with a discretized version [6] of the policy head and architecture that uses
additionally learned position encodings as action tokens for transformer, with conv1D head for action
regression. We opt for regression on continuous values for its generality. An initial investigation of
the attention map of the transformer blocks shows that there is a dense attention weight attributed to
the proprioception and vision tokens.
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C Failure Cases

In Figure 19, we show some failure cases of the learned HPT policies in the real world. One of the
common issues is overshooting or undershooting. For example, the policies tend to pour the water
before it reaches the mug or pour the dog food a bit in front of the bowl. These issues could be
due to the spatial precision of the policies and due to the data qualities failing to uncover the causal
relationships. More targeted data recollection and better finetuning of the vision encoders might help
address these issues.

D Discussion and Future Directions

We first discuss the metric used for measuring pre-training performance, or intrinsic evaluation.
Validation (or training) loss is a common metric to evaluate the progress of large-scale pre-training
[34]. It is based on the goal of training a generalist model, where even fitting all the data can be a
challenge [58], as opposed to training a specialist model where overfitting is often appreciated. This
is also considered a step towards more scientifically studying pre-training and scaling behavior in
robotics [30]. Previously, people often rely on a single binary metric for evaluating task success rates
in the real world, with only some amount of test trials.

Admittedly, there are several caveats to this metric. From the evaluation perspective, the averaged
validation loss depends on the overall multitask losses of all datasets. For example, increasing the
number of trajectories in one dataset might lower validation loss on the associated dataset, but may
not lead to an overall loss decrease. In practice, the exact subset for evaluation and the number of
training steps in each dataset also play a role in the averaged validation loss metric. For example,
when evaluating whether additional datasets to the default setting contribute to the representation
learning, selecting the default datasets allows us to compare on the same metric. But these datasets
are inevitably trained less, if we fix the number of total training iterations. Moreover, the validation
loss during pre-training and the downstream policy learning performance have an evaluation gap due
to task differences, and downstream policy learning and task execution have another evaluation gap
due to closed-loop execution.

Given the recent surge of scaled data, robot learning is still limited by its generality because of
the heterogeneity, including different embodiments, tasks, and environments where the robots are
operated. We propose HPT, a novel architecture and framework to embrace this heterogeneity through
pre-training. We align proprioception and vision information of different embodiments through a
modular stem, a shared scalable transformer trunk, and task-specific heads to actions. We explore
and scale HPT with heterogeneous datasets to over 50 available datasets. The learned representation
can be transferred and improved performance in both simulation and the real world. We hope this
perspective will inspire future work in handling the heterogeneous nature of robotic data.

Since fine-tuning is still required for robotics generalist models, future research directions include
exploring different algorithms including network architectures that incorporate embodiment-specific
structures, such as URDF, into network architecture as well as tokenization. One can also explore
training objectives beyond supervised learning. As we move towards scaling robot pre-training, more
high-quality diverse datasets with clear annotations would be crucial, including teleoperation data,
simulation data, human videos, and deployed robot data. Understanding what kinds of mixture will
contribute to better representations is interesting future work.

Due to the complexity of real-world evaluation, large-scale unified simulation benchmarks with
varying dexterity and generalization challenges would be very crucial to consistently compare among
different models. For real-world policy performance, we believe that extending to longer-horizon fine
manipulations with a bimanual or mobile setup would be interesting future works.

Future works can also study and extend scaling laws in policy learning, and explore representations
from heterogeneous data in other domains beyond robotic policy learning. Finally, leveraging more
modalities and domains in robotics such as 3D point clouds, tactile data, simulation domains, and
human data, etc, is worth investigating.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading “NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we make the relevant claims on heteroge-
neous pre-training, scaling behaviors, and transfer learning experiments as backed by our
experiment sections.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

124444 https://doi.org/10.52202/079017-3952



Justification: In Section 6, we discuss the limitations and potential future work of this
project.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: There is no theoretical results associated with this work.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The implementation details are disclosed to full extent in the appendix. The
code are also open-source for checking experiments relevant to the main results.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will open-source the code with detailed instructions to reproduce the main
experimental results. The data can be generated on the fly as they come from online public
datasets in Figure 13.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Section §4 and Section §A, we discuss all the relevant training and test
detials, including dataset splits, training hyperparameters, type of optimizers. We will also
open-source our code to follow open research.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in the appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Most training curve experiments (measured with validation losses) in Figure 8,
6, 5,7 are relatively stable with statistical significance. For simulation experiments in Figure
16 with task successes as the metric, we run experiments and average across 5 trials, which
results in stable and small variances. For real world task performance experiments in Figure
11 and 12 and 3, we report the standard errors across different trials for each model for each
task.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
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10.

Answer: [Yes]

Justification: In Section A.3, we discuss the compute resources, including workers, memory,
time of execution for experiments in this work.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The code of ethics is strongly followed in this work.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The project focuses on pre-training from heterogeneous robotic data. There is
no direct societal impacts associated with it.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11. Safeguards

Question: Does the paper describe safeguards that have been put in place for the responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We released a series of robotic models that are trained on action data and
output action data. The data all have public licenses and do no contain any sensitive or risky
information.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes] The released code, data, and models are under MIT license.

Justification: The code and models are free to use by most audience for the purpose of
advancing the field.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes] The new released models and codebases are well documented for the released
version.

Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.
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* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .

Justification: This project does not include crowdsourcing experiments with human subjects.
The involved human video datasets are directly used from the dataset. The robot teleoperation
is conducted by the authors.

Guidelines: [NA |

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: There is no human subjects with crowsourcing experiments in this work.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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