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Abstract

The optimal policy in various real-world strategic decision-making problems de-
pends both on the environmental configuration and exogenous events. For these
settings, we introduce Contextual Bilevel Reinforcement Learning (CB-RL), a
stochastic bilevel decision-making model, where the lower level consists of solving
a contextual Markov Decision Process (CMDP). CB-RL can be viewed as a Stack-
elberg Game where the leader and a random context beyond the leader’s control
together decide the setup of many MDPs that potentially multiple followers best
respond to. This framework extends beyond traditional bilevel optimization and
finds relevance in diverse fields such as RLHF, tax design, reward shaping, contract
theory and mechanism design. We propose a stochastic Hyper Policy Gradient
Descent (HPGD) algorithm to solve CB-RL, and demonstrate its convergence. No-
tably, HPGD uses stochastic hypergradient estimates, based on observations of the
followers’ trajectories. Therefore, it allows followers to use any training procedure
and the leader to be agnostic of the specific algorithm, which aligns with various
real-world scenarios. We further consider the setting when the leader can influence
the training of followers and propose an accelerated algorithm. We empirically
demonstrate the performance of our algorithm for reward shaping and tax design.

1 Introduction

In Reinforcement Learning (RL), Markov Decision Processes (MDPs) [53] provide a versatile
framework for capturing sequential decision-making problems across various domains such as health
care [76], energy systems [52], economics [14], and finance [33]. A considerable amount of work
has been devoted to solving standard MDPs [2, 62, 67]. However, in many applications, MDPs can
be configured on purpose or affected by exogenous events, both of which can significantly impact
the corresponding optimal policies. For example, in a simplified economic framework, the optimal
decision of an individual household depends both on public policies and economic uncertainties
[19, 34]. The policy maker in turn has to make decisions, anticipating the best response of differently-
minded individual agents to its policies and exogenous events outside the policy maker’s control.

To study such problems, we introduce Contextual Bilevel Reinforcement Learning (CB-RL), a
hierarchical decision-making framework where followers solve a contextual Markov decision
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processes (CMDP) [32], configured by the leader. CB-RL is formalized as:

min
x

F (x) := Eξ[f(x, π
∗
x,ξ, ξ)] (leader, upper-level)

where π∗
x,ξ = argmax

π
Jλ,x,ξ(π) (follower, lower-level),

(1)

where x represents the model configuration of the CMDP chosen by the leader, ξ represents the
context that followers encounter, and the function Jλ,x,ξ denotes the (entropy-regularized) reward of
the CMDP for a policy π, a given model parameters x, a context ξ, and a regularization parameter λ.

In our framework, the leader chooses x to configure various aspects of the CMDP, such as state
transitions, the initial state distribution, and the followers’ reward functions. Modeling the problem
as a CMDP instead of a standard MDP is essential when modeling situations where the environment
is influenced by side information or personal perferences. For example, the context ξ can capture a
wide range of real-world scenarios such as: (1) there is one follower, who responds optimally not
only to the leader’s chosen x but also to a side information ξ, such as weather or season, (2) there are
multiple followers, each aiming to maximize their own utility, in which case ξ represents different
possible follower preferences, and (3) there are multiple followers, each facing an uncertain contextual
variable, i.e., ξ = (i, η) represents the i-th follower encountering a specific context η ∼ Pη .

The proposed framework extends the concept of contextual bilevel optimization [37], where the
follower engages in static contextual stochastic optimization rather than sequential decision-making.
It also expands upon traditional MDP model design [78, 15] and configurable MDPs [50, 55], where
typically only one follower attempts to solve an MDP, as opposed to CMDPs. We defer a full
discussion of the related works to Appendix A. Beyond these fields, our framework finds various
applications in Principal-Agent problems [8], RLHF [13, 58], dynamic Stackelberg games [27,
65], Security Games [60, 46], dynamic mechanism design [18], contract theory [41, 69], and tax
design [19, 82, 34]. See Appendix B for the concrete CB-RL formulations of these applications.

Despite its wide applicability, to the best of our knowledge, there are no algorithms specifically
designed for CB-RL. The closest is an algorithm from model design for MDPs [15], which can be
adapted to our setting after some modifications. However, [15] requires the follower to solve the
MDP deterministically using soft value iteration. Moreover, the full hypergradient is computed in
each iteration, as part of which the leader requires access to the lower-level computations. Both of
these aspects significantly restrict how well the method can scale to larger settings.

Instead, in this work, we propose a stochastic Hyper Policy Gradient Descent (HPGD) algorithm
for the leader that solely relies on trajectory data from followers. The followers can use a variety of
possibly stochastic learning algorithms to find an approximately optimal policy for the lower-level
CMDPs. The leader in turn is agnostic of the exact algorithm used, as the hypergradient is estimated
using only trajectory samples generated from the follower policy. The fact that both the lower-level
and the hypergradient computation are stochastic makes HPGD salable to large problem settings.

We show non-asymptotic convergence of HPGD to a stationary point and validate these findings
through experimental evidence. In scenarios where followers grant the leader full control over
their training procedure, as posited in prior work [15], we present an accelerated HPGD algorithm,
designed to minimize the number of lower-level iterations.

Our Contributions

• We introduce Contextual Bilevel Reinforcement Learning (CB-RL) that captures a wide range
of important applications (Sec. 2). It is the first bilevel reinforcement learning framework that
through the context ξ allows multiple followers and side information. We summarize the key
differences to the previous literature in Table 1.

• We propose a stochastic Hyper Policy Gradient Descent (HPGD) algorithm that performs
stochastic gradient descent on the upper-level objective (Sec. 3.2). Importantly, we are the first
to estimate the hypergradient from lower-level trajectory samples instead of computing it exactly,
while further providing convergence guarantees. Furthermore, our approach is agnostic of the
learning dynamics of the agent, enabling followers to utilize a wide range of algorithms to solve
the lower-level CMDPs. We only assume the leader can sample lower-level trajectories from
an inexact oracle. For several widely-used RL algorithms, we explicitly show how to use them
to build the inexact oracle needed by HPGD. Noteably, we are the first to consider stochastic
lower-level learning algorithms, such as soft Q-learning.

2
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Table 1: Summary of Related Works in Bilevel Reinforcement Learning.

Context
rx Px µx

Agnostic Deter Upper Lower

Multi Side Info Control Stoch Iterations Iterations Method

[15] Control Deter O(δ−2)* O(log(δ−1)) Soft-VI

[13] Agnostic Deter O(δ−2) O(log(δ−1)) PG

[58] Agnostic Deter O(δ−2) O(log(δ−1)) PMG

[75] Agnostic Deter O(δ−2) O(log(δ−1)) PMG

HPGD Agnostic Stoch O(δ−4)

O(log(δ−1)) Soft-VI

O(log(δ−1)) NPG

Õ(δ−2) Soft-Q

HPGD Control Stoch O(δ−4) O(log(δ−1)) RT-Q

Multi: Multiple followers. Side Info: Side information. Context: CMDP instead of MDP. rx, Px, and µx denote
the dependence of rewards, transitions, and initial state distribution on x. Agnostic vs. Control: Whether leader
can influence the training of the follower(s). Deter vs. Stoch: Requiring full knowledge of hypergradient or
estimating it from samples. Complexity is based on ∥∇F (x)∥2 ≤ δ2 instead of ∥∇F (x)∥2 ≤ δ. *[15] assumes
convexity of F in x and considers F (x)−minF (x) ≤ δ. VI: Value Iteration. PMG: Policy Mirror Gradient.
PI: Policy Iteration. NPG: Natural Policy Gradient. Q: Q-learning. RT-Q: Randomly Truncated Soft Q-learning.

• We establish the non-asymptotic convergence rate of HPGD to a stationary point of the overall
objective—despite the nonconvex lower-level problem (Sec. 3.2). When assuming full hypergra-
dient information, i.e., deterministic updates, the outer iteration complexity of HPGD reduces to
O(δ−2), recovering previous results. Moreover, we discuss how to estimate the hypergradient if
the upper-level loss function admits a specific form of cumulative costs (Sec. 3.3).

• When the leader is allowed to control the follwers’ learning dynamics (Sec 4), we propose a
stochastic accelerated algorithm denoted as HPGD RT-Q (Alg 8). It greatly reduces the number
of lower-level soft Q-learning iterations from Õ(δ−2) to O(log(δ−1)), such that we recover the
rate for deterministic lower-level updates. For this result we leverage several techniques, such as
mini-batches, multilevel Monte Carlo [29, 37], and importance sampling.

• We demonstrate the performance of HPGD for principal agent reward shaping and tax design
(Sec. 5). In certain cases, the stochastic updates of HPGD are beneficial as they avoid local
minima. Moreover, HPGD needs fewer outer iterations compared to benchmark algorithms.

2 Problem Formulation

We consider a bilevel optimization problem, where the follower solves a Contextual Markov Decision
Process (CMPD) and the leader controls the configuration of the CMDP. In particular, the leader
chooses a parameter x ∈ X ⊆ Rd and nature chooses a random context ξ according to a distribution
Pξ . Together (x, ξ) parameterizes an MDPMx,ξ , which the follower aims to solve.Mx,ξ is defined
by a tuple (S,A, rx,ξ, Px,ξ, µx,ξ, γ), where S denotes the state space, A denotes the action space,
rx,ξ(·, ·) : S ×A → R is the reward function, Px,ξ(·; ·, ·) : S ×S ×A → [0, 1] denotes the transition
kernel, µx,ξ indicates the initial state distribution, and γ is the discount factor. The subscript x, ξ
implies that rewards, transitions, and initial state distribution depend on the leader’s decision x and
the context ξ. Connecting to previous works, for a fixed x,Mx,ξ is a contextual MDP [32] with
respect to ξ. For a fixed ξ,Mx,ξ generalizes a configurable MDP [50]. GivenMx,ξ, the follower
maximizes an entropy-regularized objective by choosing a policy πx,ξ, where πx,ξ(a; s) denotes the
probability of choosing action a in state s.

max
π

Jλ,x,ξ(π) = Es0

[
V π
λ,x,ξ(s0)

]
= Es0

[
Eπ
Px,ξ

[ ∞∑
t=0

γt (rx,ξ(st, at) + λH(π; st))

]]
, (2)

where s0 ∼ µx,ξ, at ∼ π(·; st), st+1 ∼ Px,ξ(·; st, at) and H(π; s) = −∑a π(a; s) log π(a; s). We
call λ > 0 the regularization parameter and V π

λ,x,ξ the value function. As standard in RL literature,

3
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we define the related Q and advantage functions as:

Qπ
λ,x,ξ(s, a) = rx,ξ(s, a) + γEs′∼Px,ξ(·;s,a)

[
V π
λ,x,ξ(s

′)
]

Aπ
λ,x,ξ(s, a) = Qπ

λ,x,ξ(s, a)− V π
λ,x,ξ(s) = Qπ

λ,x,ξ(s, a)−
∑
a′

π(a′; s)Qπ
λ,x,ξ(s, a

′). (3)

The unique optimal policy for (2) is given by π∗
x,ξ(s; a) ∝ exp(Q∗

λ,x,ξ(s, a)/λ), i.e., the softmax
of the optimal Q-function [51].2 Given x, π∗

x,ξ, ξ, the leader in turn incurs a loss f(x, π∗
x,ξ, ξ) ∈ R,

which it wants to minimize in expectation over Pξ. To do so, it needs to choose x to align the
follower’s policy π∗

x,ξ with the leader’s objective. CB-RL can thus be formulated as the following
stochastic bilevel optimization problem:

min
x

F (x) := Eξ[f(x, π
∗
x,ξ, ξ)] (leader, upper-level)

where π∗
x,ξ = argmax

π
Jλ,x,ξ(π). (follower, lower-level)

(4)

Equation (4) is well-defined due to entropy regularization ensuring the uniqueness of π∗
x,ξ. It further

ensures π∗
x,ξ is differentiable, stabilizes learning and appears in previous works [15]. Moreover, the

difference between the regularized and unregularized problem generally vanishes as λ→ 0 [15, 26].

CB-RL captures many important real-world problems, including RLHF, dynamic mechanism design,
tax design, and general principal-agent problems. We discuss these in detail in Appendix B.

3 Hyper Policy Gradient Descent Algorithm for CB-RL

In this section, we derive a simple expression for the hypergradient of CB-RL. We present HPGD and
prove non-asymptotic convergence. HPGD can be combined with a large class of lower-level MDP
solvers satisfying a mild inexact oracle assumption. We show this is the case for several popular RL
algorithms. Furthermore, we present results for two important special cases of our problem: (1) when
the upper-level objective decomposes as a discounted sum of rewards over the lower-level trajectories,
and (2) when the leader can direct the lower-level algorithm. We defer all proofs to Appendix E.
and make the following standard assumptions on how x and ξ influence the setup of the CMDP.
Assumption 3.1. We assume the following conditions:

• f is Lf -Lipschitz continuous and Sf -smooth in x and π, uniformly for all ξ, i.e.

∥f(x1, π1, ξ)− f(x2, π2, ξ)∥∞ ≤ Lf (∥x1 − x2∥∞ + ∥π1 − π2∥∞)

∥∂xf(x1, π1, ξ)− ∂xf(x2, π2, ξ)∥∞ ≤ Sf (∥x1 − x2∥∞ + ∥π1 − π2∥∞)

∥∂πf(x1, π1, ξ)− ∂πf(x2, π2, ξ)∥∞ ≤ Sf (∥x1 − x2∥∞ + ∥π1 − π2∥∞)

• ∀x, ξ : |rx,ξ(s, a)| < R, ∥∂x logPx,ξ(s
′; s, a)∥∞ < K1, ∥∂xrx,ξ(s, a)∥∞ < K2.

3.1 Hypergradient derivation

The leader’s loss f depends on x directly and indirectly through π∗
x,ξ. Therefore, the derivative of f

with respect to x is commonly referred to as the hypergradient to highlight this nested dependency.
It is possible to obtain a closed-form expression of the hypergradient, using the implicit function
theorem [28]. However, this involves computing and inverting the Hessian of the follower’s value
function, which can be computationally expensive and unstable [24, 47]. Instead, we leverage the
fact that π∗

x,ξ is a softmax function to explicitly compute its derivative with respect to x, which is

given by
dπ∗

x,ξ(s,a)

dx = 1
λπ

∗
x,ξ(a; s)∂xA

π∗
x,ξ

λ,x,ξ(s, a) [15], where ∂xA = (∂x1
A, . . . , ∂xd

A). Applying
the Dominated Convergence Theorem to switch derivative and expectation, we arrive at Theorem 1.
Theorem 1. Under Assumption 3.1, F is differentiable and the hypergradient is given by

dF (x)

dx
= Eξ

[
∂1f(x, π

∗
x,ξ, ξ)

∂x
+ Es∼ν,a∼π∗

x,ξ

[
1

λν(s)

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂xA
π∗
x,ξ

λ,x,ξ(s, a)

]]
, (5)

where ν is any sampling distribution with full support on the state space S.
2For brevity, we notationally drop the dependence of πx,ξ on λ.

4
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Algorithm 1 Hyper Policy Gradient Descent (HPGD)

Input: Iterations T , Learning rate α, Regularization λ, Trajectory oracle o, Initial point x0

for t = 0 to T − 1 do
ξ ∼ Pξ, s ∼ ν and a ∼ πo

x,ξ(·; s)
̂

∂xA
πo
x,ξ

λ,x,ξ(s, a)← GradientEstimator(ξ, xt, s, a, o) (Algorithm 2)

d̂F
dx ←

∂1f(xt,π
o
xt,ξ

,ξ)

∂x + 1
λν(s)

∂2f(xt,π
o
xt,ξ

,ξ))

∂π(s,a)

̂
∂xA

πo
x,ξ

λ,x,ξ(s, a)

xt+1 ← xt − α d̂F
dx

end for
Output: x̂T ∼ Uniform({x0, . . . , xT−1})

The first term captures the direct influence of x on f , and the second the indirect influence through
π∗
x,ξ. For now we assume the leader knows ∂1f(·, π, ξ) and ∂2f(x, ·, ξ). It remains to compute

∂xA
π∗
x,ξ

λ,x,ξ(s, a), i.e. the partial derivative with respect to x evaluated for a given policy. For this, cf.

(3), we need ∂xQ
π∗
x,ξ

λ,x,ξ(s, a). We derive an expression for the latter in Theorem 2. The proof adapts
the analysis of the policy gradient theorem to account for the dependence of Px,ξ, µx,ξ and rx,ξ on x.
Theorem 2. For given π, x, ξ, it holds that:

∂xQ
π
λ,x,ξ(s0, a0) = Eπ

s,a

[ ∞∑
t=0

γt drx,ξ(st, at)

dx
+ γt+1 d logPx,ξ(st+1; st, at)

dx
V π
λ,x,ξ(st+1)

]
.

Note, Theorems 1 and 2 generalize existing results in model design for MDPs to CMDPs [15, 78].

3.2 HPGD Algorithm and Convergence Analysis

Computing the exact hypergradient is computationally expensive and thus infeasible in larger settings.
Instead, to minimize F (x), one would ideally sample unbiased estimates of the hypergradient in
Equation (5) and run stochastic gradient descent (SGD). However, the leader does not have access to
π∗
x,ξ and generally no control over the training procedure of the lower level. Instead, we assume the

follower adapts any preferred algorithm to solve the MDP up to a certain precision δ and the leader
can observe trajectories from the follower’s policy. Such a setting is well-motivated by economic
applications.
Assumption 3.2. For anyMx,ξ, the leader has access to an oracle o, which returns trajectories

sampled from a policy πo
x,ξ such that ∀x, ∀ξ : Eo

[∥∥∥π∗
x,ξ − πo

x,ξ

∥∥∥2
∞

]
≤ δ2.

We will show that Assumption 3.2 is relatively mild and holds for a variety of RL algorithms. Given
access to trajectories generated by πo

x,ξ, the leader can construct an estimator of ∂xA
πo
x,ξ

λ,x,ξ(s, a) by
rolling out πo

x,ξ for T steps, where T ∼ Geo(1− γ). We defer the construction (Algorithm 2) and
proof of unbiasedness (Proposition 3) to the Appendix. Using this estimator, we introduce HPGD
in Algorithm 1. As F is generally nonconvex due to the bilevel structure [28], we demonstrate
non-asymptotic convergence to a stationary point of F , which matches the lower bound for solving
stochastic smooth nonconvex optimization [1].
Theorem 3. Using HPGD, under Assumptions 3.1 and 3.2, for α ≤ 1/(2Sf ), we have the following:

E
∥∥∥∥dF (x̂T )

dx

∥∥∥∥2 = O
( 1

αT
+ δ + α

)
. (6)

For α = O(1/
√
T ) and δ = O(1/

√
T ), HPGD converges to a stationary point at rate O(1/

√
T ).

Proof sketch. Using the smoothness of F and the fact that x̂T is uniformly sampled from all iterates,
we upper bound the left side of (6) by the sum of three terms. The first is |F (x0)−minx F (x)|/(αT ).
The second depends on the bias of our gradient estimate, which we show is linear in δ. The last
term depends on α times the variance of our estimator, which is bounded.

5
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To the best of our knowledge, Theorem 3 is the first result that shows convergence when using
stochastic estimates for the hypergradient. When the hypergradient can be computed exactly, the last
O(α) term vanishes and we recover the deterministic convergence rates of previous works [15, 13, 58].

Another major advantage of HPGD is that the follower can use any (possibly stochastic) algorithm
satisfying Assumption 3.2 to solve the lower-level MDP, while the leader only needs access to
generated trajectories. While Assumption 3.2 certainly holds if the follower solves the MDP exactly,
for example with an LP-solver, we are interested in verifying it for common RL algorithms, which
can scale to larger state and action spaces. In Appendix E.8, we prove non-asymptotic convergence to
π∗
x,ξ for Soft Value Iteration, which converges at rate O(log 1/δ) (Proposition 5); Q-learning, which

converges at rate of O(log(1/δ)/δ2) (Proposition 6) and Natural Policy Gradient, which converges
at rate of O(log 1/δ) (Proposition 8). Additionaly, we show Vanilla Policy Gradient converges
asymptotically in Proposition 7. All these Algorithms thus satisfy Assumption 3.2, which makes
HPGD scalable and widely applicable to settings where followers might use a variety of model-free
or model-based algorithms.

3.3 Upper-Level Discounted Reward Objective

So far we assumed the leader knows ∂1f(·, π, ξ) and ∂2f(x, ·, ξ). In this subsection, instead, we
assume f can be written as the negative expected sum of discounted rewards over the lower-level
trajectories and show how to estimate the hypergradient from trajectory samples without explicit
knowledge of ∂1f(·, π, ξ) and ∂2f(x, ·, ξ). In many practical applications, such as reward shaping,
or dynamic mechanism design (cf. Appendix B), the loss f satisfies:

f(x, π∗
x;ξ, ξ) = −E

π∗
x,ξ

s0∼µ

[∑
t
γtrx,ξ(st, at)

]
. (7)

Here rx,ξ represents the reward of the leader, which is generally distinct from the follower’s reward.
The expectation is taken over trajectories induced by the lower-level π∗

x,ξ. In this case, the leader
does not know the partial derivatives of f but can still estimate the hypergradient from trajectory
samples. The following proposition follows from a similar anlysis as the policy gradient theorem.

Proposition 1. If f decomposes as in Equation (7), then dF (x)
dx can be expressed as follows:

dF (x)

dx
= Eξ

[
Eπ∗

x,ξ
s0∼µx,ξ

[ ∞∑
t=0

γt

(
1

λ
∂xA

π∗
x,ξ

λ,x,ξ(st, at)Qx,ξ(st, at)

+
drx,ξ(st, at)

dx
+ ∂x logPx,ξ(st; st−1, at−1)V x,ξ(st)

)]]
,

(8)

where for compactness, we slightly abuse notation to express µx,ξ(s0) as Px,ξ(s0, a−1, s−1).

Here V x,ξ, Qx,ξ are the (unregularized) value and state action value functions with respect to
rx,ξ. Comparing to Theorem 1, note that the expectation is over trajectories with starting states
distributed according to the actual initial distribution µx,ξ instead of some ν. We discuss how to
construct estimators for (8) in Algorithm 5 (Appendix D) and prove unbiasedness in Proposition 4
(Appendix E.7). A special case of Equation (8) appeared in [15], where they consider model design
for MDPs, that does not take into account contextual uncertainty or the possibility of multiple
followers, i.e when the support of ξ is a singleton.

4 Accelerated HPGD with Full Lower-Level Access

Previously, we assumed that the leader does not know the solver used in the lower level and queries
trajectories from an oracle. However, in certain settings, such as model design [15], and dynamic
mechanism design [18], the leader can additionally influence how the followers solve the CMDP. In
this section, we focus on the case when the followers use a stochastic tranining procedure, which
usually require a polynomial number of steps in terms of δ−1, to learn the optimal lower-level policy.
We argue that if the leader has influence on the followers’ training procedure, we can greatly reduce
the number of lower-level iterations.

Let us assume that the lower level is solved using vanilla soft Q-learning (Algorithm 4 in Appendix D).
According to Proposition 6 (Appendix E.7), the follower needs to run T = O(K2K) iterations

6
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Table 2: Bias, variance and lower-level iteration complexity of hypergradient estimators when using
vanilla soft Q-learning and RT-Q.

Vanilla RT-Q

Bias O(2−K/2) O(2−K/2)
Variance O(1) O(K)
Complexity O(K2K) O(K2)

to ensure that E∥πT
x,ξ − π∗

x,ξ∥2∞ ≤ 2−K and thus
∥∥∥E [dF (x)

dx − d̂FT

dx

]∥∥∥
∞

= O(2−K/2), where πT

denotes the learned policy after running T -th Q-learning iterations and d̂FT

dx denotes the corresponding
hypergradient estimator.

To reduce the lower-level iteration complexity, we propose a randomized early stopping scheme over
the lower-level soft Q-learning iterations, denoted as randomly-truncated soft Q-learning (RT-Q). The
pseudocode is given in Algorithm 8 (Appendix E.5). We illustrate the high-level idea below.

Without loss of generality, consider a subsequence tk := O(k2k) such that tK := T . Let d
dxFT

denote the hypergradient estimator, based on the T -th policy iterate πT . It holds that:

d

dx
FT =

d

dx
FtK =

d

dx
Ft1 +

K−1∑
k=1

(
d

dx
Ftk+1

− d

dx
Ftk

)
=

d

dx
Ft1 +Ek∼pk

[
d
dxFtk+1

− d
dxFtk

pk

]
,

where pk denotes a truncated geometric distribution, such that pk ∝ 2−k. The above shows that
d
dxFt1 + p−1

k

[
d
dxFtk+1

− d
dxFtk

]
with k ∼ pk is an unbiased estimator of d

dxFT . Using this

estimator, the follower does not need to run O(K2K) soft Q-learning iterations but in expectation
only

∑K−1
k=1 pktk = O(K2) iterations. This implies that if the leader can direct how the followers

learn and observe behaviors sampled from their learned policies, we can generate a hypergradient
estimator with the same bias as d

dxFT but a much smaller lower-level iteration complexity. We
formalize our results in the following Theorem.
Theorem 4 (Improved iteration complexity using RT-Q). Using Randomly Truncated soft Q-learning
(RT-Q) instead of vanilla soft Q-learning to estimate the hypergradient, we achieve the bias, variance,
and lower-level iteration complexity results summarized in Table 2.

The idea has been previously studied for contextual bilevel optimization under the name randomly
truncated multilevel Monte-Carlo [29, 36, 37]. The reduction in the iteration complexity generally
comes at the expense of an increased variance of the hypergradient estimator. In [37], this increase
is logarithmic as the lower-level problem is a static optimization problem and samples generated to
estimate the hypergradient are independent from the lower-level decision variable. This structure is
crucial for controlling the increased variance of the hypergradient estimator. However, for CB-RL,
rollouts generated from πt

x,ξ are used to estimate the hypergradient. These trajectory samples thus
depend on the lower-level decision and it is not possible to control the variance as in [37]. To address
this issue, we notice that the major source of randomness in our hypergradient estimators stems

from the estimator ∂̂xAπtk (s, a) computed by GradientEstimator (Algorithm 2). We control this
randomness by sampling multiple trajectories with a random length, which is in expectation O(1).
We further sample an action a once from πtk+1 and then use it to compute both ̂∂xAπtk+1 (s, a) and

∂̂xAπtk (s, a), using importance sampling. Combining all these tricks with multi-level Monte Carlo,
RT-Q achieves a variance of O(K), where K = O(log(δ−1)).

5 Numerical Experiments

We illustrate the performance of HPGD in the Four-Rooms environment and on the Tax Design
for Macroeconomic Model problem [34, 15] that we extend to multiple households with diverse
preferences. We use Adaptive Model Design (AMD) [15] and a zeroth-order gradient approximation
algorithm for comparison. Details on the zeroth-order algorithm are deferred to Appendix F.1.2. We
note that AMD is not directly applicable to CB-RL as it was designed for solving an MDP without
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Figure 1: Four-Rooms State Space and Performance. Left: S denotes the start state while G1 and
G2 denote goal states that are considered separate tasks. +1 denotes the target cell to which the
upper-level aims to steer the lower-level MDP. Right: HPGD escapes local optima achieving higher
performance than comparison algorithms.

context. We apply it with modifications described in Appendix F.1.1. To our knowledge, such a
zeroth-order gradient method is also the first of its kind for CB-RL. The main distinction between
the algorithms is the zeroth-order algorithm requires two oracle queries for each gradient calculation
while HPGD and AMD require only one. However, the zeroth-order method only needs to observe
the function value of the upper level while the latter two require first-order information about the
lower-level contextual MDP. In particular, AMD assumes complete access to the MDP to calculate
the exact hypergradient while HPGD relies only on trajectory samples. Technical details about the
implementation 3 are deferred to Appendix (F.2).

5.1 Four-Rooms Environment

Figure (1a) depicts the lower-level CMDP for the Four-Rooms environment. S denotes the initial
position while G1 and G2 are goal states. We consider the two goal states as separate tasks and
define ξ in Equation (4) to be the uniform distribution over the set of tasks, i.e., ξ ∼ Uniform({1, 2}).
We denote the goal state in each task by Gξ. The state space S is defined by the cells of the grid
world while the actions are the movements in the four directions. In each step t, with probability
2/3, the agent moves to st+1 following the chosen direction at while it takes a random movement
with probability 1/3. The reward is always zero except when st = Gξ where r(st, at) = 1, and the
episode resets. To incentivize taking the shortest path, we set the discount factor as γ = 0.99.

For the upper level, we let x parameterize an additive penalty function r̃x : S ×A → [−0.2, 0.0] 4,
such that the follower receives a reward of r + r̃x, as in the Principal-Agent problem [8]. The goal of
the leader is to steer the followers through the cell marked with +1 in Figure 1a, denoted by s+1,
while keeping the penalties allocated to states to their minimum. We define r in Equation (7) as

rx,ξ(st, at) = 1{st=s+1} − β1{st=Gξ}
∑

s,a
r̃x(s, a),

where 1 is the indicator function and the second term defines the cost associated with implementing
the penalties for the lower level. Note that there is a trade-off between the terms in r depending
on the context variable ξ. If ξ = 2, the desired change in the follower’s policy can be achieved with
small interventions since the shortest path from S to G2 is already going through the bottom-left
room. When ξ = 1, the leader must completely block the shortest path from S to G1 to divert the
follower through the desired state. An efficient algorithm for this CB-RL problem therefore must
avoid the local optimum of setting r̃ = 0 and find the balance between the follower visiting state
s+1 and implementing too large penalties in the CMDP.

Figure (1b) depicts the upper-level’s objective function over the learning iterations t with hyperpa-
rameters λ = 0.001 and β = 1.0. HPGD outperforms both AMD and the Zero-Order algorithms

3We implemented our experiments end-to-end in JAX [10] for its runtime benefits and ease of experimentation.
The code is available at https://github.com/lasgroup/HPGD.

4The parametrization of this function is described in Appendix F.2.1.
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Figure 2: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively. HPGD efficiently steers the lower-level
MDP when the task is to reach G1 while others are only successful in the case of G2.

Table 3: Performance over hyperparameters β and λ for the Four Rooms Problem averaged over
10 random seeds with standard errors. Algorithms perform on-par for most hyperparameters while
HPGD outperforms others in few. AMD enjoys low variance due to the non-stochastic gradient
updates while Zero-Order suffers from the most variation.

Parameters Algorithms
λ β HPGD AMD Zero-Order

0.001 1 0.91± 0.088 0.58± 0.000 0.59± 0.059
0.001 3 0.51± 0.006 0.51± 0.000 0.50± 0.005
0.001 5 0.46± 0.006 0.46± 0.003 0.46± 0.007
0.003 1 0.95± 0.002 1.00± 0.000 0.91± 0.048
0.003 3 0.73± 0.001 0.39± 0.000 0.40± 0.028
0.003 5 0.29± 0.003 0.32± 0.000 0.32± 0.002
0.005 1 1.17± 0.011 1.28± 0.003 1.15± 0.026
0.005 3 1.01± 0.002 1.13± 0.004 1.02± 0.027
0.005 5 0.87± 0.003 0.97± 0.009 0.79± 0.027

in this instance in terms of overall performance. The major difference in their performances is that
HPGD successfully escapes the local optimum of r̃ = 0 after about 5000 steps and assigns all the
additive penalty budget to states in the gridworld. On the contrary, AMD and Zero-Order converge to
the local optimum of minimizing the implementation penalty term in r. They only utilize 38% and
26% of the available budget of −0.2 to divert the follower when ξ = 2 but neglect the goal state G1.

Figure 2 shows the value of additive penalties r̃ in the state space with the highest probability paths
for the goal states. HPGD successfully blocks the follower when ξ = 1 and diverts its shortest path
from S to G1 along the other rooms, while AMD and Zero-Order fail to assign sufficient penalty
to the upper corridor to cause the same effect. All algorithms are successful in ensuring that the
shortest path through the bottom-left room is going through the marked state.

The parameters λ and β were chosen for demonstration purposes to highlight the capability of HPGD
to escape local minima, as has been observed for SGD [72]. However, we emphasize that in the
majority of the cases, the three algorithms perform equally as shown in Table 3. We provide the
figures for the remaining hyperparameters in Appendix F.2.3. The slightly higher performance of
AMD and low standard error among initializations is expected since this algorithm calculates the
gradient of f deterministically while HPGD and Zero-Order rely on stochastic estimates yielding
more variations, especially for the Zero-Order approach.

5.2 Tax Design for Macroeconomic Models

We test HPGD on a bilevel macroeconomic model evaluating taxation schemes based on [34, 15].
The economic model consists of a finite set of consumption goods i ∈ {1, . . . ,M} each with
price pi. We choose M = 3 with unit prices. On the lower-level, at each time step t, st denotes
the accumulated assets of a household which in turn chooses the number of hours worked nt
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and consumption ci,t. The environment updates the accumulated assets of the household as st+1 =

st+(1−x)wnt−
∑M

i=1 ci,t+ϵ where ϵ is sampled from a normal distribution with mean 0 and standard
deviation ς . We clip the accumulated assets to the range [−100, 100] for numerical stability. The
utility of a household is given by ut = σ(st)−θn2

t +
∏M

i=1(ci,t/(p(1+yi)))
αi where the product-of-

consumption term corresponds to the Cobb-Douglas function [57] and σ(·) is the value of accumulated
assets. We define Pξ as the distribution of households representing different socio-economic groups
in the economy. In particular, we define two equal-sized groups with α = (0.6, 0.3, 0.1) and
(0.1, 0.7, 0.2) that model their different preferences over the goods in the economy and optimize their
consumption behavior using regularized deep Q-learning [26] with λ = 0.2. On the upper-level, a
tax designer is optimizing the discounted sum of social welfare by setting the income tax x ∈ [0, 3]
and value-added tax yi ∈ [0, 3] for i ∈ {1, . . . ,M}. In each time step t, the social welfare is defined
as vt = ω(st) +

∑M
i=1 ci,t/(1 + yi) + ϕ log(

∑M
i=1 ci,tyi/(1 + yi) +wxnt) where ω(·) is the utility

of accumulated assets and ϕ is a positive hyperparameter.

Figure 3a demonstrates that HPGD can successfully optimize the hyperparameters even in continuous
complex problems. Benefiting from first-order information, HPGD converges faster than the Zero-
Order algorithm and increases the social-welfare by about 25%. Additionally, HPGD shows better
qualitative results for the optimised tax rates in Figure 3b. HPGD swiftly increases the income
tax to improve its objective by increasing tax revenues while sets value-added tax rates according
to the preferences of the household groups. Households on average prefer the second good the
most, therefore, y2 is set low to increase consumption and therefore maximize the second term in
vt while the third good is the least preferred for which the tax rate is increased5 since consumption
is already low. While Zero-Order shows equivalent performance on Figure 3a to HPGD it fails to
distinguish goods when setting value-added tax rates. We defer further details on the implementation,
hyperparameter choices, and additional results to Appendix F.3.1.

6 Conclusion

We introduce CB-RL, a class of stochastic bilevel optimization problems with lower-level
contextual MDPs that capture a wide range of important applications, where a leader aims to
design environments and incentive structures that align the followers’ policies with the leader’s
upper-level objective. We propose HPGD, an oracle-based algorithmic framework, and analyze
its convergence. Importantly, HPGD works with any existing algorithm that solves the lower-level
CMDP to near-optimality, making it suitable in various regimes when the leader can only observe
trajectories of followers. Moreover, HPGD is the first provably convergent algorithm in this area,
which uses stochastic estimates of the hypergradient. We further propose RT-Q, a more efficient
algorithm and study its bias, variance, and cost when the leader can fully control the followers’
training. Numerical results further validate the expressiveness of the proposed model and the
performance of our algorithm. Future directions include 1) applying HPGD in various real-world
applications, 2) studying the setting when the lower-level problem is a game, and 3) studying
single-loop algorithms for bilevel reinforcement learning with when the lower-level is just an MDP.

5y2 = 1.9 after 1000 iterations. The figure is cropped for better readability.
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A Related Work

Stochastic bilevel optimization has been extensively explored in the literature [21, 5]. In recent
years, there is a pivotal shift to non-asymptotic analysis of stochastic gradient methods [28, 16, 43,
45, 44, 48]. [37] propose contextual stochastic bilevel optimization where the lower level solves a
static contextual optimization. Our work generalizes to the lower level solving a contextual MDP.
This poses unique challenges in terms of hypergradient estimation and sample generation. Comparing
to bilevel optimization, leveraging the special structure of CB-RL, we avoid Hessian and Jacobian
estimation of the lower-level MDP when computing the hyper policy gradient, which is crucial for
scalability.

Configurable MDP [50] is an extension of a traditional MDP allowing external parameters or settings
to be adjusted by the decision-maker, often referred to as the configurator. Only recently some works
studied the case where the configurator has a different objective than the agent [55]. However, that
work assumes access to a finite number of parameters that the configurator can control, while our
model goes beyond this assumption. In addition, our model captures the variability and uncertainty
that the agent could face in the same configuration environment.

Stackelberg games are a game theoretic framework, where a leader takes actions to which one
or multiple followers choose the best response [61]. Several existing lines of work have studied
solving variants of Stackelberg games. Examples include Stackelberg equilibrium solvers [24, 27],
opponent shaping [25, 74], mathematical programs with equilibrium constraints [47, 65, 66], inducing
cooperation [6, 4], steering economic simulations [19, 82]. These works are either too general with
limited implications for our problem or consider entirely distinct settings.

Multi-agent RL (MARL) studies multiple agents interacting in a joint environment, i.e., their actions
together determine the next state [81, 59]. In CB-RL the lower level CMDPs can be seen as a special
instance of MARL where the interactions of the followers are restricted to jointly influencing the
decision of the leader.

Bilevel RL studies how to design additional rewards or change the underlying MDP to achieve desir-
able learning outcomes. Many applications are formulated as bilevel RL, such as environment design
for generalization [22, 23, 73], reward shaping [31, 39, 40, 70], safe reinforcement learning [63],
optmizing conditional value at risk[71], and model design [15, 78, 11]. Previous work on bilevel RL
considers a special case of our setting when there is only one lower-level MDP [15, 13, 58, 75]. In
particular, [15] focus on the case when the leader has control on the follower’s training procedure.
[58] further extend from one single lower-level MDP to a lower-level min-max game. [13] and the
concurrent work of [75] focus on the case when the leader can only influence the reward of the MDP.

The introduction of the context makes CB-RL harder to solve as there can be many followers, each
with its own preferences, and their best response policies change even for the same leader decision x
when facing different contextual uncertainties. Multiple followers and additional side information are
very common, which highlights the practical relevance of our work. In addition, the algorithms in the
aforementioned works focus on deterministic updates on the upper and lower level decisions, i.e.,
assuming access to the full hypergradient and performing exact policy gradient/value iteration, which
is both computationally hard and not feasible for large-scale practical applications. To the best of
our knowledge, we are the first to provide a convergence analysis for the stochastic case, when the
hypergradient is estimated from samples and the lower level uses a stochastic update rule.

B Applications: RLHF, Tax Design, Reward Shaping, Contract Design, and
Dynamic Mechanism Design

We list several applications of CB-RL below. For a clearer exposition, we omit the entropy regular-
ization term at the lower level. However, we stress that some of the referenced works explicit use
entropy regularization [18, 15] or make overlapping assumptions such as unique optimal policies
[13]. Additionally, for problems without explicit entropy regularization we refer to [15, 49, 20, 26]
who have shown that entropy-regularized RL approximates the unregularized problem as λ→ 0 both
in the upper and lower level.

Reinforcement Learning from human feedback (RLHF) considers the setting where an agent tries
to learn a task from human feedback. The difficulty stems from the fact that the human feedback is
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given as preferences over two possible trajectories and not directly as a reward [17]. The feedback is
of the form {τ0, τ1, l} where τ0, τ1 are two trajectories and l ∈ 0, 1 indicates whether τ0 is preferred
over τ1 or vice versa. It has been shown that this problem can be framed as CB-RL, where the upper-
level tries to learn rewards that minimize the cross-entropy loss, between the actual and predicted
labels, using the Bradley-Terry Model and the lower level finds the optimal policy with respect to that
reward function [13, 58],

max
x

Eτ0,τ1∼D(π∗
x),l

[(1− l) logP (τ0 ≻ τ1|rx) + l logP (τ1 ≻ τ0|rx)]

s.t. π∗
x(·) = argmax

π
E

[
H∑
t=0

γtrx(st, at)

]
.

Here H is the time horizon. D is the sampling distribution of trajectories using π∗
x,ξ and

P (τ0 ≻ τ1|rx) =
exp

∑H
t=0 γ

trx(s
0
t , a

0
t )

exp
∑H

t=0 γ
trx(s0t , a

0
t ) + exp

∑H
t=0 γ

trx(s1t , a
1
t )
.

Note in the case of standard RLHF the context becomes trivial.

Tax Design for Macroeconomic Modeling considers a public entity setting tax rates and represen-
tative households responding optimally by balancing their short-term utility of consumption and
long-term wealth accumulation [34, 15, 82]. A potential formulation of this problem as CB-RL is

max
x,y

Eξ

[
ϕ(x, y, π∗

x,y,ξ, ξ)
]

s.t. π∗
x,y,ξ(·) = argmax

π
E

[ ∞∑
t=0

γt
(
rWξ (st) + rCy,ξ(π(st))

)]
,

where x and y denote the income and value-added tax rates, respectively, and ϕ defines the social
welfare objective of the leader. The state st defines the wealth of a household while their actions
decide their working hours and consumption in each time step. The reward function rWξ and rCy,ξ
define the households’ utility functions for wealth and consumption, respectively. The value-added
tax rate y affects the consumption utility function rCy,ξ while the income tax x changes the transition
kernel modeling wealth accumulation, i.e., st+1 ∼ Px,ξ(·; st, at). ξ represents the preferences of the
households over several consumption goods and their productivity in this problem formulation.

Population Principal-Agent Reward Shaping considers a principal aiming to craft a non-negative
bonus reward function rBx , parameterized by x, to motivate an agent [8, 77, 79]. Commonly, a
principal faces multiple agents that form a distribution. Each agent has its own individual reward
function rξ. This scenario, termed population principal-agent reward shaping is captured by our
CB-RL framework.

max
x

Eπ∗
x,ξ

ξ

[ ∞∑
t=0

γtr(st, π
∗
x,ξ(st))

]
s.t. π∗

x,ξ(·) = argmax
π

Eπ

[ ∞∑
t=0

γt
(
rξ(st, π(st)) + rBx (st, π(st))

)]
.

Here Eξ denotes the expectation over the distribution of agents and the trajectories. The policy π∗
x,ξ(·)

is the optimal response of the ξ-th agent to the composite reward function rξ + rBx . The principal’s
reward is r(st, at) when the agent visits the state action pair (st, at).

Dynamic Contract Design studied by [41, 69] is similar to the above reward shaping. Generalizing
it to a contextual setting, the problem consists of an agent of type ξ that incurs a cost cξ(s, a) for
taking action a in state s. The principal in turn gets a reward r(s, s′) for transitioning from state s to
s′, but cannot observe the agent’s action. It can however offer contracts x(s, s′) that get paid if the
MDP transitions from state s to s′. These contracts are positive payments by the principal and are
thus added to the lower-level objective and substracted from the upper-level objective.

max
x

Eξ,π∗
x,ξ

[ ∞∑
t=0

γt (r(st, st+1)− x(st, st+1))

]

s.t. π∗
x,ξ(·) = argmax

π
Eπ

[ ∞∑
t=0

γt
(
x(st, st+1)− cξ(st, at)

)]
.
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Dynamic Mechanism Design considers the problem of a mechanism designer controlling an MDP
for a group of n bidders, who get a reward based on the observed trajectories [18]. The con-
text ξ parameterizes the bidders’ reward functions ri,ξ, which they report to the mechanism de-
signer. The latter wants to learn a policy for the MDP and charge payments to the bidders, to
ensure eliciting truthful reward reports and also maximizize an objective L, e.g. the total sum
of payments. In this setting, [18] propose to search for such a mechanism within the class of
affine maximizers, as they guarantee truthful reports by all bidders. In these mechanisms, a set of
agent-dependent weights xw,i and state-action dependent boosts xb is chosen by the mechanism
designer, then a policy π is learned to maximize the corresponding affinely transformed social welfare
Est,at∼π

[∑T
t=0 (

∑n
i=1 xw,iri,ξ(st, at)) + xb(st, at)

]
and bidders are charged for the learned policy

depending on their reported reward functions. Searching for the optimal mechanism parameters
xw,i and xb to maximize L in expectation over ξ, subject to the constraint that the mechanism’s
policy maximizes affine social welfare can be formulated as CB-RL. In this case xw,i and xb are the
decision variable, the context parameterizes the bidders’ preferences and the affinely transformed
social welfare at each time step is the reward function of the lower-level MDP, as shown below:

min
xw,xb

Eξ[L
(
π∗
ξ,xw,xb

, xw, xb

)
]

s.t. π∗
ξ,xw,xb

= argmax
π

Est,at∼π

[
T∑

t=0

(
n∑

i=1

xw,iri,ξ(st, at)

)
+ xb(st, at)

]
.

Note, that all previous works in these application areas have either focused on the setting with a
single representative follower [8, 15, 41, 69] or presented a problem-specific algorithm that cannot
capture our CB-RL framework in its full generality [8, 18].

The CB-RL framework is also related to Meta reinforcement learning (Meta RL), that aims to
leverage the similarity of several RL tasks to learn common knowledge and use it on new unseen
tasks [7]. One way to formulate Meta RL problems is to find a common regularization policy π̃ for
multiple tasks.

max
π̃

Eξ

[ ∞∑
t=0

γtrξ(st, π
∗
π̃,ξ(st))

]
s.t. π∗

π̃,ξ(·) = argmax
π

[ ∞∑
t=0

γtrξ(st, π(st))−
λ

2
KL(π(st)||π̃(st))

]
,

where ξ represents the distribution of multiple RL tasks and rξ is the reward for the task indexed by
ξ. Although the upper-level regularizer is different from entropy-regularization it still results in a

unique softmax policy of the form π∗
sξ
(s, a) ∝ exp

(
Qsξ,π(s,a)

λ + log(π̃(s, a))
)

[64]. Moreover, in
Meta RL the leader does not change the transitions or rewards, but the target policy π̃, that goes into
the KL regularization term of the followers.
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C Frequently-Used Notation

Table 4: Table of notation used in the paper.
Notation Description
x Upper-level decision variable/leader’s decision
ξ Contextual variable
Mx,ξ MDP parameterized by x and ξ
S State Space
A Action Space
rx,ξ Reward function
Px,ξ Transition kernel
µx,ξ Initial state distribution
γ Discount factor
τ Trajectories of MDP
πx,ξ Follower policy forMx,ξ

Jλ,x,ξ(π) Entropy-regularized lower-level objective function
s0 Initial state
H(π; s) Entropy of policy π at state s
V π
λ,x,ξ(s) Value function

Qπ
λ,x,ξ(s, a) Q-function

Aπ
λ,x,ξ(s, a) Advantage function

π∗
x,ξ Optimal policy maximizing Jλ,x,ξ(π) (dependence on λ is droped)

πo
x,ξ Oracle policy with distance δ from π∗

x,ξ

πtk
x,ξ Follower policy after performing tk learning steps

f(x, πx,ξ, ξ) Upper-level loss for specific context ξ
F (x) Upper-level loss function
λ Regularization parameter
Lf Lipschitz continuity parameter of f
Sf Smoothness parameter of f
R Upper bound on absolute value of reward function
K1,K2 ∥∂x logPx,ξ(s

′; s, a)∥∞ < K1, ∥∂xrx,ξ(s, a)∥∞ < K2.

δ Oracle inaccuracy, such that ∀x, ∀ξ : Eo

[∥∥∥π∗
x,ξ − πo

x,ξ

∥∥∥2
∞

]
≤ δ2

RT-Q Randomnly-Truncated Soft Q-learning
CB-RL Contextual Bilevel Reinforcement Learning
HPGD Hyper Policy Gradient Descent
K Used to define bias,variance and complexity of RT-Qneu
ν Sampling distribution to estimate hypergradient
m m := mins ν(s)
a test

∂̂xAπtk (s, a) Estimate of Advantage derivative, obtained from Algorithm 2

∂̂xQπtk (s, a) Estimate of Q derivative, obtained from Algorithm 2.

∂̃xQπtk Smoothed Q derivative setimate, ∂̃xQπtk := 1
2k

∑2k

l=1 ∂̂xQ
πtk (τl)

r Upper-Level reward function for special loss function (cf. Section 3.3)
V ,Q Unregularized upper-level value and Q functions for r
Geo(1− γ) Geometric distribution with parameter 1− γ
T ∗
λ Soft Bellman optimality operator

D Algorithms

We give the pseudocode to certain algorithms/routines/procedures mentioned in the main text.
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Algorithm 2 GradientEstimator(ξ, x, s, a, o)

Input: ξ, x state s, action a, trajectory oracle o
TQ, TV ∼ Geo(1− γ), T ′

Q, T
′
V ∼ Geo(1− γ0.5)

τQ ← SampleTrajectory(o, start = (s, a), length = TQ + T ′
Q + 1)

τV ← SampleTrajectory(o, start = s, length = TV + T ′
V + 1)

d̂
dxQ(s, a)←∑TQ

t=0
d
dxr(s

τQ
t , a

τQ
t )+

γ
1−γ

d
dx logP (s

τQ
TQ+1; s

τQ
TQ

, a
τQ
TQ

)
∑TQ+T ′

Q+1

t=TQ+1 γ(t−TQ−1)/2
(
r(s

τQ
t , a

τQ
t ) + λH(π(·; st))

)
∂̂xV (s)←∑TV

t=0 ∂xr(s
τV
t , aτVt )+

γ
1−γ ∂x logP (sτVTV +1; s

τV
TV

, aτVTV
)
∑TV +T ′

V +1
t=TV +1 γ(t−TV −1)/2 (r(sτVt , aτVt ) + λH(π(·; st)))

Output: ̂∂xA(s, a)← ∂̂xQ(s, a)− ∂̂xV (s)

Algorithm 3 Soft Value Iteration

1: Input: Number of iterations T
2: Result: Approximation Vλ ≈ V ∗

λ , policy πλ ≈ π∗
λ

3: Initialize Vλ = 0
4: for t = 0 to T do
5: for s ∈ S do
6: for a ∈ A do
7: Qλ(s, a) = r(s, a) + γEs′|s,a [Vλ(s

′)]
8: end for
9: Vnew,λ(s) = λ log

(∑
a∈A exp

(
Qλ(s,a)

λ

))
10: end for
11: set Vλ := Vnew,λ

12: end for
13: πo

λ ← exp(Qλ(s,a)/λ)∑
a exp(Qλ(s,a)/λ)

14: return Vλ and πo
λ

Algorithm 4 SoftQlearning(T, πB , {αt}t≥0)

1: Input: Number of iterations T , Behavioural Policy πB , Stepsizes {αt}t≥0

2: Result: Approximation Qλ ≈ Q∗
λ, policy πλ ≈ π∗

λ
3: Initialize Qλ = 0
4: Initialise s0
5: for t = 0 to T do
6: Sample a ∼ πB(·; st)
7: Observe next reward r(st, a) and state st+1 ∼ P (·|st, a)
8: Qλ(st, a) = Qλ(st, a) + αt

(
r(st, a) + γλ log

(∑
a′∈A exp

(
Qλ(st+1,a

′)
λ

)))
9: end for

10: πo
λ(a; s)← exp(Qλ(a|s)/λ)∑

a′ exp(Qλ(s,a′)/λ)

11: return Qλ and πo
λ
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Algorithm 5 DecomposableGradientEstimator

Input: ξ, x, initial distribution µx,ξ, oracle o
T,∼ Geo(1− γ), T ′ ∼ Geo(1− γ0.5)
(s0, a0, . . . , sT+T ′ , aT+T ′)← SampleTrajectory(o, start = µx,ξ, length = T + T ′)
̂
A

πo
x,ξ

λ,x,ξ(sT , aT )← GradientEstimator(ξ, x, sT , aT , o)

d̂F
dx =

(∑T
t=0

d
dxr(st, at)

)
+ 1

λ(1−γ)∂x
̂
A

πo
x,ξ

λ,x,ξ(sT , aT )
∑T+T ′

t′=T γ(t−T )/2r(st′ , at′)

+ 1
1−γ ∂x logP (sT , aT−1, sT−1)

∑T+T ′

t′=T γ(t′−T )/2r(st′ , at′)

Output: d̂F
dx

Algorithm 6 Vanilla Policy Gradient Algorithm

Data: Initial parameter θ0, initial state s
Result: Approximate policy πθL
for l = 0 to L do

Sample T ∼ Geo(1− γ)
Sample trajectory (s0, a0, s1, . . . , aT−1, sT , rT , aT ) using policy πθl
Sample T ′ ∼ Geo(1− γ2)
Set s̃0 = sT ′ and ã0 = aT
Sample trajectory (s̃0, ã0, s̃1, . . . , ãT ′−1, s̃T ′ , r̃T ′ , ãT ′) using policy πθl
Determine step-size α.
∇̂Js(θl) =

1
1−γ∇ log πθl(aT |sT )

∑T ′−1
t′=0 γt′/2r̃t′+1

θl+1 = θl − α∇̂Js(θl)
end for

E Proofs

E.1 Overview

In this section, we provide proofs for the presented theorems and propositions. We provide the proof
of Theorem 1, deriving the hypergradient of function F (x); the proof of Theorem 2, deriving the
derivative of the action-value function with respect to x; the proof of our main result, Theorem 3,
which shows convergence of HPGD to a stationary point of F (x).

For the propositions, we show how to estimate the upper-level gradient if f is decomposable in the
proof of Proposition 1; In Proposition 2 we show how to compute the gradient of the optimal policy
with respect to x; the proof of Proposition 3, which shows we can achieve unbiased estimates of the
advantage hypergradient; and the proof of Proposition 4, which shows the same for the special case
when f decomposes.

We state and proof Propositions 5 to 8 which show convergence in L2 to the optimal policy of soft
value iteration, soft Q-learning, Vanilla Policy Gradient and Natural Policy Gradient respectively.

Lastly, we prove Theorem 4, regarding the reduced iteration complexity of RT-Q claimed in Section 4.

E.2 Proof of Theorem 1

Proof. The proof relies on on three main ideas.

1. Show that Dominated Convergence applies, i.e. all derivatives are uniformly bounded by
an integrable function. Thus we can exchange derivative and expectation and compute the
derivative of f instead of F .

2. Use Proposition 2 to get an expression for the derivative of the optimal policy with respect
to x.
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3. Use importance sampling with some distribution ν to get an expression of the hypergradient
that we can cheaply sample, instead of having to multiply two matrices with size |S| × |A|.

By Proposition 2, it follows that∥∥∥∥∂π∗
x,ξ

∂x

∥∥∥∥
∞
≤ 2

λ

∥∥∥∂xQπ∗
x,ξ

λ,x,ξ(s, a)
∥∥∥
∞

≤ 2

λ

K2

1− γ

K1RK1

(1− γ)2
.

As the partial derivatives of f are bounded by Lf (cf. Assumption 3.1), we can apply the Dominated
Convergence Theorem to get

∂xE
[
f(x, π∗

x,ξ, ξ)
]
= E

[
∂xf(x, π

∗
x,ξ, ξ)

]
= E

[
∂1f(x, π

∗
x,ξ, ξ)

∂x
+

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ

∂π∗
x,ξ

∂x

]

= E

[
∂1f(x, π

∗
x,ξ, ξ)

∂x
+
∑
s,a

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂π∗
x,ξ(a; s)

∂x

]

= E

[
∂1f(x, π

∗
x,ξ, ξ)

∂x
+
∑
s,a

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

1

λ
π∗
x,ξ(a; s)∂xA

π∗
x,ξ

λ,x,ξ(s, a)

]
(9)

= E

[
∂1f(x, π

∗
x,ξ, ξ)

∂x
+ Es∼ν,a∼π∗

x,ξ

[
1

λν(s)

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂xA
π∗
x,ξ

λ,x,ξ(s, a)

]]
,

where we use Proposition 2 for eq. (9) and importance sampling with any distribution ν in the last
equality, as long as ν has full support on S. Further, we note that

∂2f(x,π
∗
x,ξ,ξ)

∂π∗
x,ξ

∈ Mat1,|S|×|A|(R)

and
∂π∗

x,ξ

∂x ∈ Mat|S|×|A|,d(R). Hence, we just explicitely write out the matrix multiplication for the
second equality. The second equality follows from the multivariate chain rule and the first equality
from the Dominated Convergence Theorem.

E.3 Proof of Theorem 2

Proof. Theorem 2 is important as ∂xAπ
λ,x,ξ(s, a) and thus ∂xQπ

λ,x,ξ(s, a) allow us to compute
dπ∗

x,ξ

dx
(cf. Proposition 2). We will prove the theorem using an induction proof, which follows the analysis
of the policy gradient theorem. However, instead of at each timestep π(at; st) depending on a policy
parameter θ, it will be the transition Px,ξ(st+1; st, at) and reward rx,ξ(st, at) depending on x. Also
note that we only consider the partial derivative with respect to x, evaluated at some policy π, which
in the case of π∗

x,ξ

In the following, we will show by induction that

dQπ
λ,x,ξ(s, a)

dx
=

∞∑
t=0

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, π)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V π
λ,x,ξ(s

′′)

)
,

where px,ξ(s, a→ s′, a′; t, π) is the probability that the Markov Chain induced by π, starting from
s, a reaches s′, a′ after t steps. Note, the formulation is equivalent to the one stated in Theorem 2.

The proof follows the analysis of the standard policy gradient theorem. We drop here the dependence
on x and ξ to simplify the notation. Assuming that Qπ

λ(s, a) is differentiable for all s, a, we show by
induction that for all n ∈ N it holds that

dQπ
λ(s, a)

dx
=

n∑
t=0

∑
s′,a′

γtp(s, a→ s′, a′; t, π)

(
dr(s′, a′)

dx
+ γ

∑
s′′

dP (s′′; s′, a′)

dx
V π
λ (s′′)

)

+ γn+1
∑
s̃,ã

p(s, a→ s̃, ã;n+ 1, π)
dQπ

λ(s̃, ã)

dx
.

(10)
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The claim then follows as n→∞.

Base case (n = 0) It is easy to check that

dQπ
λ(s, a)

dx
=

d

dx

(
r(s, a) + γ

∑
s′

P (s′; s, a)Vλ(s
′)

)

=
d

dx
r(s, a) + γ

∑
s′

(
d

dx
P (s′; s, a)V π

λ (s′) + P (s′; s, a)
d

dx
V π
λ (s′)

)

=
d

dx
r(s, a) + γ

∑
s′

(
d

dx
P (s′; s, a)V π

λ (s′) + P (s′; s, a)
∑
a′

π(a′; s′)
d

dx
Qπ

λ(s
′, a′)

)

=

0∑
t=0

∑
s′,a′

γtp(s, a→ s′, a′; t, π)

(
dr(s′, a′)

dx
+ γ

∑
s′′

dP (s′′; s′, a′)

dx
V π
λ (s′′)

)

+ γ1
∑
s̃,ã

p(s, a→ s̃, ã; 1, π)
dQπ

λ(s̃, ã)

dx
.

We use the definition of Qπ
λ(s, a) in the first equality. The second follows by the product rule. The

third equality follows by the definition of the value function. The last equality comes from rearranging
terms.

Induction step (n =⇒ n+ 1) Assuming eq. (10) holds for n we show it holds for n+ 1:

dQπ
λ(s, a)

dx
=

n∑
t=0

∑
s′,a′

γtp(s, a→ s′, a′; t, π)

(
dr(s′, a′)

dx
+ γ

∑
s′′

dP (s′′; s′, a′)

dx
V π
λ (s′′)

)

+ γn+1
∑
s̃,ã

p(s, a→ s̃, ã;n+ 1, π)
dQπ

λ(s̃, ã)

dx

=

n∑
t=0

∑
s′,a′

γtp(s, a→ s′, a′; t, π)

(
dr(s′, a′)

dx
+ γ

∑
s′′

dP (s′′; s′, a′)

dx
V π
λ (s′′)

)

+ γn+1
∑
s̃,ã

p(s, a→ s̃, ã;n+ 1, π)
d

dx

(
r(s̃, ã) + γ

∑
s̃′

P (s̃′; s̃, ã)Vλ(s̃
′)

)

=

n∑
t=0

∑
s′,a′

γtp(s, a→ s′, a′; t, π)

(
dr(s′, a′)

dx
+ γ

∑
s′′

dP (s′′; s′, a′)

dx
V π
λ (s′′)

)

+ γn+1
∑
s̃,ã

p(s, a→ s̃, ã;n+ 1, π)

(
d

dx
r(s̃, ã) + γ

∑
s̃′

d

dx
P (s̃′; s̃, ã)Vλ(s̃

′)

+ P (s̃′; s̃, ã)
∑
ã′

π(ã′; s̃′)
d

dx
Qλ(s̃

′, ã′)

)

=

n+1∑
t=0

∑
s′,a′

γtp(s, a→ s′, a′; t, π)

(
dr(s′, a′)

dx
+ γ

∑
s′′

dP (s′′; s′, a′)

dx
V π
λ (s′′)

)

+ γn+2
∑
s̃,ã

p(s, a→ s̃, ã;n+ 2, π)
dQπ

λ(s̃, ã)

dx
.

The first equality is simply the base case. The second equality follows from the definition of the
Q-function. The third equality follows from the multivariate chain rule and the definition of the value
function and the last equality is again rearranging terms.
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E.4 Proof of Theorem 3

Proof. By the smoothness of f , we use the following bound from [37][Lemma 1] for α ≤ 1/(2Sf ):

E

[∥∥∥∥dF (x̂T )

dx

∥∥∥∥2
∞

]
≤ 2(F (x1)−minx F (x))

αT︸ ︷︷ ︸
(1)

+
2

T

T∑
t=1

(
Lf

∥∥∥∥∥E
[
dF (xt)

dx
− d̂F (xt)

dx

]∥∥∥∥∥
∞︸ ︷︷ ︸

(2)

(11)

+ SfαE

∥∥∥∥∥dF (xt)

dx
− d̂F (xt)

dx

∥∥∥∥∥
2

∞


︸ ︷︷ ︸

(3)

)
.

The error term naturally decomposes into an initial error divided by T (1), a bias term (2), and a
variance term (3), which decreases with the stepsize α.

For (1) we do not need to simplify any further.

To prove our claim, we need to show that (3) is O(1), and that (2) is O(δ). The latter is the main
challenge of this proof.

Let us begin by bounding the bias term (2). The goal is to show that it can be upper bounded by a
sum of terms, which are all linear in

∥∥∥πo
x,ξ − π∗

x,ξ

∥∥∥
∞

.

∥∥∥∥∥E
[
dF (xt)

dx
− d̂F (xt)

dx

]∥∥∥∥∥
∞

=

∥∥∥∥∥Ext

[
dF (xt)

dx
− Eξ,o

[
∂1f(xt, π

o
xt,ξ

, ξ)

∂x
+ Eν

a∼πo
xt,ξ

[
1

λν(s)

∂2f(xt, π
o
xt,ξ

, ξ))

∂π(s, a)
E

[
d̂

dx
A

πo
xt,ξ

λ,x,ξ(s, a)

]]]]∥∥∥∥∥
∞

≤
∥∥∥∥Ext,o,ξ

[
∂1f(xt, π

∗
xt,ξ

, ξ)

∂x
−

∂1f(xt, π
o
xt,ξ

, ξ)

∂x

]∥∥∥∥
∞︸ ︷︷ ︸

(A)

+

∥∥∥∥∥Eξ,ν
xt,o

[
1

λν(s)

∑
a

(
π∗
x,ξ(a; s)

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂xA
π∗
x,ξ

λ,x,ξ(s, a)− πo
x,ξ(a; s)

∂2f(x, π
o
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

)]∥∥∥∥∥
∞︸ ︷︷ ︸

(B)

,

where the first equality is by definition and the first inequality follows from the trinalge inequality and

we further use the fact that d̂
dxA

πo
xt,ξ

λ,x,ξ is an unbiased estimator of d
dxA

πo
xt,ξ

λ,x,ξ as shown in Proposition 3.

(A) is relatively easy to bound. Indeed by the smoothness of f ( Assumption 3.1), it immediately
follows that

(A) ≤ Ext,o,ξ

[
Sf

∥∥π∗
xt,ξ − πo

xt,ξ

∥∥
∞

]
≤ Sfδ.

To bound (B) we again use the triangle inequality to decompose:

(B) =

∥∥∥∥∥Eξ,ν
xt,o

[
1

λν(s)

∑
a

(
π∗
x,ξ(a; s)

∂2f(x, π
∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂xA
π∗
x,ξ

λ,x,ξ(s, a)− πo
x,ξ(a; s)

∂2f(x, π
o
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

)]∥∥∥∥∥
∞

≤Eξ,ν
xt,o

[
1

λν(s)

∑
a

∥∥π∗
x,ξ(a; s)− πo

x,ξ(a; s)
∥∥
∞

∥∥∥∥∥∂2f(x, π∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂xA
π∗
x,ξ

λ,x,ξ(s, a)

∥∥∥∥∥
∞

]
︸ ︷︷ ︸

(a)

+ Eξ,ν
xt,o

[
1

λν(s)

∑
a

∥∥πo
x,ξ(a; s)

∥∥
∞

∥∥∥∥∥∂2f(x, π∗
xt,ξ

, ξ)

∂π∗
xt,ξ

(a; s)
∂xA

π∗
xt,ξ

λ,x,ξ(s, a)−
∂2f(x, π

o
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥∥
∞

]
︸ ︷︷ ︸

(b)

.
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(a) is relatively easy to bound. We have

(a) ≤ Eξ,ν
xt

[
1

λν(s)
|A|δ

∥∥∥∥∥∂2f(x, π∗
x,ξ, ξ)

∂π∗
x,ξ(a; s)

∂xA
π∗
x,ξ

λ,x,ξ(s, a)

∥∥∥∥∥
∞

]

≤ Eξ,ν
xt

[
1

λν(s)
|A|δLf

∥∥∥∂xAπ∗
x,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]

≤ Eξ,ν
xt

[
2

λν(s)
|A|δLf

∥∥∥∂xQπ∗
x,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]
,

where we use the assumption on the oracle in the first inequality, that f is Lipschitz continuous in the
second inequality, and that

∥∥∥∂xV π∗
x,ξ

λ,x,ξ(s)
∥∥∥
∞
≤
∥∥∥∂xQπ∗

x,ξ

λ,x,ξ(s, a)
∥∥∥
∞

in the third inequality. Note that:

∥∥V π
λ,x,ξ(s)

∥∥
∞ ≤

(R+ λ log |A|)
1− γ

,

since the entropy of any policy is bound by log |A| (which follows from Jensen’s inequality). Using
the definition that

∂xQ
π∗
x,ξ

λ,x,ξ(s, a) = Eπ∗
x,ξ

s,a

[ ∞∑
t=0

γt drx,ξ(st, at)

dx
+ γt+1 d logPx,ξ(st+1; st, at)

dx
V π
λ,x,ξ(st+1)

]
,

it thus holds that ∥∥∥∂xQπ∗
x,ξ

λ,x,ξ(s, a)
∥∥∥
∞
≤
(

K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
. (12)

Letting m := mins ν(s), we thus have

(a) ≤ 2

λm
|A|δLf

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
.

For (b) we further simplify using the triangle inequallity:

(b) ≤ 1

λm
Eξ
xt,o

[∥∥∥∥∥∂2f(x, π∗
xt,ξ

, ξ)

∂π∗
xt,ξ

(a; s)
∂xA

π∗
xt,ξ

λ,x,ξ(s, a)−
∂2f(x, π

o
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥∥
∞

]

≤ 1

λm
Eξ
xt,o

[∥∥∥∥∥∂2f(x, π∗
xt,ξ

, ξ)

∂π∗
xt,ξ

(a; s)
−

∂2f(x, π
o
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)

∥∥∥∥∥
∞

∥∥∥∂xAπ∗
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]
︸ ︷︷ ︸

(i)

+
1

λm
Eξ
xt,o

[∥∥∥∥∥∂2f(x, πo
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)

∥∥∥∥∥
∞

∥∥∥∂xAπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xA
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]
︸ ︷︷ ︸

(ii)

.

Similar to (a), we can bound (i) using the smoothness of f (Assumption 3.1):

(i) ≤ 2
Sf

λm
δ

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
.

Bounding (ii) and in particular
∥∥∥∂xAπ∗

xt,ξ

λ,x,ξ(s, a)− ∂xA
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

is the tricky part of this proof.
We first need to show two intermediate results. First, we bound the difference in entropy between
two policies and the difference in the regularized value functions of two policies. Once we have
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that, we can tackle
∥∥∥∂xAπ∗

xt,ξ

λ,x,ξ(s, a)− ∂xA
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

. For the entropy, we denote by l1 :=

mins,a,x,ξ π
∗
x,ξ(a; s) the minimum probability of playing an action in any state under the optimal

policy. Recall that ∀x, ξ, s, a : |rx,ξ(s, a)| < R and that 0 ≤ H(π; s) ≤ log |A| (by Jensen’s
inequality). Thus we have

−R
1− γ

≤ Q∗
λ,x,ξ(s, a) ≤

R+ λ log |A|
1− γ

.

Because π∗
x,ξ(s; a) ∝ exp(Q∗

λ,x,ξ(s, a)/λ), it follows that

l1 ≥
exp( −R

λ(1−γ) )

|A| exp(R+λ log |A|
λ(1−γ) )

> 0.

We assume now that δ is sufficiently small, i.e. δ ≤ l1/2, such that l1/2 ≤ mins,a,x,ξ π
o
x,ξ(a; s). We

need to have such a lower bound on the policies, touse the fact that the log function is Lipschitz
continuous with parameter 1

a on an interval [a,∞) for any a > 0. Hence we have

∥∥H(π∗
x,ξ|s)−H(πo

x,ξ|s)
∥∥
∞ =

∥∥∥∥∥∑
a

π∗
x,ξ(a; s) log π

∗
x,ξ(a; s)−

∑
a

πo
x,ξ(a; s) log π

o
x,ξ(a; s)

∥∥∥∥∥
∞

≤
(∑

a

∥∥π∗
x,ξ − πo

x,ξ

∥∥
∞

∥∥log π∗
x,ξ

∥∥
∞

)
+
∥∥log π∗

x,ξ − log πo
x,ξ

∥∥
∞

≤ |A|| log l1|δ +
2

l1
δ.

We use this to bound the difference in the value functions of π∗
x,ξ and πo

x,ξ.∥∥∥V π∗
x,ξ

λ (s)− V
πo
x,ξ

λ (s)
∥∥∥
∞

≤
∥∥∥∥∥∑

a

(
π∗
x,ξ(a; s)Q

π∗
x,ξ

λ (s, a)− πo
x,ξ(a; s)Q

πo
x,ξ

λ (s, a)
)∥∥∥∥∥

∞

+ λ
∥∥H(π∗

x,ξ|s)−H(πo
x,ξ|s)

∥∥
∞

≤
∥∥∥∥∥∑

a

(
π∗
x,ξ(a; s)Q

π∗
x,ξ

λ (s, a)− πo
x,ξ(a; s)Q

πo
x,ξ

λ (s, a)
)∥∥∥∥∥

∞

+ λδ

(
|A|| log l1|+

2

l1

)

≤
∥∥∥∥∥∑

a

π∗
x,ξ(a; s)

∥∥∥∥∥
∞

∥∥∥Qπ∗
x,ξ

λ (s, a)−Q
πo
x,ξ

λ (s, a)
∥∥∥
∞

+
∑
a

∥∥π∗
x,ξ(a; s)− πo

x,ξ(a; s)
∥∥
∞

∥∥∥Qπo
x,ξ

λ (s, a)
∥∥∥
∞

+ λδ

(
|A|| log l1|+

2

l1

)
≤λδ

(
|A|| log l1|+

2

l1

)
+ δ|A| R

1− γ
+ γ

∥∥∥V π∗
x,ξ

λ (s)− V
πo
x,ξ

λ (s)
∥∥∥
∞

≤
λδ
(
|A|| log l1|+ 2

l1

)
1− γ

+
δ|A|R
(1− γ)2

.

(13)
The first inequality follows from the definition of the regularized value function and the triangle
inequality. The second inequality follows from our derived bound on the difference of entropies.
The third inequality is agian using the triangle inequality and the fourth inequality is bounding the
Q-function using that the rewards are upper bounded by R and that Qπ

λ,x,ξ(s, a) = rx,ξ(s, a) +

γEs′∼Px,ξ(·;s,a)

[
V π
λ,x,ξ(s

′)
]
. The last inequality then follows by iteratively plugging in the inequality

for the term
∥∥∥V π∗

x,ξ

λ (s)− V
πo
x,ξ

λ (s)
∥∥∥
∞

, which gives a geometric sum. We employ a similar technique
to bound (ii) using the above results:
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1

λm
Eξ
xt,o

[∥∥∥∥∥∂2f(x, πo
xt,ξ

, ξ)

∂πo
xt,ξ

(a; s)

∥∥∥∥∥
∞

∥∥∥∂xAπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xA
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]

≤ Lf

λm
Eξ
xt,o

[∥∥∥∂xAπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xA
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]
≤ Lf

λm
2Eξ

xt,o

[∥∥∥∂xQπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

+ |A|
(

K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)∥∥πo
x,ξ − π∗

x,ξ

∥∥
∞

]
.

Here the first inequality follows from the Lipschitz continuity of f . For second inequality we use the
definition of the advantage function, the triangle inequality and the following inequality:∥∥∥∂xV πo

xt,ξ

λ,x,ξ (s)− ∂xV
π∗
xt,ξ

λ,x,ξ (s)
∥∥∥
∞

=

∥∥∥∥∥∑
a

πo
xt,ξ(a; s)∂xQ

πo
xt,ξ

λ,x,ξ(s, a)−
∑
a

π∗
xt,ξ(a; s)∂xQ

π∗
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥∥
∞

=

∥∥∥∥∥∑
a

(
πo
xt,ξ(a; s)− π∗

xt,ξ(a; s)
)
∂xQ

πo
xt,ξ

λ,x,ξ(s, a)−
∑
a

π∗
xt,ξ(a; s)

(
∂xQ

π∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
)∥∥∥∥∥

∞

≤|A|K1(R+ λ log |A|)
(1− γ)2

∥∥πo
xt,ξ − π∗

xt,ξ

∥∥
∞ +

∥∥∥∂xQπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

,

(14)
where the last inequality follows from the trianlge inequality and Equation (12).

We bound the difference in Q-function derivatives as follows:∥∥∥∂xQπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

=

∣∣∣∣∣
∣∣∣∣∣

∞∑
t=0

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, π∗
xt,ξ)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V

π∗
xt,ξ

λ,x,ξ (s
′′)

)

−
∞∑
t=0

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, πo
xt,ξ)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V

πo
xt,ξ

λ,x,ξ (s
′′)

)∣∣∣∣∣
∣∣∣∣∣
∞

=

∣∣∣∣∣
∣∣∣∣∣drx,ξ(s, a)dx

+ γ
∑
s′

dPx,ξ(s
′; s, a)

dx
V

π∗
xt,ξ

λ,x,ξ (s
′)

+

∞∑
t=1

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, π∗
xt,ξ)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V

π∗
xt,ξ

λ,x,ξ (s
′′)

)

− drx,ξ(s, a)

dx
− γ

∑
s′

dPx,ξ(s
′; s, a)

dx
V

πo
xt,ξ

λ,x,ξ (s
′)

−
∞∑
t=1

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, πo
xt,ξ)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V

πo
xt,ξ

λ,x,ξ (s
′′)

)∣∣∣∣∣
∣∣∣∣∣
∞

≤γ
∑
s′

∥∥∥∥dPx,ξ(s
′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πo
xt,ξ

λ,x,ξ (s
′)− V

πo
xt,ξ

λ,x,ξ (s
′)
∥∥∥
∞

+ γ

∣∣∣∣∣
∣∣∣∣∣∑
s′,a′

P (s′; s, a)π∗
xt,ξ(a

′, s′)

∞∑
t=0

∑
s′,a′

γtpx,ξ(s
′, a′ → s′′, a′′; t, π∗

xt,ξ) . . .(
drx,ξ(s

′′, a′′)

dx
+ γ

∑
s′′′

dPx,ξ(s
′′′; s′′, a′′)

dx
V

π∗
xt,ξ

λ,x,ξ (s
′′)

)

−
∑
s′,a′

P (s′; s, a)πo
xt,ξ(a

′, s′)

∞∑
t=0

∑
s′,a′

γtpx,ξ(s
′, a′ → s′′, a′′; t, πo

xt,ξ) . . .
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(
drx,ξ(s

′′, a′′)

dx
+ γ

∑
s′′′

dPx,ξ(s
′′′; s′′, a′′)

dx
V

πo
xt,ξ

λ,x,ξ (s
′′)

)∣∣∣∣∣
∣∣∣∣∣
∞

≤γ
∑
s′

∥∥∥∥dPx,ξ(s
′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πo
xt,ξ

λ,x,ξ (s
′)− V

πo
xt,ξ

λ,x,ξ (s
′)
∥∥∥
∞

+ γ

∣∣∣∣∣
∣∣∣∣∣∑
s′,a′

P (s′; s, a)π∗
xt,ξ(a

′, s′)∂xQ
π∗
xt,ξ

λ,x,ξ(s, a)

−
∑
s′,a′

P (s′; s, a)πo
xt,ξ(a

′, s′)∂xQ
πo
xt,ξ

λ,x,ξ(s, a)

∣∣∣∣∣
∣∣∣∣∣
∞

≤γ
∑
s′

∥∥∥∥dPx,ξ(s
′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πo
xt,ξ

λ,x,ξ (s
′)− V

πo
xt,ξ

λ,x,ξ (s
′)
∥∥∥
∞

+ γ
∥∥∥∂xQπ∗

xt,ξ

λ,x,ξ(s
′, a′)

∥∥∥
∞

∥∥∥∥∥∥
∑
s′,a′

P (s′; s, a)

∥∥∥∥∥∥
∞

∥∥π∗
xt,ξ(a

′, s′)− πo
xt,ξ(a

′, s′)
∥∥
∞

+ γ
∑
s′,a′

P (s′; s, a)πo
xt,ξ(a

′, s′)
∥∥∥∂xQπ∗

xt,ξ

λ,x,ξ(s
′, a′)− ∂xQ

πo
xt,ξ

λ,x,ξ(s
′, a′)

∥∥∥
∞

,

where the dots indicate multiplication over the linebreak. The first equality follows from plugging
in the result from Theorem 2. The second equality follows by taking out all terms with t = 0. The
first inequality uses the triangle inequality. The second inequality plugs back in the definition from
Theorem 2. The last inequality follows from the triangle inequality again.

Taking the expectation, we thus get:

Eξ
xt,o

[∥∥∥∂xQπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥
∞

]
≤γ

|S|K1

λδ
(
|A|| log l1|+ 2

l1

)
1− γ

+
δ|A|R
(1− γ)2

+ δ

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
+ γEξ

xt,o

[∥∥∥∂xQπ∗
xt,ξ

λ,x,ξ(s
′, a′)− ∂xQ

πo
xt,ξ

λ,x,ξ(s
′, a′)

∥∥∥
∞

]
≤ γ

1− γ

|S|K1

λδ
(
|A|| log l1|+ 2

l1

)
1− γ

+
δ|A|R
(1− γ)2

+ δ

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
=

δγ

1− γ

|S|K1

λ
(
|A|| log l1|+ 2

l1

)
1− γ

+
|A|R

(1− γ)2

+

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

) ,

where we use the intermediate result from before to bound the difference between the value functions,
the upper bound on the Q-function derivative shown in Equation (12) and the assumption on the
oracle to get the first inequality. The second inequality follows from the the resulting geometric sum
and the last equality is just rearranging terms to show the linearity in δ.

Using this result, we can now bound (ii):

(ii) ≤ 2Lfδγ

λm(1− γ)

(
|S|K1

λ
(
|A|| log l1|+ 2

l1

)
1− γ

+
|A|R

(1− γ)2

+

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)

+ |A|
(
K2

γ
+

K1(R+ λ log |A|)
(1− γ)γ

))
.

With that we are done decomposing (2). Combining everything, we have the following bound:

(2) =

∥∥∥∥∥E
[
dF (xt)

dx
− d̂F (xt)

dx

]∥∥∥∥∥
∞

31

127399 https://doi.org/10.52202/079017-4046



≤(A) + (B)
≤(A) + (a) + (b)
≤(A) + (a) + (i) + (ii)

≤Sfδ +
2

λm
|A|δLf

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
+

2Sf

λm
δ

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)

+
2Lfδγ

λm(1− γ)

(
|S|K1

λ
(
|A|| log l1|+ 2

l1

)
1− γ

+
|A|R

(1− γ)2

+

(
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)

+ |A|
(
K2

γ
+

K1(R+ λ log |A|)
(1− γ)γ

))
=O(δ).

With that we have tackled terms (1) and (2) in Equation (11). It remains to bound the variance, i.e.
term (3). If we can show that (3) = O(1) then the last term in Equation (11) is O(α) as claimed
and we are done. Indeed, bounding (3) is relatively easy, as all important terms are bounded by
Assumption 3.1. We have:

E

∥∥∥∥∥dF (xt)

dx
− d̂F (xt)

dx

∥∥∥∥∥
2

∞

 ≤2∥∥∥∥∥dF (xt)

dx
− E

[
d̂F (xt)

dx

]∥∥∥∥∥
2

∞

+ 2E

∥∥∥∥∥ d̂F (xt)

dx
− E

[
d̂F (xt)

dx

]∥∥∥∥∥
2

∞


≤2O(δ2) + 2E

∥∥∥∥∥ d̂F (xt)

dx
− E

[
d̂F (xt)

dx

]∥∥∥∥∥
2

∞


≤O(δ2) + 2

E

∥∥∥∥∥ d̂F (xt)

dx

∥∥∥∥∥
2

∞

− ∥∥∥∥∥E
[
d̂F (xt)

dx

]∥∥∥∥∥
2

∞


≤O(δ2) + 2E

∥∥∥∥∥ d̂F (xt)

dx

∥∥∥∥∥
2

∞

 ,

where the third inequality follows directly, the second inequality uses the definition of the variance
and the first inequality uses that

∥a+ b∥2 = ∥a∥2 + 2a⊤b+ ∥b∥2 ≤ ∥a∥2 + 2 ∥a∥ ∥b∥+ ∥b∥2 ≤ 2 ∥a∥+ 2 ∥b∥2 .

By the above, it suffices to bound the second moment:

E

∥∥∥∥∥ d̂F (xt)

dx

∥∥∥∥∥
2

∞

 ≤ E

[∥∥∥∥∂1f(xt, π
o
xt,ξ

, ξ)

∂x
+

1

λν(s)

∂2f(xt, π
o
xt,ξ

, ξ))

∂π(s, a)

̂
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥2
∞

]

≤ E

[∥∥∥∥Lf +
1

λm
Lf

̂
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥2
∞

]
.
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To proceed, we upper bound E

[∥∥∥∥ ̂
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥2
∞

]
by

E

[∥∥∥∥ ̂
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥2
∞

]

≤4E
[∥∥∥∥∥
(

TQ∑
t=0

d

dx
r(s

τQ
t , a

τQ
t )

+
γ

1− γ

d

dx
logP (s

τQ
TQ+1; s

τQ
TQ

, a
τQ
TQ

)

TQ+T ′
Q+1∑

t=TQ+1

γ(t−TQ−1)/2
(
r(s

τQ
t , a

τQ
t ) + λH(π(·; st))

))∥∥∥∥∥
2

∞

]

≤4E
[∥∥∥∥(TQK2 +

γ

1− γ
K1

R+ λ log |A|
1− γ0.5

)∥∥∥∥2
∞

]
,

(15)
where TQ is the random variable defined in Algorithm 2. The first inequality uses the definition of
the advantage estimate (cf. Algorithm 2), the i.i.d. property of TQ and TV , as well as of T ′

Q and T ′
V ,

and Equation (16). The second inequality follows from Assumption 3.1.

Plugging in the above, we thus get:

E

∥∥∥∥∥ d̂F (xt)

dx

∥∥∥∥∥
2

∞

 = E

[∥∥∥∥Lf +
1

λm
Lf

̂
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥2
∞

]

≤ E

[
2 ∥Lf∥2∞ + 2

(
Lf

λm

)2 ∥∥∥∥ ̂
∂xA

πo
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥2
∞

]

≤ 2E
[
∥Lf∥2∞

]
+ 8

(
Lf

λm

)2

E

[∥∥∥∥(TQK2 +
γ

1− γ
K1

R+ λ log |A|
1− γ0.5

)∥∥∥∥2
∞

]

≤ 2E
[
∥Lf∥2∞

]
+ 16

(
Lf

λm

)2

E
[
∥TQK2∥2∞

]
+ 16E

[∥∥∥∥ γ

1− γ
K1

R+ λ log |A|
1− γ0.5

∥∥∥∥2
∞

]
= O(1),

where we repeatedly apply Equation (16) and the fact that the second moment of a geometric random
variable is finite.

Now we can plug all our bounds back into Equation (11) to get the result of Theorem 3.

E

[∥∥∥∥dF (x̂T )

dx

∥∥∥∥2
∞

]
≤ (1) + (2) + (3)

≤ O( 1

αT
) +O(δ) + 2Sfα

(
O(δ2 + 1)

)
≤ O( 1

αT
) +O(δ) +O(α).

E.5 Proof of Theorem 4

Vanilla soft Q-learning

We give a brief overview of how HPGD is combined with vanilla soft Q-learning (Algorithm 4)
to get a bias of O(2−K/2) in Algorithm 7. In the algorithm we refer to tK = O(K2K) as the
number of iterations soft Q-learning needs to achieve λE∥πtK − π∗∥2∞ ≤ E∥QtK −Q∗

λ∥
2

∞ ≤ 2−K

(cf. Proposition 6). Note we slightly abuse notation, when we pass a policy instead of an oracle
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to Algorithm 2. However, the policy can be equivalently used to sample trajectories. Note that the
idea of HPGD with soft Q-learning is a double-loop methods that aims to find an δ-oracle. Similar a
δ-oracle idea also appears in conditional stochastic optimization [38, 35], in bilevel optimization [28].

Algorithm 7 HPGD with vanilla soft Q-learning

Input: Iterations T , Precision param. K, Learning rate α, Regularization λ, Initial point x0,
behavioural policy πB , Q-learning rates {αt}t≥0

for t = 0 to T − 1 do
ξ ∼ Pξ

πtK ← SoftQlearningxt,ξ
(tK , πB , {αt}t≥0) (Algorithm 4)

s ∼ ν and a ∼ πtK (·; s)
̂∂xAπtK (s, a)← GradientEstimator(ξ, xt, s, a, π

tK ) (Algorithm 2)
d̂F
dx ←

∂1f(xt,π
tK ,ξ)

∂x + 1
λν(s)

∂2f(xt,π
tK ,ξ)

∂π(s,a)
̂∂xAπtK (s, a)

xt+1 ← xt − α d̂F
dx

end for
Output: x̂T ∼ Uniform({x0, . . . , xT−1})

Randomly-Truncated soft Q-learning (RT-Q)

Let us now turn to RT-Q, for which we provide the pseudocode in Algorithm 8. As above, we
denote by tk = O(k2k) the number of iterations soft Q-learning needs to achieve λE∥πtk − π∗∥2∞ ≤
E∥Qtk −Q∗

λ∥
2

∞ ≤ 2−k. We slightly abuse notation in the Pseudocode, such that we do not just
return the last soft Q-learning iteration but also the second last and the first. Moreover we denote
by pk = 2−k

1−2−K and we generally use x̂ to denote estimates from a single sample and x̃ to denote
averaged estimates from multiple samples.

Algorithm 8 HPGD with RT-Q

Input: Iterations T , Precision param. K, Learning rate α, Regularization λ, Initial point x0,
behavioural policy πB , Q-learning rates {αt}t≥0

for t = 0 to T − 1 do
ξ ∼ Pξ

k ∼ pk
πtk+1 , πtk , πt1 ← SoftQlearningxt,ξ

(tk+1, πB , {αt}t≥0) (Algorithm 4)
s ∼ ν, a ∼ πtk+1(·; s) and a′ ∼ πt1(·; s)
∂̃xAπtk (s, a)← 1

2k

∑2k

l=1 GradientEstimator(ξ, xt, s, a, π
tk)(Algorithm 2)

˜∂xAπtk+1 (s, a)← 1
2k

∑2k

l=1 GradientEstimator(ξ, xt, s, a, π
tk+1)

∂̂xAπt1 (s, a′)← GradientEstimator(ξ, xt, s, a
′, πt1)

d̃Ftk+1

dx ← ∂1f(x,π
tk+1 ,ξ)

∂x + 1
λν(s)

∂2f(x,π
tk+1 ,ξ))

∂π(s,a)
˜∂xAπtk+1 (s, a)

d̃F
tk+1
tk

dx = ∂1f(x,π
tk ,ξ)

∂x + πtk (a;s)

πtk+1 (a;s)
1

λν(s)
∂2f(x,π

tk ,ξ))
∂π(s,a) ∂̃xAπtk (s, a)

d̂Ft1

dx = ∂1f(x,π
t1 ,ξ)

∂x + 1
λν(s)

∂2f(x,π
t1 ,ξ))

∂π(s,a′) ∂̂xAπt1 (s, a′)

dFRT
tK

dx =
d̂Ft1

dx +
d̃Ftk+1

dx −
˜

dF
tk+1
tk
dx

pk

xt+1 ← xt − α
dFRT

tK

dx
end for
Output: x̂T ∼ Uniform({x0, . . . , xT−1})
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Proof. First let us specify that “bias” refers to the bias of the hypergradient estimator, i.e.∥∥∥∥∥E
[
dF (xt)

dx
− d̂F (xt)

dx

]∥∥∥∥∥
∞

.

Equivalently for “variance” we mean the variance of the estimator i.e.

E

∥∥∥∥∥ d̂F (xt)

dx
− E

[
d̂F (xt)

dx

]∥∥∥∥∥
2

∞

 ,

Moreover, the “iteration complexity” is the number of soft Q-learning iterations needed to solve the
lower level.

For Vanilla soft Q-learning, we can just combine previous results to compute the iteration complexity
and variance to achieve a bias of 2−K/2. For RT-Q, we formalize the intuition of Section 4 to show
we can achieve the same bias with only O(K2) iterations because we rarely perform many soft
Q-learning iterations but assign a relatively higher magnitude to these few accurate hypergradient
estimates. This necessarily increases variance and most of the proof will be spent on how to bound it.
Here we “divide and conquer” the variance until we have easy terms that depend linearly on

E
[∥∥∥πtk

x,ξ − π∗
x,ξ

∥∥∥2
∞

]
= O(2−k)

or related terms we can easily bound. To decompose the variance, our main tool will be the following
identity

∥a+ b∥2 = ∥a∥2 + 2 ∥a∥ ∥b∥+ ∥b∥2 ≤ 2 ∥a∥+ 2 ∥b∥2 , (16)
which we have already derived and used in the proof of Theorem 3 and also follows from the
Parallelogram Law.

Vanilla soft Q-learning

We start with the analysis of using HPGD with vanilla soft Q-learning to estimate dF (x)
dx . In Theorem 3,

we showed that ∥∥∥∥∥E
[
dF (xt)

dx
− d̂F (xt)

dx

]∥∥∥∥∥
∞

= O(δ),

where
Eo

[∥∥π∗
x,ξ − πo

x,ξ

∥∥2
∞

]
≤ δ2.

In Proposition 6, we show that after tK = O(K2K) soft Q-learning iterations, it holds that

E
[∥∥∥πtK

x,ξ − π∗
x,ξ

∥∥∥2
∞

]
= O(2−K),

where πtK
x,ξ denotes the tK -th iterate of the soft Q-learning algorithm. The results for complexity and

bias follow directly. It remains to bound the variance. However, we have already shown in Theorem 3
that

E

∥∥∥∥∥ d̂FtK

dx
− E

[
d̂FtK

dx

]∥∥∥∥∥
2

∞

 ≤ E

∥∥∥∥∥ d̂F (xt)

dx

∥∥∥∥∥
2

∞

 = O(1).

Randomly-Truncated soft Q-learning (RT-Q)

We first show that
dFRT

tK

dx has the same bias as its vanilla counterpart d̂FtK

dx . For this, observe that the
following estimators have the same mean:

∀k : E

 d̃F tk+1

tk

dx

 = E

[
d̃Ftk

dx

]
= E

[
d̂Ftk

dx

]
.
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The first equality holds because of importance sampling and the second inequality holds by the
linearity of expectation. Plugging in these identities, we get

E

 d̃FRT
tK

dx


=E

[
d̂Ft1

dx

]
+

K∑
k=1

pk
1

pk
E

 d̃Ftk+1

dx
− d̃F

tk+1

tk

dx


=E

[
d̂Ft1

dx

]
+

K∑
k=1

pk
1

pk

(
E

[
d̂Ftk+1

dx

]
− E

[
d̂Ftk

dx

])

=E

[
d̂FtK

dx

]
.

It follows directly that the hypergradient estimators obtained by RT-Q and vanilla soft Q-learning
must have the same bias.

For a sampled k ∈ {1, . . . ,K}, soft Q-learning has an iteration complexity ck of O(k2k) to build
the following hypergradient estimator:

dFRT
tK

dx
=

d̃Ft1

dx
+

d̃Ftk+1

dx − d̃F
tk+1
tk

dx

pk
.

As we sample any k with probability pk = 2−k

1−2−K , the expected iteration complexity is then given by

K∑
k=1

ckpk

=

K∑
k=1

ck
2−k

1− 2−K

=

K∑
k=1

O
(

k

2−k

)
2−k

1− 2−K

≤O (K)

K∑
k=1

O( 1

1− 2−K
)

=O(K2),

which proves our claim. The attentive reader will note that RT-Q runs GradientEstimator 2k times
instead of once and thus samples 2k trajectories to estimate the advantage derivative instead of one
like vanilla soft Q-learning. Nonetheless, RT-Q has the better sample complexity as both methods
need to sample O(k2k) state action pairs for a given k to run soft Q-learning and then estimate the
advantage derivative. The same analysis as for the iteration complexity thus shows that the sample
complexity of vanilla soft Q-learning is O(K2K) and O(K2) for RT-Q.

It remains to show that the variance is of order O(K). This is the most challenging part of the proof.
As outlined previously, we will iteratively decompose the variance until we can bound all terms by
O(K).

For better readability we introduce the following notation for a given pair s, a:

Hk(1) =
∂1f(x, π

tk , ξ)

∂x
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Hk(2) =

 1
λν(s)

∂2f(x,π
tk ,ξ)

∂π(s,a) ∂̂xAπtk (s, a) if k = 1

1
λν(s)

∂2f(x,π
tk ,ξ)

∂π(s,a) ∂̃xAπtk (s, a) if k > 1

Hk+1
k (2) =

1

λν(s)

πtk(a; s)

πtk+1(a; s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

H∗(1) =
∂1f(x, π

∗
x,ξ, ξ)

∂x

H∗(2) =
1

λν(s)

∂2f(x, π
∗
x,ξ, ξ))

∂π(s, a)
∂xA

π∗
x,ξ

λ,x,ξ(s, a).

Then for a given ξ, s, a (which are sampled at the beginning of RT-Q) we have that

d

dx
FRT
tK = H1(1) +H1(2) +

Hk+1(1) +Hk+1(2)−Hk(1)−Hk+1
k (2)

pk
.

Now let us decompose the variance of the RT-Q hypergradient estimator using the newly introduced
notation:

E

[∥∥∥∥ d

dx
FRT
tK − E

[
d

dx
FRT
tK

]∥∥∥∥2
∞

]

≤E
[∥∥∥∥ d

dx
FRT
tK −

d

dx
F (x)

∥∥∥∥2
∞

]

≤2E
[∥∥∥∥ d

dx
FRT
tK −H1(1)−H1(2)

∥∥∥∥2
∞

]
+ 2E

[∥∥∥∥H1(1) +H1(2)−
d

dx
F (x)

∥∥∥∥2
∞

]

≤4E
[∥∥∥∥Hk+1(1)−Hk(1)

pk

∥∥∥∥2
∞

]
︸ ︷︷ ︸

(1)

+4E

∥∥∥∥∥Hk+1(2)−Hk+1
k (2)

pk

∥∥∥∥∥
2

∞


︸ ︷︷ ︸

(2)

+2E

[∥∥∥∥H1(1) +H1(2)−
d

dx
F (x)

∥∥∥∥2
∞

]
︸ ︷︷ ︸

(3)

.

We proceed to bound the individual terms.

Note that (3) is indepedent of k. Using Equation (15) in the analysis of Theorem 3, we can bound it
as

(3) ≤ 4

((
K2

1− γ
+

K1(R+ λ log |A|)
(1− γ)2

)
+

1

1− γ
K2 +

γ

1− γ
K1

R+ λ log |A|
1− γ0.5

)2

= O(1).

(1) is also relatively easy to bound, as shown below:

(1) =
K∑

k=1

1

pk
E
[
∥Hk+1(1)−Hk(1)∥2∞

]
=

K∑
k=1

1

pk
E

[∥∥∥∥∂1f(x, πtk+1 , ξ)

∂x
− ∂1f(x, π

tk , ξ)

∂x

∥∥∥∥2
∞

]

≤
K∑

k=1

1

pk
S2
fE
[∥∥πtk+1 − πtk

∥∥2
∞

]
≤

K∑
k=1

1

pk
S2
f2
(
E
[∥∥πtk+1 − π∗

x,ξ

∥∥2
∞

]
+ E

[∥∥πtk − π∗
x,ξ

∥∥2
∞

])
≤

K∑
k=1

1

pk
S2
f2

(
1

2k+1
+

1

2k

)
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=

K∑
k=1

2kS2
f

3

2k

= 3S2
fK

= O(K).

In the first equality we simply use that k is sampled with probability pk = 2−k

1−2−K . In the second
equality we plug in the definitions of Hk+1(1) and Hk(1). In the first inequality we use the
smoothness of f . The second inequality uses Equation (16). The third inequality follows from
the fact that tk+1 is chosen to guarantee an expected distance of at most 1

2k+1 to π∗
x,ξ . The remaining

equalities follow from plugging in pk and rearranging terms.

Now we want to repeat the same analysis again for (2). As for (1) we get a sum over k with the
factor 1

pk
, which we need to compensate by bounding E

[∥∥Hk+1(2)−Hk+1
k (2)

∥∥2
∞

]
by O(2−k).

However, bounding the latter is more invovled than our analysis for (1). In the following pages, we
will iteratively apply Equation (16) until the terms get easy enough, such that we can use one of the
following two facts about RT-Q:

1. tk = O(k2k) is chosen sucht that λE∥πtk − π∗∥2∞ ≤ E∥Qtk −Q∗
λ∥

2

∞ ≤ 2−k

2. ˜∂xAπtk+1 (s, a) and related terms are an average estimate over 2k trajectory samples, such
that their variance (with respect to these random rollouts) is O( 1

2k
).

We briefly note that in the analysis below we will sometimes write Q(s, a) or A(s, a) inside the
infinity norm for ease of exposition. When we do so, the infinity norm is still interpreted as the
maximum over all possible s, a and not as the absolute value of the Q-function or advantage for a
specific s, a.

Let us start decomposing the numerator of (2):

E
[∥∥Hk+1(2)−Hk+1

k (2)
∥∥2
∞

]
=E

[∥∥∥∥ 1

λν(s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)− 1

λν(s)

πtk(a; s)

πtk+1(a; s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

]

≤2E
[∥∥∥∥ 1

λν(s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

∥∥∥∥πtk+1(a; s)

πtk+1(a; s)
− πtk(a; s)

πtk+1(a; s)

∥∥∥∥2
∞

]

+ 2E

[∥∥∥∥ πtk(a; s)

πtk+1(a; s)

∥∥∥∥2
∞

∥∥∥∥ 1

λν(s)

∂2f(x, π
tk+1 , ξ))

∂π(s, a)
˜∂xAπtk+1 (s, a)− 1

λν(s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

]

≤2E
[∥∥∥∥ 1

λν(s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

∥∥πtk+1(a; s)− πtk(a; s)
∥∥2
∞

∥∥∥∥ 1

πtk+1(a; s)

∥∥∥∥2
∞

]
︸ ︷︷ ︸

(i)

+ 2E

[∥∥∥∥ πtk(a; s)

πtk+1(a; s)

∥∥∥∥2
∞

∥∥∥∥ 1

λν(s)

∂2f(x, π
tk+1 , ξ))

∂π(s, a)
˜∂xAπtk+1 (s, a)− 1

λν(s)

∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

]
︸ ︷︷ ︸

(ii)

The first equality is just plugging in definitions. The first inequality follows from Equation (16) and
the second inequality comes from the Cauchy-Schwarz inequality.

Let us begin with bounding (i). First we want to tackle the fractions of the policies. For this, recall
that ∀x, ξ, s, a : |rx,ξ(s, a)| < R and that 0 ≤ H(π; s) ≤ log |A| (by Jensen’s inequality). Thus we
have that:

−R
1− γ

≤ Qλ(s, a) ≤
R+ λ log |A|

1− γ
.
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The above bounds extend to any soft Q-learning estimate, which can be obtained by Algorithm 4,
since by Assumption 3.1 the algorithm cannot observe rewards with greater magnitude than R. As
Algorithm 4 returns a softmax policy, i.e.

πtk(a; s) =
exp(Qtk(a; s)/λ)∑
a′ exp(Qtk(a′; s)/λ)

,

it holds that:

∀tk,∀s,∀a :
exp(R+λ log |A|

λ(1−γ) )

|A| exp( −R
λ(1−γ) )

≥ πtk(a; s) ≥
exp( −R

λ(1−γ) )

|A| exp(R+λ log |A|
λ(1−γ) )

. (17)

Therefore we have:

∃M1 <∞,∀tk :

∥∥∥∥ 1

πtk(a; s)

∥∥∥∥2
∞
≤M1−

∃M2 <∞,∀tk :

∥∥∥∥ πtk(a; s)

πtk+1(a; s)

∥∥∥∥2
∞
≤M2.

Using this we can bound (i). Let m = mins ν(s), then:

(i) ≤ M1

λm
2

(
K2

1− γ
+

γ

1− γ
K1

R+ λ log |A|
1− γ0.5

)
E
[∥∥πtk+1(a; s)− πtk(a; s)

∥∥2
∞

]
≤ O

(
2E
[∥∥πtk+1(a; s)− π∗

x,ξ(a; s)
∥∥2
∞

]
+ 2E

[∥∥πtk(a; s)− π∗
x,ξ(a; s)

∥∥2
∞

])
≤ O

(
1

2k

)
.

The first inequality uses Equation (15). The second inequality uses Equation (16) and the last equality
uses the convergence of soft Q-learning.

Now we turn to bound (ii):

(ii) ≤2M2

λm
E

[∥∥∥∥∂2f(x, πtk+1 , ξ))

∂π(s, a)
˜∂xAπtk+1 (s, a)− ∂2f(x, π

tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

]

≤2M2

λm
E

[
2

∥∥∥∥∂2f(x, πtk+1 , ξ))

∂π(s, a)
˜∂xAπtk+1 (s, a)− ∂2f(x, π

tk+1 , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

+ 2

∥∥∥∥∂2f(x, πtk+1 , ξ))

∂π(s, a)
∂̃xAπt

k(s, a)− ∂2f(x, π
tk , ξ))

∂π(s, a)
∂̃xAπtk (s, a)

∥∥∥∥2
∞

]

≤4M2

λm

(
E

[∥∥∥∥∂2f(x, πtk+1 , ξ))

∂π(s, a)

∥∥∥∥2
∞

∥∥∥∥ ˜∂xAπtk+1 (s, a)− ∂̃xAπtk (s, a)

∥∥∥∥2
∞

+

∥∥∥∥∂̃xAπtk (s, a)

∥∥∥∥2
∞

∥∥∥∥∂2f(x, πtk+1 , ξ))

∂π(s, a)
− ∂2f(x, π

tk , ξ))

∂π(s, a)

∥∥∥∥2
∞

])

≤4M2

λm

(
E

[∥∥∥∥∂̃xAπtk (s, a)

∥∥∥∥2
∞

∥∥∥∥∂2f(x, πtk+1 , ξ))

∂π(s, a)
− ∂2f(x, π

tk , ξ))

∂π(s, a)

∥∥∥∥2
∞

]
︸ ︷︷ ︸

(A)

+ L2
f E

[∥∥∥∥ ˜∂xAπtk+1 (s, a)− ∂̃xAπtk (s, a)

∥∥∥∥2
∞

]
︸ ︷︷ ︸

(B)

)
.

The first inequality uses M2 to bound the policy fraction the definition of m = mins ν(s) and
Cauchy-Schwarz. The second inequality uses Equation (16) and Cauchy-Schwarz. For the final
inequality, we rearrange and use the Lipschitz continuity of f (cf. Assumption 3.1).
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(A) is relatively easy to bound as follows:

(A) ≤
(
2

(
K2

1− γ
+

γ

1− γ
K1

R+ λ log |A|
1− γ0.5

))2

SfE
[∥∥πtk+1(a; s)− πtk(a; s)

∥∥2
∞

]
≤ O

(
2E
[∥∥πtk+1(a; s)− π∗

x,ξ(a; s)
∥∥2
∞

]
+ 2E

[∥∥πtk(a; s)− π∗
x,ξ(a; s)

∥∥2
∞

])
≤ O

(
1

2k

)
.

In the first inequality we use the smoothness of f and Equation (15). In the second inequality we use
Equation (16) and in the final inequality the convergence of soft Q-learning.

Now, we turn our attention towards bounding (B). First, notice that both advantage derivatives are
evaluated for the same state-action pair. This is because in Algorithm 8 we sample a once according
to πtk+1 and reuse the same a for Aπtk (s, a) by doing importance sampling. Without this trick, it
would be hopeless to bound (B).

When bounding (B), we need to consider two sources of randomness. First, there is the randomness
in the soft Q-learning iterations. Second, we have to account for the randomness over the trajectory
rollouts of GradientEstimator to estimate ∂̃xAπ. GradienEstimator first separately estimates

∂̂xV πtk and ∂̂xV πtk from a trajectory and then returns ∂̂xAπtk = ∂̂xQπtk − ∂̂xV πtk . We therefore
denote by

∂̃xV πtk :=
1

2k

2k∑
l=1

∂̂xV πtk (τl),

the average over the 2k value function derivatives estimated as part of the 2k GradientEstimator
procedures performed in RT-Q. Note because of the unbiasedness of GradienEstimator (cf. Propo-

sition 3), it holds that ∂xV πtk = Eτ

[
∂̃xV πtk

]
Using the above notation, we get the following bound by repeatedly applying Equation (16):

(B) ≤2E
∥∥∥∥∂̃xQπtk (s, a)− ˜∂xQπtk+1 (s, a)

∥∥∥∥2
∞

+ 2E
∥∥∥∥∂̃xV πtk (s)− ˜∂xV πtk+1 (s)

∥∥∥∥2
∞

≤4E
∥∥∥∥∂̃xQπtk (s, a)− ∂xQ

π∗
(s, a)

∥∥∥∥2
∞

+ 4E
∥∥∥∥ ˜∂xQπtk+1 (s, a)− ∂xQ

π∗
(s, a)

∥∥∥∥2
∞

+ 4E
∥∥∥∥∂̃xV πtk (s)− ∂xV

π∗
(s)

∥∥∥∥2
∞

+ 4E
∥∥∥∥ ˜∂xV πtk+1 (s)− ∂xV

π∗
(s)

∥∥∥∥2
∞

≤8E
∥∥∥∥∂̃xQπtk (s, a)− ∂xQ

πtk
(s, a)

∥∥∥∥2
∞

+ 8E
∥∥∥∂xQπtk

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

+ 8E
∥∥∥∥ ˜∂xQπtk+1 (s, a)− ∂xQ

πtk+1
(s, a)

∥∥∥∥2
∞

+ 8E
∥∥∥∂xQπtk+1

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

+ 8E
∥∥∥∥∂̃xV πtk (s)− ∂xV

πtk
(s)

∥∥∥∥2
∞

+ 8E
∥∥∥∂xV πtk

(s)− ∂xV
π∗
(s)
∥∥∥2
∞

+ 8E
∥∥∥∥ ˜∂xV πtk+1 (s)− ∂xV

πtk+1
(s)

∥∥∥∥2
∞

+ 8E
∥∥∥∂xV πtk+1

(s)− ∂xV
π∗
(s)
∥∥∥2
∞

.

Here Q∗
λ denotes the optimal Q-function, i.e. for the policy π∗

x,ξ . In the equations above we have two
flavours of terms. The first are the differences between the derivative estimator and its expectation for
a given policy and the second are the differences between the expected derivative under the learned
and optimal policy. We start by bounding the first kind of terms. Recall that

∂̃xQπtk =
1

2k

2k∑
l=1

∂̂xQπtk (τl), ∂̃xV πtk =
1

2k

2k∑
l=1

∂̂xV πtk (τl)
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As the second moment of ∂̂xQπtk (τl) and ∂̂xV πtk (τl) is bounded, we have that:

Eτ

[∥∥∥∥∂̃xQπtk − ∂xQ
πtk

∥∥∥∥2
∞

]
= O(2−k), Eτ

[∥∥∥∥∂̃xV πtk − ∂xV
πtk

∥∥∥∥2
∞

]
= O(2−k) (18)

since we use 2k sampled trajectories. The same analysis of course also holds for tk+1 and thus
plugging this in, we get

(B) ≤O( 1

2k
) + 8E

∥∥∥∂xQπtk
(s, a)− ∂xQ

π∗
(s, a)

∥∥∥2
∞

+ 8E
∥∥∥∂xQπtk+1

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

+ 8E
∥∥∥∂xV πtk

(s)− ∂xV
π∗
(s)
∥∥∥2
∞

+ 8E
∥∥∥∂xV πtk+1

(s)− ∂xV
π∗
(s)
∥∥∥2
∞

≤O( 1

2k
) + 24E

∥∥∥∂xQπtk
(s, a)− ∂xQ

π∗
(s, a)

∥∥∥2
∞

+ 24E
∥∥∥∂xQπtk+1

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

+ 16|A|2
(
K1(R+ λ log |A|)

(1− γ)2

)2 (
E
∥∥πtk − π∗∥∥2

∞ + E
∥∥πtk+1 − π∗∥∥2

∞

)
≤O( 1

2k
) + 24E

∥∥∥∂xQπtk
(s, a)− ∂xQ

π∗
(s, a)

∥∥∥2
∞

+ 24E
∥∥∥∂xQπtk+1

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

.

In the first inequality, we simply plug in Equation (18). In the third inequality we use the convergence
of soft Q-learning and in the second inequality, we use the following identity (cf. Equation (14)):∥∥∥∂xV πo

xt,ξ

λ,x,ξ (s)− ∂xV
π∗
xt,ξ

λ,x,ξ (s)
∥∥∥2
∞

=

∥∥∥∥∥∑
a

πo
xt,ξ(a; s)∂xQ

πo
xt,ξ

λ,x,ξ(s, a)−
∑
a

π∗
xt,ξ(a; s)∂xQ

π∗
xt,ξ

λ,x,ξ(s, a)

∥∥∥∥∥
2

∞

=

∥∥∥∥∥∑
a

(
πo
xt,ξ(a; s)− π∗

xt,ξ(a; s)
)
∂xQ

πo
xt,ξ

λ,x,ξ(s, a)−
∑
a

π∗
xt,ξ(a; s)

(
∂xQ

π∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
)∥∥∥∥∥

2

∞

≤2|A|2
(
K1(R+ λ log |A|)

(1− γ)2

)2 ∥∥πo
xt,ξ − π∗

xt,ξ

∥∥
∞ + 2

∥∥∥∂xQπ∗
xt,ξ

λ,x,ξ(s, a)− ∂xQ
πo
xt,ξ

λ,x,ξ(s, a)
∥∥∥2
∞

,

where we use Equation (16) for the last inequality.

To bound (B), it only remains to upper bound E
∥∥∥∂xQπtk (s, a)− ∂xQ

π∗
(s, a)

∥∥∥2
∞

and

E
∥∥∥∂xQπtk+1

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

. Below we will derive an upper bound for the former term.
The same analysis yields an equivalent bound for the latter term. We denote by V ∗

λ the optimal regu-
larized value function. Note, the analysis is similar to the one performed in the proof of Theorem 3,∥∥∥∂xQπtk

(s, a)− ∂xQ
∗
λ(s, a)

∥∥∥
∞

=

∣∣∣∣∣
∣∣∣∣∣

∞∑
t=0

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, πtk)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V πtk

(s′′)

)

−
∞∑
t=0

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, π∗
xt,ξ)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V ∗
λ (s

′′)

)∣∣∣∣∣
∣∣∣∣∣
∞

=

∣∣∣∣∣
∣∣∣∣∣drx,ξ(s, a)dx

+ γ
∑
s′

dPx,ξ(s
′; s, a)

dx
V πtk

(s′)

+

∞∑
t=1

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, πtk)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V πtk

(s′′)

)

− drx,ξ(s, a)

dx
− γ

∑
s′

dPx,ξ(s
′; s, a)

dx
V ∗
λ (s

′)
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−
∞∑
t=1

∑
s′,a′

γtpx,ξ(s, a→ s′, a′; t, π∗
xt,ξ)

(
drx,ξ(s

′, a′)

dx
+ γ

∑
s′′

dPx,ξ(s
′′; s′, a′)

dx
V ∗
λ (s

′′)

)∣∣∣∣∣
∣∣∣∣∣
∞

≤γ|S|
∥∥∥∥dPx,ξ(s

′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πtk
(s′)− V ∗

λ (s
′)
∥∥∥
∞

+ γ

∣∣∣∣∣
∣∣∣∣∣∑
s′,a′

P (s′; s, a)π∗
xt,ξ(a

′, s′)

∞∑
t=0

∑
s′′,a′′

γtpx,ξ(s
′, a′ → s′′, a′′; t, π∗

xt,ξ) . . .(
drx,ξ(s

′′, a′′)

dx
+ γ

∑
s′′′

dPx,ξ(s
′′′; s′′, a′′)

dx
V ∗
λ (s

′′)

)

−
∑
s′,a′

P (s′; s, a)πtk(a′, s′)

∞∑
t=0

∑
s′′,a′′

γtpx,ξ(s
′, a′ → s′′, a′′; t, πtk) . . .

(
drx,ξ(s

′′, a′′)

dx
+ γ

∑
s′′′

dPx,ξ(s
′′′; s′′, a′′)

dx
V πtk

(s′′)

)∣∣∣∣∣
∣∣∣∣∣
∞

≤γ|S|
∥∥∥∥dPx,ξ(s

′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πtk
(s′)− V ∗

λ (s
′)
∥∥∥
∞

+ γ

∣∣∣∣∣
∣∣∣∣∣∑
s′,a′

P (s′; s, a)π∗
xt,ξ(a

′, s′)∂xQ
∗
λ(s

′, a′)

−
∑
s′,a′

P (s′; s, a)πtk(a′, s′)∂xQ
πtk

(s′, a′)

∣∣∣∣∣
∣∣∣∣∣
∞

≤γ|S|
∥∥∥∥dPx,ξ(s

′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πtk
(s′)− V ∗

λ (s
′)
∥∥∥
∞

+ γ ∥∂xQ∗
λ(s

′, a′)∥∞

∥∥∥∥∥∑
s′

P (s′; s, a)

∥∥∥∥∥
∞

∥∥π∗
xt,ξ − πtk

∥∥
∞

+ γ
∑
s′,a′

P (s′; s, a)πtk(a′, s′)
∥∥∥∂xQ∗

λ(s
′, a′)− ∂xQ

πtk
(s′, a′)

∥∥∥
∞

≤γ|S|
∥∥∥∥dPx,ξ(s

′; s, a)

dx

∥∥∥∥
∞

∥∥∥V πtk
(s′)− V ∗

λ (s
′)
∥∥∥
∞

+ γ ∥∂xQ∗
λ(s

′, a′)∥∞
∥∥π∗

xt,ξ − πtk
∥∥
∞

+ γ
∥∥∥∂xQ∗

λ(s
′, a′)− ∂xQ

πtk
(s′, a′)

∥∥∥
∞

≤γ|S|K1

∥∥∥V πtk
(s′)− V ∗

λ (s
′)
∥∥∥
∞

+ γ

(
K2

1− γ
+

K1(R+ λ logA)
(1− γ)2

)∥∥π∗
xt,ξ − πtk

∥∥
∞

+ γ
∥∥∥∂xQ∗

λ(s
′, a′)− ∂xQ

πtk
(s′, a′)

∥∥∥
∞

≤ γ

1− γ
|S|K1

∥∥∥V πtk
(s′)− V ∗

λ (s
′)
∥∥∥
∞

+
γ

1− γ

(
K2

1− γ
+

K1(R+ λ logA)
(1− γ)2

)∥∥π∗
xt,ξ − πtk

∥∥
∞

The first equality follows from plugging in the result from Theorem 2. The second equality follows
by taking out all terms with t = 0. The first inequality used the triangle inequality. The second
inequality plugs back in the definition from Theorem 2. The third inequality uses Cauchy-Schwarz.
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The fourth inequality follows from simplifying. The fifth inequality uses Equation (12). The sixth
inequality uses the geometric sum.

To simplify the bound above we want to expres
∥∥∥V πtk (s′)− V ∗

λ (s
′)
∥∥∥
∞

using
∥∥∥Qπtk −Q∗

λ

∥∥∥
∞

and

∥πtk − π∗∥∞ (as we know the latter two converge for soft Q-learning). We have previously seen in
Equation (13) that∥∥∥V πtk

(s′)− V ∗
λ (s

′)
∥∥∥
∞
≤
∥∥∥Qπtk −Q∗

λ

∥∥∥
∞

+
∥∥πtk − π∗∥∥

∞

(
R

1− γ
+ λ|A|| log l2|+

2

l2

)
.

Here we use l2 to denote the minimum possible value that any policy output by soft Q-learning can
achieve. Note l2 > 0, which follows from Equation (17).

Plugging this result back in, we get∥∥∥∂xQπtk
(s, a)− ∂xQ

∗
λ(s, a)

∥∥∥
∞

≤ γ

1− γ
|S|K1

(∥∥∥Qπtk −Q∗
λ

∥∥∥
∞

+
∥∥πtk − π∗∥∥

∞

(
R

1− γ
+ λ|A|| log l2|+

2

l2

))
+

γ

1− γ

(
K2

1− γ
+

K1(R+ λ logA)
(1− γ)2

)∥∥π∗
xt,ξ − πtk

∥∥
∞

From [49][Lemma 24] we know∥∥πtk − π∗∥∥
∞ ≤

1

λ

∥∥Qtk −Q∗
λ

∥∥
∞ .

With that result we can simplify to∥∥∥∂xQπtk
(s, a)− ∂xQ

∗
λ(s, a)

∥∥∥
∞

≤ γ

1− γ
|S|K1

(∥∥∥Qπtk −Q∗
λ

∥∥∥
∞

+
1

λ

∥∥Qtk −Q∗
λ

∥∥
∞

(
R

1− γ
+ λ|A|| log l2|+

2

l2

))
+

γ

1− γ

(
K2

1− γ
+

K1(R+ λ logA)
(1− γ)2

)
1

λ

∥∥Qtk −Q∗
λ

∥∥
∞

≤
∥∥Qtk −Q∗

λ

∥∥
∞

(
γ

1− γ
|S|K1

(
1 +

1

λ

R

1− γ
+ |A|| log l2|+

2

λl2

)
+

γ

1− γ

(
K2

1− γ
+

K1(R+ λ logA)
(1− γ)2

)
1

λ

)
.

Therefore it follows that

E
[∥∥∥∂xQπtk

(s, a)− ∂xQ
∗
λ(s, a)

∥∥∥2
∞

]
= O

(
1

2k

)
,

where we use the convergence of soft Q-learning.

Using the above analysis, we can now bound:

(B) ≤ O( 1

2k
) + 24E

∥∥∥∂xQπtk
(s, a)− ∂xQ

π∗
(s, a)

∥∥∥2
∞

+ 24E
∥∥∥∂xQπtk+1

(s, a)− ∂xQ
π∗
(s, a)

∥∥∥2
∞

= O
(

1

2k

)
.

This allows us to finish bounding (ii) as follows:

(ii) ≤ 4
M2

λm
(A) + L2

f (B)

= O( 1

2k
).
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Plugging this result into (2), we thus have:

(2) ≤
K∑

k=1

2

pk
((i) + (ii))

=

K∑
k=1

2k
(
O( 1

2k
) +O( 1

2k
)

)
= O(K).

Coming back to the start, we get for the variance our desired result as follows:

E

[∥∥∥∥ d

dx
FRT
tK − E

[
d

dx
FRT
tK

]∥∥∥∥2
∞

]
≤ 4(1) + 4(2) + 2(3)
= O(K) +O(K) +O(1)
= O(K).

E.6 Proof of Proposition 1

Proof. In this proof we will derive an expression for

df(x, π∗
λ,x, ξ)

dx
.

Applying the Dominated Convergence Theorem then directly gives the expression for the derivative
of F (x). As we focus on f we can drop any dependence on ξ below to make the proof more readable
and concise.

Let

• p(µ→ s, t, π, x) denote the probability given the leader’s choise x of reaching state s after
t steps starting at µ and following policy π

• p(µ→ s, a, t, π, x) denote the probability under choice x of reaching state s after t steps
and then taking action a starting at µ and following policy π

• p(µ → s, a, s′, t, π, x) denote the probability under choice x of reaching state s′ after t
steps having previously been in state s and having taken action a, starting at µ and following
policy π

Assuming V (s) is differentiable for all s, we show the following statement by induction.

df(x, π∗
λ,x, ξ)

dx
=
∑
s

µx(s)
d logµx

dx
V (s) +

n+1∑
t=1

∑
s

∑
a

′∑
s

γtp(µx → s, a, s′, t, π∗
λ,x, x)

d logPx(s
′; s, a)

dx
V (s′)

+

n∑
t=0

γt
∑
s

∑
a

p(µx → s, a, t, π∗
λ,x, x)

(
1

λ
∂xA

π∗
λ,x

λ,x Q(s, a) +
drx(s, a)

dx

)
+ γn+1

∑
s

p(µx → s, t, π∗
λ,x, x)∂xV (s′).

(19)

Note that taking n→∞ then directly proves our claim.
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Base case n = 0 We prove the statement for n = 0

df(x, π∗
x, ξ)

dx
=

d

dx

∑
s

µ(s)
∑
a

π∗
x(a; s)Q(s, a)

=
∑
s

dµx(s)

dx
V (s) +

∑
s

µx(s)
∑
a

π∗
λ,x(a; s)

(
1

λ
∂xA

π∗
λ,x

λ,x + ∂xQ(s, a)

)

=
∑
s

dµx(s)

dx
V (s) +

∑
s

µx(s)
∑
a

π∗
λ,x(a; s)

(
1

λ
∂xA

π∗
λ,x

λ,x +
drx(s, a)

dx

+ γ
∑
s′

(
Px(s

′; s, a)
d logPx(s

′; s, a)

dx
V (s′) + Px(s

′; s, a)∂xV (s′)

))

=
∑
s

µx(s)
d logµx

dx
V (s) +

1∑
t=1

∑
s

∑
a

∑
s′

γtp(µx → s, a, s′, t, π∗
λ,x, x)

d logPx(s
′; s, a)

dx
V (s′)

+

0∑
t=0

γt
∑
s

∑
a

p(µx → s, a, t, π∗
λ,x, x)

(
1

λ
∂xA

π∗
λ,x

λ,x Q(s, a) +
drx(s, a)

dx

)
+ γ1

∑
s

p(µx → s, t, π∗
λ,x, x)∂xV (s′),

where we use the definition of f in the first equality. The second equality follows fromProposition 2
and the product rule. Rearranging terms gives the third equality.

Induction step n =⇒ n+ 1 Assuming Equation (19) holds for n, we prove it for n+ 1.∑
s

µx(s)
d logµx

dx
V (s) +

n+1∑
t=1

∑
s

∑
a

′∑
s

γtp(µx → s, a, s′, t, π∗
λ,x, x)

d logPx(s
′; s, a)

dx
V (s′)

+

n∑
t=0

γt
∑
s

∑
a

p(µx → s, a, t, π∗
λ,x, x)

(
1

λ
∂xA

π∗
λ,x

λ,x Q(s, a) +
drx(s, a)

dx

)
+ γn+1

∑
s

p(µx → s, t, π∗
λ,x, x)∂xV (s′)

=
∑
s

µx(s)
d logµx

dx
V (s) +

n+1∑
t=1

∑
s

∑
a

′∑
s

γtp(µx → s, a, s′, t, π∗
λ,x, x)

d logPx(s
′; s, a)

dx
V (s′)

+
n∑

t=0

γt
∑
s

∑
a

p(µx → s, a, t, π∗
λ,x, x)

(
1

λ
∂xA

π∗
λ,x

λ,x Q(s, a) +
drx(s, a)

dx

)

+ γn+1
∑
s

p(µx → s, t, π∗
λ,x, x)

∑
a

π∗
λ,x(a; s)

(
1

λ
∂xA

π∗
λ,x

λ,x +
drx(s, a)

dx

+ γ
∑
s′

(
Px(s

′; s, a)
d logPx(s

′; s, a)

dx
V (s′) + Px(s

′; s, a)
dV (s′)

dx

))

=
∑
s

µx(s)
d logµx

dx
V (s) +

n+2∑
t=1

∑
s

∑
a

′∑
s

γtp(µx → s, a, s′, t, π∗
λ,x, x)

d logPx(s
′; s, a)

dx
V (s′)

+

n+1∑
t=0

γt
∑
s

∑
a

p(µx → s, a, t, π∗
λ,x, x)

(
1

λ
∂xA

π∗
λ,x

λ,x Q(s, a) +
drx(s, a)

dx

)
+ γn+2

∑
s

p(µx → s, t, π∗
λ,x, x)∂xV (s′),

which proves our claim. In the first equality we use the definition of V and the product rule. The
second inequality follows from collecting terms.
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E.7 Auxiliary Results

Proposition 2 (Gradient of Best response Policy). It holds that
dπ∗

x,ξ(s, a)

dx
=

1

λ
π∗
x,ξ(a; s)∂xA

π∗
x,ξ

λ,x,ξ(s, a).

Proof. For a given x, ξ, this result was previoysly shown by [15]. We give a short proof below.
dπ∗

x,ξ(s, a)

dx
=

d

dx

exp(Q∗
λ,x,ξ(s, a)/λ)∑′

a exp(Q
∗
λ,x,ξ(s, a

′)/λ)

=
exp(Q∗

λ,x,ξ(s, a)/λ) ·
∂xQ

∗
λ,x,ξ(s,a)

λ

∑
a′ exp(Q∗

λ,x,ξ(s, a
′)/λ)(∑

a′′ exp(Q∗
λ,x,ξ(s, a)/λ)

)2
−

exp(Q∗
λ,x,ξ(s, a)/λ)

∑
a′ exp(Q∗

λ,x,ξ(s, a
′)/λ)

∂xQ
∗
λ,x,ξ(s,a

′)

λ(∑
a′′ exp(Q∗

λ,x,ξ(s, a)/λ)
)2

= π∗(a; s)
∂xQ

∗
λ,x,ξ(s, a

′)

λ
−

π∗(a; s)
∑

a′ exp(Q∗
λ,x,ξ(s, a

′)/λ)
∂xQ

∗
λ,x,ξ(s,a

′)

λ∑
a′′ exp(Q∗

λ,x,ξ(s, a)/λ)

=
1

λ
π∗(a; s)∂xQ

∗
λ,x,ξ(s, a

′)− 1

λ
π∗(a; s)

∑
a′

π∗(a′; s)∂xQ
∗
λ,x,ξ(s, a

′)

=
1

λ
π∗(a; s)

[
∂xQ

∗
λ,x,ξ(s, a

′)− ∂xEa′∼π∗(·;s)[Q
∗
λ,x,ξ(s, a

′)]
]

=
1

λ
π∗(a; s)

(
∂xQ

∗
λ,x,ξ(s, a)− ∂xV

∗
λ,x,ξ(s)

)
=

1

λ
π∗(a; s)∂xA

∗
λ,x,ξ(s, a).

.

The second equality follows from the quotient rule. The third and fourth equality follows from the
definition of π∗

x,ξ(s, a). The remaining equalities leverage the definition of the advantage function.

Note, we can replace the total with the partial derivative of Q∗(x) = maxπ Q(π, x), due to Rockafel-
lar’s thoerem because Q is continuously differentiable in x for all π and Π is compact and convex
[9, 56].

Proposition 3 (Unbiased advantage derivative estimator). The output
̂

∂xA
πo
x,ξ

λ,x,ξ(s, a) of Algorithm 2

is an unbiased estimate of ∂xA
πo
x,ξ

λ,x,ξ(s, a), i.e

E
[

̂
∂xA

πo
x,ξ

λ,x,ξ(s, a)

]
= ∂xA

πo
x,ξ

λ,x,ξ(s, a).

Proof. We drop any dependence on x, ξ, πo
x,ξ for notational clarity. We further emphasize that

the trick of truncating a rollout after a geomtrically sampled time to obtain unbiased gradients is
commonly used in the RL literature for obtaining unbiased estimates of the standard policy gradient
[80].

We show that the estimator ∂̂xQλ(s, a) given by
TQ∑
t=0

d

dx
r(st, at)+

γ

1− γ

d

dx
logP (sTQ+1; sTQ

, aTQ
)

TQ+T ′
Q+1∑

t=TQ+1

γ(t−TQ−1)/2 (r(st, at) + λH(π(·; st)))

is unbiased. The same argument then holds for d̂
dxVλ(s) and implies that d̂

dxAλ(s, a) is unbiased.
First of all, we have:

E

 T ′
Q∑

t=0

γ(t)/2 (r(st, at) + λH(π(·; st)))


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=ET ′
Q
Eπ
s

 T ′
Q∑

t=0

γ(t)/2 (r(st, at) + λH(π(·; st)))


=Eπ

s

ET ′
Q

T ′
Q∑

t=0

γ(t)/2 (r(st, at) + λH(π(·; st)))


=Eπ

s

[ ∞∑
t=0

ET ′
Q

[
1t≤T ′

Q

]
γ(t)/2 (r(st, at) + λH(π(·; st)))

]
(20)

=Eπ
s

[ ∞∑
t=0

γt (r(st, at) + λH(π(·; st)))
]

=Vλ(s), (21)

where we use Fubini’s theorem for eq. (20) and the Dominated Convergence Theorem and the fact
that T ′

Q ∼ Geo(1− γ0.5) in eq. (21). Because TQ and T ′
Q are sampled independently, it immediately

follows that

ETQ,T ′
Q
Eπ
s,a

[
TQ∑
t=0

d

dx
r(st, at)

+
γ

1− γ

d

dx
logP (sTQ+1; sTQ

, aTQ
)

TQ+T ′
Q+1∑

t=TQ+1

γ(t−TQ−1)/2 (r(st, at) + λH(π(·; st)))
]

=ETQ
Eπ
s,a

[
TQ∑
t=0

d

dx
r(st, at)︸ ︷︷ ︸

(1)

+
γ

1− γ

d logP (sTQ+1; sTQ
, aTQ

)

dx
V π
λ (sTQ

)︸ ︷︷ ︸
(2)

]
.

We seperately show that the two summands are unbaised estimates. Then by linearity of expectation
the result follows. For (1) using Fubini’s theorem and Dominated Convergence Theorem it holds that

ETQ
Eπ
s,a

 TQ∑
t=0

d

dx
r(st, at)

 = Eπ
s,a

[ ∞∑
k=0

(1− γ)γk
k∑

t=0

d

dx
r(st, at)

]

= (1− γ)Eπ
s,a

[ ∞∑
t=0

∞∑
k=t

γk d

dx
r(st, at)

]

= (1− γ)Eπ
s,a

[ ∞∑
t=0

γt

1− γ

d

dx
r(st, at)

]

= Eπ
s,a

[ ∞∑
t=0

γt d

dx
r(st, at)

]
.

Similarly for (2), we have using Fubini and Dominated Convergence Theorem that

ETQ
Eπ
s,a

[
γ

1− γ

d logP (sTQ+1; sTQ
, aTQ

)

dx
V π
λ (sTQ

)

]
=

γ

1− γ
Eπ
s,aETQ

[ ∞∑
t=0

1t=TQ

d logP (st+1; st, at)

dx
V π
λ (st)

]

=Eπ
s,a

[ ∞∑
t=0

γt+1 d logP (st+1; st, at)

dx
V π
λ (st)

]
.
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Plugging these results back in, we have

ETQ
Eπ
s,a

 TQ∑
t=0

d

dx
r(st, at) +

γ

1− γ

d logP (sTQ+1; sTQ
, aTQ

)

dx
V π
λ (sTQ

)


=Eπ

s,a

[ ∞∑
t=0

γt d

dx
r(st, at) + γt+1 d logP (st+1; st, at)

dx
V π
λ (st)

]
=∂xQ

π
λ(s, a),

which proves the proposition.

Proposition 4 (Unbiased gradient estimator for F ). The gradient estimator described in Algorithm 5
is unbiased for the given policy πo

x,ξ.

Proof. We need to show that:

E

[(
T∑

t=0

d

dx
r(st, at)

)
︸ ︷︷ ︸

(1)

+
1

λ(1− γ)
∂x

̂
A

πo
x,ξ

λ,x,ξ(sT , aT )

T+T ′∑
t′=T

γ(t−T )/2r(st′ , at′)︸ ︷︷ ︸
(2)

+
1

1− γ
∂x logP (sT , aT−1, sT−1)

T+T ′∑
t′=T

γ(t′−T )/2r(st′ , at′)︸ ︷︷ ︸
(3)

]

=Eξ

[
Eπo

x,ξ
s0∼µ

[ ∞∑
t=0

γt

(
1

λ
∂xA

πo
x,ξ

λ,x,ξ(st, at)Q(st, at) +
d

dx
r(st, at) + ∂x logPx,ξ(st, at−1, st−1)V (st)

)]]
.

We can show the claim seperately for (1), (2) and (3). Note for (1) and (3) the claim directly follows
from the proof of Proposition 3. And the proof for (2) works almost identical to the one for (3),
relying on the fact that a truncation via a geometric distribution is identical to an infinite trajectory
with a discount factor.

E.8 Convergence Results for Popular RL Algorithms

For the next Proposition, consider the following soft Bellmann optimality operator, which has been
shown to be a contraction [20, 51].

(T ∗
λ Vλ) (s) := λ log

(∑
a∈A

exp

(
r(s, a) + γEs′|s,a [Vλ (s

′)]

λ

))
. (22)

Using Equation (22), one can define a standard soft value iteration algorithm (see Algorithm 3 in
Appendix D). We show soft value iteration satisfies Assumption 3.2.

Proposition 5. Algorithm 3 converges, such that
∥∥∥π∗

x,ξ − πo
x,ξ

∥∥∥2
∞
≤ δ2 after T iterations, where

T = O(log 1/δ).

Proof. From [49][Lemma 24] we have

∥πo − π∗∥∞ ≤ ∥πo − π∗∥1 ≤
1

λ

∥∥QT
λ −Q∗

λ

∥∥
∞ .

Moreover
1

λ

∥∥QT
λ −Q∗

λ

∥∥
∞ ≤

1

λ

∥∥V T
λ − V ∗

λ

∥∥
∞ ≤

γT

λ
∥V ∗

λ ∥ ≤
γT

λ(1− γ)

(
R+ λ log |A|

)
,

where we use the contraction property shown in [20, 51] and the fact that we instantiate Vλ with 0,
such that no value iterate can ever be larger than higher than

(
R+ λ log |A|

)
. The claim follows

from δ ≤ O(γT ).
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As soft value iteration assumes knowledge of the transition function and scales badly when the state
and action space are large, in practice stochastic methods such as soft Q-learning are used instead.
For this method, consider the soft Bellman state-action optimality operator [3, 30]:

(T ∗
λ Qλ) (s, a) := r(s, a) + γEs′∼P (·|s,a)

[
λ log

(∑
a′∈A

exp

(
Qλ(s, a

′)

λ

))]
. (23)

We can use Equation (23) to run soft Q-learning, as described in Algorithm 4 in Appendix D.
Equivalently to soft value iteration, we can show soft Q-learning satisfies Assumption 3.2.
Proposition 6. Let πB be sufficiently exploratory, such that the induced Markov chain is ergodic.

Then soft Q-learning converges, such that Eo

[∥∥∥π∗
x,ξ − πo

x,ξ

∥∥∥2
∞

]
≤ δ2 after T iterations, where

T = O( log(1/δ)δ2 ).

We use the following Theorem from [54] to prove our claim:

Theorem [54] Let x ∈ Rd, and F : Rd → Rd be an operator. We use Fi to denote the i ’th entry of F .
We consider the following stochastic approximation scheme that keeps updating x(t) ∈ Rd starting
from x(0) being the all zero vector,

xi(t+ 1) = xi(t) + αt (Fi(x(t))− xi(t) + w(t)) for i = it,
xi(t+ 1) = xi(t) for i ̸= it,

where it ∈ {1, . . . , d} is a stochastic process adapted to a filtration Ft, and w(t) is some noise.
Assume the following:

Assumption 1 (Contraction) (a) Operator F is γ contraction in ∥·∥∞, i.e. for any x, y ∈ Rd,
∥F (x)− F (y)∥∞ ≤ γ ∥x− y∥∞. (b) There exists some constant C > 0 s.t. ∥F (x)∥∞ ≤ γ ∥x∥∞ +
C,∀x ∈ Rd.

Assumption 2 (Martingale Difference Sequence) w(t) is Ft+1 measurable and satisfies Ew(t) | Ft =
0 . Further, |w(t)| ≤ w̄ almost surely for some constant w̄.

Assumption 3 (Sufficient Exploration) There exists a σ ∈ (0, 1) and positive integer, τ , such that, for
any i ∈ N and t ≥ τ,P (it = i | Ft−τ ) ≥ σ.

Suppose Assumptions 1,2 and 3 hold. Further, assume there exists constant x̄ ≥ ∥x∗∥∞ s.t.
∀t, ∥x(t)∥∞ ≤ x̄ almost surely. Let the step size be αt = h

t+t0
with t0 ≥ max(4h, τ), and

h ≥ 2
σ(1−γ) . Then, with probability at least 1− δ,

∥x(T )− x∗∥∞ ≤
12ϵ̄

1− γ

√
(τ + 1)h

σ

√√√√ log
(

2(τ+1)T 2n
δ

)
T + t0

+
4

1− γ
max

(
16ϵ̄hτ

σ
, 2x̄ (τ + t0)

)
1

T + t0
,

where ϵ̄ = 2x̄+ C + w̄.

Proof. Our algorithm can be seen as a stochastic approximation scheme where we update Q asyn-
chronously just like x above in the following way

Qst,at
(t+ 1) = Qst,at

(t) + αt (Fst,at
(Q(t))−Qst,at

(t) + wt)
Qs,a(t+ 1) = Qs,a(t) for s, a ̸= st, at,

where

Fst,at
(Q) = r(s, a) + γEs′∼P (·|s,a)

[
λ log

(∑
a′∈A

exp

(
Q(s, a′)

λ

))]
,

and the errors:

wt =r(st, at) + γλ log

(∑
a′∈A

exp

(
Qλ(st+1, a

′)

λ

))

− r(st, at) + γEs′∼P (·;st,at)

[
λ log

(∑
a′∈A

exp

(
Qλ(st+1, a

′)

λ

))]
.
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We now show that F satisfies the assumptions of the Theorem from [54] and use the result to prove
our own claim.

In the following we let Ft be the σ–algebra generated by the random variables (s0, a0, · · · , st, at).
First we restate the following identity from [51]

T ∗
λ (Q)(s, a) = r(s, a) + γEs′∼P (·|s,a)

[
λ log

(∑
a′∈A

exp

(
Q(s, a′)

λ

))]
= r(s, a) + γEs′∼P (·|s,a)

[
max
π
⟨Q(·, s′), π⟩+ λH(π; s′)

]
.

We use it to show that T ∗
λ is a contraction. Indeed we have:

∥T ∗
λ (Q1)− T ∗

λ (Q2)∥∞

=

∣∣∣∣∣
∣∣∣∣∣r(s, a) + γmax

π

∑
s′

P (s′; s, a) (⟨Q1(·, s′), π⟩+ λH(π; s′))

− r(s, a)− γmax
π

∑
s′

P (s′; s, a) (⟨Q2(·, s′), π⟩+ λH(π; s′))

∣∣∣∣∣
∣∣∣∣∣
∞

≤γ
∥∥∥∥∥max

π

∑
s′

P (s′; s, a) (⟨Q1(·, s′), π⟩ − ⟨Q2(·, s′), π⟩)
∥∥∥∥∥
∞

≤γ ∥Q1 −Q2∥∞ .

Moreover, it holds that
F (Q) ≤ R+ γ ∥Q∥∞ + λ log |A|.

So we can set C = R+ λ log |A|
Next we note that wt is Ft+1−measurable (it depends on st+1) and that

E[wt|Ft] = 0.

Moreover w(t) is bounded by w = 2γ(R+λ log |A|)
1−γ .

Further we have assumed that the behavioural policy πB is sufficiently exploratory. Let µ̃ be the
corresponding stationary distribution, µmin = infs,a µ̃(s, a) and tmix the mixing time. Then [54]
show that for σ = 1

2µmin and τ = ⌈log2( 2
µmin

)⌉tmix it holds that

∀s ∈ S, a ∈ A,∀t ≥ τ : P(st, at = s, a|Ft−τ ) ≥ σ. (24)

Moreover, we note that Q(t) and Q∗
λ are bound by x = R+λ log |A|

1−γ .

Using the Theorem from [54] we thus have the following result:

Let αt =
h

t+t0
with t0 ≥ max

(
4h,
⌈
log2

2
µmin

⌉
tmix

)
and h ≥ 4

µmin(1−γ) . Then, with probability at
least 1− p,

∥Q(T )−Q∗
λ∥∞ ≤

≤ 60(R̄+ λ log |A|)
(1− γ)2

√√√√2
(⌈

log2
2

µmin

⌉
tmix + 1

)
h

µmin

√√√√√ log

(
2
(⌈

log2
2

µmin

⌉
tmix+1

)
T 2|S∥A|

p

)
T + t0

+
4(R̄+ λ log |A|)

(1− γ)2
max

160h
⌈
log2

2
µmin

⌉
tmix

µmin
, 2

(⌈
log2

2

µmin

⌉
tmix + t0

) 1

T + t0
.
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We denote the bound above by (A). Let us choose p = δ2.6 With probability p, ∥Q(T )−Q∗
λ∥∞ is

not bounded by (A). However, it is always upper bounded by 2(R̄+λ log(|A|))
1−γ .

Setting T = O( log(1/δ)δ2 ) , we get

(A) =O

√ log
(
T 2

δ2

)
T

+
1

T


=O

√ log
(
T
δ

)
T



=
T=

log(1/δ)

δ2

O


√√√√√√ log

(
log(1/δ)

δ2

δ

)
log(1/δ)

δ2



=O

δ

√√√√ log
(

log(1/δ)
δ3

)
log (1/δ)


=O

(
δ

√
−3 log (δ) + log (log (1/δ))

log (1/δ)

)

=O
(
δ

√
−3 log (δ)
− log (δ)

+
log (log (1/δ))

log (1/δ)

)
.

Since δ < 1, log(1/δ) > 0 and for x > 0 it holds that log(x)
x < 1/e, such that we get:

(A)≤O
(
δ

√
3 +

1

e

)
=O (δ) .

Using [49][Lemma 24], we arrive at:

Eo

[
∥πo − π∗∥2∞

]
≤4Eo

[∥∥QT
λ −Q∗

λ

∥∥2
∞

]
≤4
(
(1− p)(A)2 + p

(
2(R̄+ λ log(|A|))

1− γ

)2
)

=O(δ2).

A popular class of RL algorithms are policy gradient methods such as REINFORCE [68]. For the
entropy-regularised problem, it generally makes sense to choose a softmax parametrization for the
policy, as we know π∗

x,ξ(s; a) ∝ exp(Q∗
λ,x,ξ(s, a)/λ) [49]. We defer the details to Algorithm 6 in

Appendix D and present the following convergence result, which shows using vanilla policy gradient
for the lower level also fulfills Assumption 3.2—at least asymptotically.
Proposition 7. Vanilla policy gradient with softmax parameterization converges, such that
∀δ, ∃T, ∀t ≥ T :

∥∥∥π∗
x,ξ − πo

t,x,ξ

∥∥∥ ≤ δ2, where πo
t,x,ξ is the computed policy after t iterations.

6Note that δ < 1, as it represents the distance between two softmax policies under the supremum norm.
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Proof. As in most proofs we drop the subscripts for x, ξ. The proof is an adaptation of the one
presented in [49][Lemma 16]. We denote by πt the iterates of the policies of the algorithm and by
V πt

λ (µ) the corresponding value function with starting distribution µ. It can be shown that V π
λ is

s-smooth for some s [49]. Choosing a stepsize of 1/s, we have that the value functions increase
monotonically, i.e.

∀t : V πt+1

λ (µ) ≥ V πt

λ (µ).

At the same time, it holds that:

V πt

λ (µ) ≤ R+ λ logA
1− γ

.

By monotone convergence it thus follows that V πt

λ (µ) → V ∗
λ (µ), where V ∗

λ (µ) is the maximum
possible value.

Since πt ∈ ∆(A)|S| and ∆(A)|S| is compact it follows that {πt}t has a convergent subsequence
{πtk}k. Denote by π∗ the limit of this subsequence. It has to hold that V π∗

λ (µ) = V ∗
λ (µ) and thus

π∗ is the optimal policy.

Now assume that {πt}t does not converge to π∗. In that case

∃ϵ,∀t, ∃t′ ≥ t : ∥π∗ − πt′∥∞ > ϵ.

Note that due to entropy regularization V ∗
λ (µ) is the unique maximum. This means that

∃κ : max{V π
λ | ∥π − π∗∥∞ ≥ ϵ}+ κ < V ∗

λ .

It follows then that
∀t, ∃t′ ≥ t :

∥∥∥V π∗

λ − V
πt′
λ

∥∥∥
∞

> κ,

which implies V πt

λ (µ) does not converge to V ∗—a contradiction to our conclusion above. It therefore
has to hold that πt → π∗.

The asymptotic guarantee of Vanilla Policy Gradient can be improved to non-asymptotic by using
Natural Policy Gradient, as introduced by [42]. We restate the following result from [12].
Proposition 8 (Linear convergence of exact entropy-regularized NPG, [12]). For any learning rate
0 < η ≤ (1− γ)/τ , the entropy-regularized NPG updates (18) satisfy∥∥∥Q⋆

λ −Q
(t+1)
λ

∥∥∥
∞
≤ C1γ(1− ηλ)t∥∥∥log π⋆

λ − log π(t+1)
∥∥∥
∞
≤ 2C1λ

−1(1− ηλ)t,

for all t ≥ 0, where

C1 :=
∥∥∥Q⋆

λ −Q
(0)
λ

∥∥∥
∞

+ 2λ

(
1− ηλ

1− γ

)∥∥∥log π⋆
λ − log π(0)

∥∥∥
∞

.

F Implementation Details

F.1 Baseline Algorithms

F.1.1 Adaptive Model Design [15]

As noted in Section 5, the Adaptive Model Design (AMD) algorithm [15] was proposed for the Regu-
larized Markov Design (RMD) problem which is a special case of Contextual Bilevel Reinforcement
Learning. In particular, when Pξ is a Dirichlet distribution CB-RL reduces to the RMD problem.
To account for this difference, we modify the AMD algorithm (Algorithm 2 in [15]) as described
in Algorithm 9. We denote the upper-level reward and value functions with the superscript u in the
algorithm.

F.1.2 Zero-Order Algorithm

Algorithm 10 defines the zero-order gradient estimation algorithm described in Section 5. We
parametrize the perturbation constant to decrease with the number of iterations such as ut =

C
t where

C is a positive constant.
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Algorithm 9 (Modified) Adaptive Model Design

Input: Iterations T , Inner iterations: K, Learning rate α, Regularization λ, gradient of the
pre-learned model ∇x logP , gradient of the reward function∇xr
Initialize x0, Q0,∇xQ0, and Q̃0

for t = 0 to T − 1 do
ξ ∼ Pξ

for k = 0 to K − 1 do
πxt,ξ ← exp(λQk(s, ·))
Calculate Vk,∇xt

Vk, V
U
k ,∇xt

Ak, A
u
k , Ṽk

Qk+1 ← Tr,γ(Vk)
∇xt

Qk+1 = T∇xtr,γ
(∇xt

Vk + Vk∇xt
logP )

Qu
k+1 = Tru,γu

(V u
k )

Q̃k+1 ← T∇xtr
u+λAu

k∇xtAk
(Ṽk + V u

k ∇xt
logP )

end for
Set d̂F

dx = ṼK

xt+1 ← xt + α d̂F
dx

Reinitialize Q0 ← QK ,∇xQ0 ← ∇xQK , and Q̃0 ← Q̃K

end for
Output: Optimised parameter xT

Algorithm 10 Zero-Order Algorithm

Input: Iterations T , Learning rate α, Regularization λ
Initialize x0

for t = 0 to T − 1 do
ξ ∼ Pξ

Sample z ∼ N(0, Idx
)

πo
xt,ξ
← OraclePolicy(xt, ξ)

πo
xt+ut∗z,ξ ← OraclePolicy(xt + zut, ξ)

Set d̂F
dx =

f(x+ut∗z,π∗
x+ut∗z,ξ,ξ)−f(x,π∗

x,ξ,ξ)

ut
z

xt+1 ← xt + α d̂F
dx

end for
Output: x̂T ∼ U({x0, . . . , xT−1})

F.2 Four Rooms

F.2.1 Implementation Details

We parametrize the penalty function r̃ as the softmax transformation of x ∈ Rds+1 where the i-th
entry of x corresponds to the i-th cell in the state space S and the additional dimension ds +1 is used
to allocate the penalties not effective and also excluded from the penalty term received by the leader
at the end of each episode. In particular,

r̃(s, a) = −0.2 ∗ softmax(s;x),

where softmax(s;x) denotes the value of the softmax transformation of x at the entry corresponding
to the state s. Note that this parametrization explicitly restricts the maximum available budget for
penalties to −0.2.

F.2.2 Hyperparameters

For the upper-level optimization problem, we use gradient norm clipping of 1.0. The learning
rate for each algorithm has been chosen as the best performing one from [1.0, 0.5, 0.1, 0.05, 0.01]
individually. Additionally, we tune the parameter C for the Zero-order algorithm on the values
[0.1, 0.5, 1.0, 2.0, 5.0]. For Hyper Policy Gradient Descent, we sample 10, 000 environment steps for
each gradient calculation.
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F.2.3 Additional Figures
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Figure 4: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.001 and β = 3.0
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Figure 5: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.001 and β = 5.0
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Figure 6: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.003 and β = 1.0
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Figure 7: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.003 and β = 3.0
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Figure 8: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.003 and β = 5.0
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Figure 9: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.005 and β = 1.0
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Figure 10: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.005 and β = 3.0
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Figure 11: Upper-level objective values, F , over the number of outer iterations for hyperparameters
λ = 0.005 and β = 5.0

56

127424https://doi.org/10.52202/079017-4046



G1

G2

S

+1

HPGD

G1

G2

S

+1

AMD

G1

G2

S

+1

Zero-order

−10−1

−10−2

−10−3

0

Figure 12: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.001 and
β = 3.0
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Figure 13: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.001 and
β = 5.0
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Figure 14: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.003 and
β = 1.0
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Figure 15: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.003 and
β = 3.0
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Figure 16: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.003 and
β = 5.0
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Figure 17: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.005 and
β = 1.0
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Figure 18: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.005 and
β = 3.0
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Figure 19: Reward penalties given to the lower-level agent in each state of the Four-Rooms problem
optimized by the HPGD, AMD, and Zero-Order, respectively, for hyperparameters λ = 0.005 and
β = 5.0

F.3 Tax Design for Macroeconomic Models

F.3.1 Implementation Details

In our experiments, we use σ(s) = max(0, log(s/20 + 1)) and ω(s) = min(s, 0) and select the
hyperparameters as θ = 0.1, ϕ = 5.0, ς = 5.0, w = 1.0 and λ = 0.3. We use 3 products in
the simulated economy with unit prices and assume two equal-sized socio-economic groups with
preferences α = (0.6, 0.3, 0.1) and (0.1, 0.7, 0.2). Assets are initialized as s0 ∼ N(0,

√
2) and each

episode is truncated after 200 steps. Both chosen consumption levels and hours worked are discretized
with ranges [0, 5] and [0, 8] and cardinality 5 and 10, respectively. All tax rates are initialized as 0.3
and optimized over the continuous domain [0.0, 2.0].

F.3.2 Effects of lower-level regularization

Figure 20 and Figure 21 shows the results for λ = 0.3 and λ = 0.1, respectively. Changing
the regularization has small effects on the final results and only marginally change the speed of
convergence, especially for the Zero-Order algorithm.

F.4 Computational Costs

We ran our experiments on a shared cluster equipped with various NVIDIA GPUs and AMD EPYC
CPUs. Our default configuration for all experiments was a single GPU with 24 GB of memory, 16
CPU cores, and 4 GB of RAM per CPU core. For all parameter configurations reported in Table 3,
the total runtime of the experiments for HPGD, AMD, and Zero-Order were 17, 40, and 2 hours,
respectively, totaling 59 hours. Our total computational costs including the intermediate experiments
are estimated to be 2-3 times more.
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(a) Performance on the Tax Design problem
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(b) Tax rates over the outer iterations.

Figure 20: Results with λ = 0.3
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Figure 21: Results with λ = 0.1
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our Abstract gives a short overview of our main contributions. Moreover in
the Introduction (Section 1), we state the contributions clearly with bullet points and point
to the relevant sections.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: For all proofs we clearly state the assumptions (see Assumption 3.1 and
Assumption 3.2) we need to make and write the main limitations multiple times in the text.
For the experiments we clearly point to the sensitivity of the regularization parameters.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer:[Yes]
Justification: Our Appendix E contains all proofs to all our statements. For our main theorem
(Theorem 3) we further give a proof sketch in the main paper to help with intuition. Our
Assumptions are clearly stated.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe the main experimental setting in Section 5 while provide details
explanation in Appendix F.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide all code related to the research in this paper at https://github.
com/lasgroup/HPGD.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental details including hyperparameter selection is described in
Appendix F.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the average over 10 random seeds and the corresponding standard
errors for the experimental results reported in Table 3 and on Figure 1b.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report our used resources in Appendix F.4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The authors have reviewed the NeurIPS Code of Ethics and conducted the
research following the guidelines.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work has a theoretical focus without an immediate impact on society.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: To our best knowledge there do not exist such risks for our work.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite all codes and models used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We neither have crowdsourcing experiments nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification:We neither have crowdsourcing experiments nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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