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Abstract

As with many other problems, real-world regression is plagued by the presence
of noisy labels, an inevitable issue that demands our attention. Fortunately, much
real-world data often exhibits an intrinsic property of continuously ordered correla-
tions between labels and features, where data points with similar labels are also
represented with closely related features. In response, we propose a novel approach
named ConFrag, where we collectively model the regression data by transforming
them into disjoint yet contrasting fragmentation pairs. This enables the training
of more distinctive representations, enhancing the ability to select clean samples.
Our ConFrag framework leverages a mixture of neighboring fragments to discern
noisy labels through neighborhood agreement among expert feature extractors.
We extensively perform experiments on six newly curated benchmark datasets of
diverse domains, including age prediction, price prediction, and music production
year estimation. We also introduce a metric called Error Residual Ratio (ERR)
to better account for varying degrees of label noise. Our approach consistently
outperforms fourteen state-of-the-art baselines, being robust against symmetric and
random Gaussian label noise.2.

1 Introduction

Regression is an important task in many disciplines such as finance [Zhang et al., 2017b, Wu et al.,
2020b], medicine [de Vente et al., 2021, Tanaka et al., 2022], economics [Zhang et al., 2022],
physics [Sia et al., 2020, Doi et al., 2022], geography [Liu et al., 2023] and more. However, real-
world regression labels are prone to being corrupted with noise, making it an inevitable problem to
overcome in practical applications. In previous research, noisy label regression has been studied
much in age estimation with noise incurred from Web data crawling [Rothe et al., 2018, Yiming
et al., 2021]. Beyond that, the issues of continuous label errors have also been reported in the tasks of
object detection [Su et al., 2012, Ma et al., 2022] and pose estimation [Geng and Xia, 2014] as well
as measurements in hardware systems [Zhou et al., 2012, Zang et al., 2019].

The vast amount of noisy label learning research has focused more on classification than regression.
Some notable approaches include regularization [Wang et al., 2019, Zhang and Sabuncu, 2018], data
re-weighting [Ren et al., 2018, Shen and Sanghavi, 2019], training procedures [Jiang et al., 2018],
transition matrices [Yao et al., 2020, Xia et al., 2020], contrastive learning [Zhang et al., 2021a, Li
et al., 2022b], refurbishing [Song et al., 2019] and sample selection [Lee et al., 2018, Ostyakov et al.,
2018]. Particularly, sample selection can be further divided into exploring the memorability of neural
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networks [Arpit et al., 2017, Zhang et al., 2017a] and delineating samples via the loss magnitude [Wei
et al., 2020].

To the best of our knowledge, there have been three works that address the noisy label problem for
regression with deep learning. Castells et al. [2020] propose a weighted loss correction method based
on the small loss assumption. Garg and Manwani [2020] propose an ordinal regression-based loss
correction via noise transition matrix estimation. However, they assume that accurate noise rates are
known in prior [Patrini et al., 2017], which are hard to attain in practice. Yao et al. [2022] extend
MixUp [Zhang et al., 2018] for regression to interpolate the proximal samples in the label space to
improve generalization and robustness. Thanks to its regularizing effect, it can aid the noisy label
issue.

In this work, we explore the regression problem with noisy labels, surpassing the scope of previous
studies both empirically and methodologically. For evaluation, we make three notable contributions.
Firstly, recognizing the absence of a standardized benchmark dataset for this task, we take the initiative
to curate six balanced real-world datasets. These datasets span diverse domains, encompassing
age estimation [Niu et al., 2016, Yiming et al., 2021], music production year estimation [Bertin-
Mahieux et al., 2011], and clothing price prediction [Kimura et al., 2021]. Secondly, we conduct
a comprehensive empirical benchmark exercise, evaluating the performance of fourteen baselines,
which are carefully selected from various branches of noisy label research extendable to regression
tasks. Lastly, we introduce a performance measure called Error Residual Ratio (ERR), which accounts
for the unique property of regression, where labels exhibit varying degrees of noise severity.

Methodologically, we introduce the ConFrag (Contrastive Fragmentation) framework as a novel
approach to address label noise in regression. It is rooted in one fundamental characteristic of
regression: the continuous and ordered correlation between the label and feature space. In other
words, data points similar in the feature space are likely to have similar labels. The framework
begins by partitioning the dataset into smaller segments, referred to as fragments, and pairs the most
distant fragments in the label space to form what we call contrastive fragment pairs. Training an
expert network on these contrastive fragment pairs aids in generalization due to the distinctive feature
matching and conversion of closed-set noise into open-set noise, which is less detrimental for learning.
Next, the framework incorporates neighboring relationships by aggregating and reordering the learned
features to detect clean samples. This is accomplished through the design of Mixture [Jacobs et al.,
1991] of neighboring fragments. Furthermore, we enhance our approach with neighborhood jittering
regularization, which strengthens the selection process by improving the data coverage of each expert.
This, in turn, leads to improved agreements among neighboring fragments and serves as an effective
tool for mitigating overfitting. Finally, the contributions of this work can be summarized as follows.

1. We propose a novel method named ConFrag (Contrastive Fragmentation) for noisy labeled
regression. It leverages the inherent orderly relationship within the label and feature space
by employing contrastive fragment pairing and constructs a mixture model based on neigh-
borhood agreement. This is further enhanced by our neighborhood jittering regularization.

2. We perform one of the most thorough empirical investigations into noisy labeled regression
up to date. We assemble six well-balanced benchmarks using datasets of AFAD [Niu
et al., 2016], IMDB-Clean [Yiming et al., 2021], IMDB-WIKI [Rothe et al., 2018], UTK-
Face [Zhifei et al., 2017], SHIFT15M [Kimura et al., 2021], and MSD [Bertin-Mahieux et al.,
2011], on which we evaluate fourteen baselines. We design a metric termed ERR (Error
Residual Ratio), which accounts for the degree of noise severity within the labels, offering a
more comprehensive assessment. Our experiments affirm the superiority of ConFrag over
state-of-the-art noisy label learning baselines.

2 ConFrag: Contrastive Fragmentation

In the noisy label regression problem, we are presented with a dataset denoted as D = {X , Y }; in
each sample (x, y), x ∈ Rd is an input, and y ∈ R is the observed label, which can be possibly noisy.
We use ygt to denote the groundtruth label. The objective of ConFrag is to sample a clean subset of
the data as S ⊂ D. By training on S, we aim to enhance the performance of the regression model.

An overview of our ConFrag framework is shown in Fig. 3(a). The framework has the following steps.
We divide the dataset into what we refer to as contrastive fragment pairs (§ 2.1), which collectively
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fragment f 2 [1-6]

Figure 1: (a) An example of t-SNE illustration of contrastive fragment pairing. The data
with label noise are grouped into six fragments (f ∈ [1-6]) and formed into three contrastive pairs
(f ∈ [1, 4], [2, 5], [3, 6]). Contrastive fragment pairing transforms some of closed-set noise (whose
ground truth is within the target label set) into open-set noise (whose ground truth is not within the
label set). For example, in the [1,4] figure, label noise whose ground truth fragment is either 1 or
4 is closed-set noise, and the others are open-set noise. The t-SNE illustration shows that learned
features of open-set noises tend to reside outside the feature clusters of the clean samples. (b) The
open-set noise is less harmful with much lower errors (MRAE) in the downstream regression. (c)
The contrastive pairing ([1, 4], [2, 5], [3, 6]) is more effective than using all-fragments together ([1-6]),
resulting in much lower MRAE scores. All experiments are based on IMDB-Clean-B with more
details in Appendix G.4–G.5.

enhance the training of the feature extractors (§ 2.2). We then select clean samples S from dataset D
based on neighborhood agreements, utilizing a fragment-based mixture model (§ 2.3). A regression
model is trained on the clean samples S . We also propose neighborhood jittering as a regularizer for
further improved training (§ 2.4). ConFrag is noise rate-agnostic unlike prior methods as it operates
without knowing a pre-defined noise rate.

2.1 Contrastive Fragment Pairing
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<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

D6
<latexit sha1_base64="ybOz/4Hd9z9+ssIHu+/y7GuPo08=">AAADkHicjVHbbtQwEJ00hZbl0qU88mJ1VYkHtMqiXoVQi0BV1acisd1Fdbs4jndrrXPBcSpVkb+QD0D8AfwFYzddWqFVmSjJ+Mw5xx5PXChZmij6GSyEiw8eLi0/aj1+8vTZSvv56kmZV5qLPs9VrocxK4WSmegbaZQYFlqwNFZiEE8/uPrgUuhS5tlnc1WIs5RNMjmWnBmERu3v6zRl5oIzVX+052PyjtB6hgzta0KNVImov9hzjgu/YT3RQmS2/ltKbFOJFeNTSy2lrXuNv1UsoW9nCbV3JHMFnmdkKkpy0LolGG2N2p2ou+tik/S6kY9/kw40cZy3fwCFBHLgUEEKAjIwmCtgUOJzCj2IoEDsDGrENGbS1wVYaKG2QpZABkN0it8Jrk4bNMO18yy9muMuCl+NSgLrqMmRpzF3uxFfr7yzQ+d5197Tne0K/3HjlSJq4ALR+3Q3zP/VuV4MjGHH9yCxp8IjrjveuFT+VtzJya2uDDoUiLk8wbrGnHvlzT0Tryl97+5uma//8kyHujVvuBX8dqfEAc+f6yw5edPtbXR3P2109kkz6mV4CWvwCue5DftwCMfQBx70gkHwNWDhargT7oXvr6kLQaN5AXciPPoDxkDY2g==</latexit>

D5
<latexit sha1_base64="G8hfQsDvUXcetJ4Youx9S2aYSbY=">AAADkHicjVHbTtwwEJ2QXuj2whYeebG6QupDtcpWoIKqClARQn0CqctuhWHrON7FWudSx0FCkb+wH1D1D8pfMHbDAqpWdKIk4zPnHHs8caFkaaLod7AQPnr85Onis9bzFy9fLbVfLx+XeaW56PNc5XoYs1IomYm+kUaJYaEFS2MlBvH0s6sPLoQuZZ59NZeFOE3ZJJNjyZlBaNT+uUZTZs45U/WePRuTT4TWM2Ro3xFqpEpE/c2ecVz4DeuJFiKz9W0psU0lVoxPLbWUth40/lGxhH6cJdTek8wVeJ6RqSjJfuuOYLQxanei7paLDdLrRj7+TTrQxGHe/gUUEsiBQwUpCMjAYK6AQYnPCfQgggKxU6gR05hJXxdgoYXaClkCGQzRKX4nuDpp0AzXzrP0ao67KHw1KgmsoSZHnsbc7UZ8vfLODp3nXXtPd7ZL/MeNV4qogXNEH9LdMP9X53oxMIZN34PEngqPuO5441L5W3EnJ3e6MuhQIObyBOsac+6VN/dMvKb0vbu7Zb7+xzMd6ta84VZw5U6JA54/11ly/L7bW+9uHa13dkgz6kVYhTfwFuf5AXbgAA6hDzzoBYPge8DC5XAz3A53/1IXgkazAvci/HINw+DY2Q==</latexit>

D4
<latexit sha1_base64="GvtDnq6k+MIA8JUvBtPBLlCYkBo=">AAADkHicjVHbThsxEJ1le6HpLYXHvliNkHiook2VqqCqAtSqQjyB1JAgDKnX6wQr3ku9XiS08hf2A6r+QfsXjM0SQFVEZ7W74zPnHHs8caFkaaLod7AUPnj46PHyk9bTZ89fvGy/Wjks80pzMeC5yvUoZqVQMhMDI40So0ILlsZKDOPZZ1cfngtdyjz7Zi4KcZKyaSYnkjOD0Lj9c42mzJxxpuov9nRCPhFaz5GRfUuokSoR9ZE95bjwG9ZTLURm65tSYptKrBifWWopbd1r/KNiCf04T6i9I1ko8DwjU1GSr61bgnF/3O5E3U0X70mvG/n4N+lAE/t5+xdQSCAHDhWkICADg7kCBiU+x9CDCArETqBGTGMmfV2AhRZqK2QJZDBEZ/id4uq4QTNcO8/SqznuovDVqCSwhpoceRpztxvx9co7O3SRd+093dku8B83XimiBs4QvU93zfxfnevFwAQ2fA8Seyo84rrjjUvlb8WdnNzqyqBDgZjLE6xrzLlXXt8z8ZrS9+7ulvn6H890qFvzhlvBX3dKHPDiuc6Tw3fdXr+7edDvbJNm1MvwGt7AOs7zA2zDLuzDAHjQC4bB94CFK+FGuBXuXFGXgkazCnci3LsEwYDY2A==</latexit>

D1
<latexit sha1_base64="ts1N43HXH8KPIczTIxlqpTCwhWM=">AAADkHicjVFdaxQxFL3TUduuX2t99CW4FHyQZUYKtohYsYj4VMHtrjTtmslkt2EzH2YyQhnyC/0BxX9g/4U3Ma2tpdQMM3Puufec5OZmtZKNSZKf0VJ86/ad5ZXV3t179x887D9a22uqVnMx4pWq9CRjjVCyFCMjjRKTWgtWZEqMs8U7lx9/F7qRVfnZHNfioGDzUs4kZwapaf/HOi2YOeJMdTv2cEZeE9qdMxP7nFAjVS66L/aQY+A37OZaiNJ2f1O5DZlMMb6w1FLau9H4W8ty+uocUHtJcq3A1xlZiIa8710QTNNpf5AME7/IVZAGMICwdqv+CVDIoQIOLRQgoASDWAGDBp99SCGBGrkD6JDTiKTPC7DQQ22LVQIrGLIL/M4x2g9sibHzbLya4y4KX41KAuuoqbBOI3a7EZ9vvbNjr/PuvKc72zH+s+BVIGvgCNmbdGeV/6tzvRiYwabvQWJPtWdcdzy4tP5W3MnJha4MOtTIOZxjXiPmXnl2z8RrGt+7u1vm8798pWNdzENtC6fulDjg9N9xXgV7L4bpxnDr08Zgm4RRr8ATeArPcJ4vYRs+wC6MgEdpNI6+RixeizfjN/HbP6VLUdA8hksr/vgbQKLYoQ==</latexit>

D2
<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

P
<latexit sha1_base64="PNNNIkYEgDKNVdhzig30FntODMY=">AAAKDXic3VXLbtNAFL0tjzThlcKSzYhQlEhVFTsPYFGpUpFgWST6QHUb2c4kGcWxrfEYqCx/A3/Cjh1iyw8gIRawhr/gzuC2thNUJ2IDjhJfn3vu9Tl3xrHlOywQzebXpeVLl69cLa2UK9eu37h5q7p6ey/wQm7TXdtzPH5gmQF1mEt3BRMOPfA5NSeWQ/et8bbM77+iPGCe+0Kc+PRoYg5dNmC2KRDqrZaerhmCOX0ancTHfbJJtEoKsInBXHKorROtc4SJiSlGtulET+LjQa+LgGXyaBj3NCx8YET1LAHLskC7sU5yHD3P6UxzWnlOt2HExOBsOBIm595rTDPXcMP6mZ7GpqFmE6Fd6goz1pvEMM4F68UEzxAzJXiGqfkF62eCLSeksZZV2yqmtrWY2s7calsptaY9jrNq3b+3GboFZtu5SK2bn21qI+/E/8rOpb2o00VG6qE7jgxB34jIYnFiI7MqdcMfMWVFntsNksmukxlkPSF3ipBbCbmbI1/kMC17htvUQzqXwUKa9XmmsaBBfabB872X0CItPiUKXsRgayGji3nIi/tPbWSbZVvJKmsQbWc7nL0dX+LrspL6H+lVa82NpjrIdKAlQQ2SY8erfgED+uCBDSFMgIILAmMHTAjwcwgaNMFH7AgixDhGTOUpxFDB2hBZFBkmomP8HeLVYYK6eC17Bqraxrs4+OVYSWANazzkcYzl3YjKh6qzRP/UO1I9pbYTPFtJrwmiAkaIXlR3yixaJ70IGMAj5YGhJ18h0p2ddAnVVKRyknIlsIOPmIz7mOcY26rydM5E1QTKu5ytqfI/FFOi8tpOuCH8lCpxgbX8ck4He/qG1t54/Lxd27qfLPUK3IV7UMf1fAhb8Ax2YBfs0rvS59K30vfy2/L78ofyx9/U5aWk5g5kjvKnX+4kNd0=</latexit>

20 20 20D1
<latexit sha1_base64="ts1N43HXH8KPIczTIxlqpTCwhWM=">AAADkHicjVFdaxQxFL3TUduuX2t99CW4FHyQZUYKtohYsYj4VMHtrjTtmslkt2EzH2YyQhnyC/0BxX9g/4U3Ma2tpdQMM3Puufec5OZmtZKNSZKf0VJ86/ad5ZXV3t179x887D9a22uqVnMx4pWq9CRjjVCyFCMjjRKTWgtWZEqMs8U7lx9/F7qRVfnZHNfioGDzUs4kZwapaf/HOi2YOeJMdTv2cEZeE9qdMxP7nFAjVS66L/aQY+A37OZaiNJ2f1O5DZlMMb6w1FLau9H4W8ty+uocUHtJcq3A1xlZiIa8710QTNNpf5AME7/IVZAGMICwdqv+CVDIoQIOLRQgoASDWAGDBp99SCGBGrkD6JDTiKTPC7DQQ22LVQIrGLIL/M4x2g9sibHzbLya4y4KX41KAuuoqbBOI3a7EZ9vvbNjr/PuvKc72zH+s+BVIGvgCNmbdGeV/6tzvRiYwabvQWJPtWdcdzy4tP5W3MnJha4MOtTIOZxjXiPmXnl2z8RrGt+7u1vm8798pWNdzENtC6fulDjg9N9xXgV7L4bpxnDr08Zgm4RRr8ATeArPcJ4vYRs+wC6MgEdpNI6+RixeizfjN/HbP6VLUdA8hksr/vgbQKLYoQ==</latexit>

D4
<latexit sha1_base64="GvtDnq6k+MIA8JUvBtPBLlCYkBo=">AAADkHicjVHbThsxEJ1le6HpLYXHvliNkHiook2VqqCqAtSqQjyB1JAgDKnX6wQr3ku9XiS08hf2A6r+QfsXjM0SQFVEZ7W74zPnHHs8caFkaaLod7AUPnj46PHyk9bTZ89fvGy/Wjks80pzMeC5yvUoZqVQMhMDI40So0ILlsZKDOPZZ1cfngtdyjz7Zi4KcZKyaSYnkjOD0Lj9c42mzJxxpuov9nRCPhFaz5GRfUuokSoR9ZE95bjwG9ZTLURm65tSYptKrBifWWopbd1r/KNiCf04T6i9I1ko8DwjU1GSr61bgnF/3O5E3U0X70mvG/n4N+lAE/t5+xdQSCAHDhWkICADg7kCBiU+x9CDCArETqBGTGMmfV2AhRZqK2QJZDBEZ/id4uq4QTNcO8/SqznuovDVqCSwhpoceRpztxvx9co7O3SRd+093dku8B83XimiBs4QvU93zfxfnevFwAQ2fA8Seyo84rrjjUvlb8WdnNzqyqBDgZjLE6xrzLlXXt8z8ZrS9+7ulvn6H890qFvzhlvBX3dKHPDiuc6Tw3fdXr+7edDvbJNm1MvwGt7AOs7zA2zDLuzDAHjQC4bB94CFK+FGuBXuXFGXgkazCnci3LsEwYDY2A==</latexit>

D2
<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D5
<latexit sha1_base64="G8hfQsDvUXcetJ4Youx9S2aYSbY=">AAADkHicjVHbTtwwEJ2QXuj2whYeebG6QupDtcpWoIKqClARQn0CqctuhWHrON7FWudSx0FCkb+wH1D1D8pfMHbDAqpWdKIk4zPnHHs8caFkaaLod7AQPnr85Onis9bzFy9fLbVfLx+XeaW56PNc5XoYs1IomYm+kUaJYaEFS2MlBvH0s6sPLoQuZZ59NZeFOE3ZJJNjyZlBaNT+uUZTZs45U/WePRuTT4TWM2Ro3xFqpEpE/c2ecVz4DeuJFiKz9W0psU0lVoxPLbWUth40/lGxhH6cJdTek8wVeJ6RqSjJfuuOYLQxanei7paLDdLrRj7+TTrQxGHe/gUUEsiBQwUpCMjAYK6AQYnPCfQgggKxU6gR05hJXxdgoYXaClkCGQzRKX4nuDpp0AzXzrP0ao67KHw1KgmsoSZHnsbc7UZ8vfLODp3nXXtPd7ZL/MeNV4qogXNEH9LdMP9X53oxMIZN34PEngqPuO5441L5W3EnJ3e6MuhQIObyBOsac+6VN/dMvKb0vbu7Zb7+xzMd6ta84VZw5U6JA54/11ly/L7bW+9uHa13dkgz6kVYhTfwFuf5AXbgAA6hDzzoBYPge8DC5XAz3A53/1IXgkazAvci/HINw+DY2Q==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

D6
<latexit sha1_base64="ybOz/4Hd9z9+ssIHu+/y7GuPo08=">AAADkHicjVHbbtQwEJ00hZbl0qU88mJ1VYkHtMqiXoVQi0BV1acisd1Fdbs4jndrrXPBcSpVkb+QD0D8AfwFYzddWqFVmSjJ+Mw5xx5PXChZmij6GSyEiw8eLi0/aj1+8vTZSvv56kmZV5qLPs9VrocxK4WSmegbaZQYFlqwNFZiEE8/uPrgUuhS5tlnc1WIs5RNMjmWnBmERu3v6zRl5oIzVX+052PyjtB6hgzta0KNVImov9hzjgu/YT3RQmS2/ltKbFOJFeNTSy2lrXuNv1UsoW9nCbV3JHMFnmdkKkpy0LolGG2N2p2ou+tik/S6kY9/kw40cZy3fwCFBHLgUEEKAjIwmCtgUOJzCj2IoEDsDGrENGbS1wVYaKG2QpZABkN0it8Jrk4bNMO18yy9muMuCl+NSgLrqMmRpzF3uxFfr7yzQ+d5197Tne0K/3HjlSJq4ALR+3Q3zP/VuV4MjGHH9yCxp8IjrjveuFT+VtzJya2uDDoUiLk8wbrGnHvlzT0Tryl97+5uma//8kyHujVvuBX8dqfEAc+f6yw5edPtbXR3P2109kkz6mV4CWvwCue5DftwCMfQBx70gkHwNWDhargT7oXvr6kLQaN5AXciPPoDxkDY2g==</latexit>

D6
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Figure 2: The contrastive fragment pairing
algorithm.

In order to sample a clean data subset S ⊂ D, we
need to learn a robust feature that can distinguish
clean samples from noisy ones. As one theoreti-
cal result in [Zhang et al., 2023], the cross-entropy
loss used in classification is better for learning high-
entropy feature representation than the mean squared
loss in regression (see Appendix D.1 for details).
Based on this, we start by discretizing the label space
into F continuous fragments, transforming the origi-
nal regression problem into the multi-class classifica-
tion one. This transformation harnesses an inherent
property of regression: data points with similar la-
bels are also represented with closely related features,
as acknowledged in prior studies [Gong et al., 2022,
Yang et al., 2022b, Yao et al., 2022].

However, instead of training a single feature extractor
on the multi-class classification with F classes, we
construct F/2 maximally contrasting fragment pairs
and train a smaller expert feature extractor for each pair. The procedure of contrastive fragment
pairing is detailed below with an illustration in Fig. 2:

1. Divide the range of continuous labels Y into F even number of equal-length fragments. This
allows to divide the dataset D into F disjoint subsets: D = {D1, ...,DF }, where each Di contains
the data samples whose y values are in the i-th fragment label range.

2. Construct a complete graph g = {D, E}, where each vertex is a fragment Di, and each edge
weight eij is the distance in the label space between the closest samples of the fragments (Di,Dj).

3. Compute all possible perfect matchings [Monfared and Mallik, 2016, Gibbons, 1985], where every
vertex of a graph is incident to exactly one edge in the graph.
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4. Find the perfect matching with the largest minimal edge weight: P = argmaxḡ∈G

(
min ν(ḡ)

)
,

where each ḡ is a perfect matching (graph), and ν(ḡ) is the set of edge weights in ḡ. Finally,
P = {(Di,Dj), . . . , (Dk,Dl)} constitutes the maximally contrasting pairs of fragments.

Motivation behind contrastive fragment pairing. Formulating the multi-class classification
problem into F/2 binary classification problems via contrastive fragment pairing has the following
advantages. Firstly, since the distance between fragments in each contrastive fragment pair is large, the
feature extractor trained on each contrastive pair can generalize better [Shawe-Taylor and Cristianini,
1998, Grønlund et al., 2019, 2020]. Fig. 1(c) shows the generalization abilities of the expert feature
extractors trained on contrastive fragment pairs compared to the single feature extractor trained on all
fragments. When using a single feature extractor on all fragments (all-frags), the samples selected by
the feature extractor tend to become more noisy as the feature extractor overfits, causing the regressor
to perform worse over time. On the other hand, when using multiple feature extractors trained on
contrastive pairs, the performance of the regression model consistently improves, indicating that the
learned features are more robust and the selected samples are cleaner. The large distance between
fragments also explains why contrastive fragment pairing is superior to other fragment pairings, as
shown in § 4.3. The analysis of the prediction depth [Baldock et al., 2021] in Appendix D.3 supports
the claim, as it shows that the binary classification on contrastive fragment pairs results in lower
prediction depth, leading to better generalization.

Secondly, the contrastive fragment pairing transforms some of closed-set label noise (whose ground
truth is within the label set) into open-set label noise (whose ground truth is not within the label
set), as shown in Fig. 1(a). Previous works [Wei et al., 2021, Wan et al., 2024] observe that the
open-set noise is less harmful than the closed-set noise and may even benefit generalization and
robustness against inherent noisy labels. Indeed, in our experiments, we found similar observations
where injecting open-set label noise is less harmful than closed-set one, as shown in Fig. 1(b).

The t-SNE visualization in Fig. 1(a) also supports this observation. Let f and f gt be fragments that
the observed label y and the groundtruth label ygt respectively belong to. Prior to contrastive fragment
pairing, all of the noisy labeled data (f ̸= f gt) are closed-set noise as their ground truth fragment ids
are within the label set (f gt ∈ [1-6]) and their features are located in the feature spaces of incorrect
classes within the group. After contrastive fragment pairing, much of these noisy labeled data is
transformed to open-set noise (f gt /∈ [1, 4] while f ∈ [1, 4] in case of fragment pair [1, 4]), and their
learned features tend to reside outside the feature clusters of the clean samples, thus mitigating the
adverse effects of the noise.

2.2 Training Feature Extractors for Contrastive Pairs

Once we obtain the contrastive fragment pairs P , we train F/2 number of expert feature extractors on
binary classification p(y|x; θi,j) with its respective contrastive pair (Di,Dj) ∈ P , where θi,j denotes
the parameter of an expert. That is, it is trained to predict whether a data x is in Di or Dj . Later, the
feature extractors play a crucial role in determining whether a sample (x, y) is clean.

2.3 Mixture of Neighboring Fragments

With the learned expert feature extractors, the next step is to perform sample selection. Given a
sample (x, y), let f be a fragment close to y and f+ be its contrasting pair. Intuitively, we consider
a sample clean if the expert trained on (Df ,Df+) strongly predicts that x belongs to a fragment f .
However, since the expert feature extractor is a binary classifier only trained using a contrasting pair
of fragments, we utilize all experts’ opinions to obtain a more robust prediction. Specifically, we
deem a sample as clean if the experts exhibit a consensus response (Neighborhood Agreement) for
fragments close to y (Fragment Prior).

Based on this intuition, we formulate Mixture of Experts (MoE) [Jacobs et al., 1991] model, where
the sampling probability of a datapoint (x, y) is defined as

p(s|x, y,D1...F ; Θ) =

F∑
f

ρf (y)αf (x;D1...F ,Θ), (1)

where Θ denotes parameters of all feature extractors, ρf is the fragment prior (mixture weight), and
αf is the neighborhood agreement (a binary vote of whether x belongs to the fragment f ). Based on
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(d) Neighborhood Jittering
D1

<latexit sha1_base64="ts1N43HXH8KPIczTIxlqpTCwhWM=">AAADkHicjVFdaxQxFL3TUduuX2t99CW4FHyQZUYKtohYsYj4VMHtrjTtmslkt2EzH2YyQhnyC/0BxX9g/4U3Ma2tpdQMM3Puufec5OZmtZKNSZKf0VJ86/ad5ZXV3t179x887D9a22uqVnMx4pWq9CRjjVCyFCMjjRKTWgtWZEqMs8U7lx9/F7qRVfnZHNfioGDzUs4kZwapaf/HOi2YOeJMdTv2cEZeE9qdMxP7nFAjVS66L/aQY+A37OZaiNJ2f1O5DZlMMb6w1FLau9H4W8ty+uocUHtJcq3A1xlZiIa8710QTNNpf5AME7/IVZAGMICwdqv+CVDIoQIOLRQgoASDWAGDBp99SCGBGrkD6JDTiKTPC7DQQ22LVQIrGLIL/M4x2g9sibHzbLya4y4KX41KAuuoqbBOI3a7EZ9vvbNjr/PuvKc72zH+s+BVIGvgCNmbdGeV/6tzvRiYwabvQWJPtWdcdzy4tP5W3MnJha4MOtTIOZxjXiPmXnl2z8RrGt+7u1vm8798pWNdzENtC6fulDjg9N9xXgV7L4bpxnDr08Zgm4RRr8ATeArPcJ4vYRs+wC6MgEdpNI6+RixeizfjN/HbP6VLUdA8hksr/vgbQKLYoQ==</latexit>

D2
<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

Jitter coverage

epoch 1

epoch 2

epoch n

D1
<latexit sha1_base64="ts1N43HXH8KPIczTIxlqpTCwhWM=">AAADkHicjVFdaxQxFL3TUduuX2t99CW4FHyQZUYKtohYsYj4VMHtrjTtmslkt2EzH2YyQhnyC/0BxX9g/4U3Ma2tpdQMM3Puufec5OZmtZKNSZKf0VJ86/ad5ZXV3t179x887D9a22uqVnMx4pWq9CRjjVCyFCMjjRKTWgtWZEqMs8U7lx9/F7qRVfnZHNfioGDzUs4kZwapaf/HOi2YOeJMdTv2cEZeE9qdMxP7nFAjVS66L/aQY+A37OZaiNJ2f1O5DZlMMb6w1FLau9H4W8ty+uocUHtJcq3A1xlZiIa8710QTNNpf5AME7/IVZAGMICwdqv+CVDIoQIOLRQgoASDWAGDBp99SCGBGrkD6JDTiKTPC7DQQ22LVQIrGLIL/M4x2g9sibHzbLya4y4KX41KAuuoqbBOI3a7EZ9vvbNjr/PuvKc72zH+s+BVIGvgCNmbdGeV/6tzvRiYwabvQWJPtWdcdzy4tP5W3MnJha4MOtTIOZxjXiPmXnl2z8RrGt+7u1vm8798pWNdzENtC6fulDjg9N9xXgV7L4bpxnDr08Zgm4RRr8ATeArPcJ4vYRs+wC6MgEdpNI6+RixeizfjN/HbP6VLUdA8hksr/vgbQKLYoQ==</latexit>

D2
<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

D1
<latexit sha1_base64="ts1N43HXH8KPIczTIxlqpTCwhWM=">AAADkHicjVFdaxQxFL3TUduuX2t99CW4FHyQZUYKtohYsYj4VMHtrjTtmslkt2EzH2YyQhnyC/0BxX9g/4U3Ma2tpdQMM3Puufec5OZmtZKNSZKf0VJ86/ad5ZXV3t179x887D9a22uqVnMx4pWq9CRjjVCyFCMjjRKTWgtWZEqMs8U7lx9/F7qRVfnZHNfioGDzUs4kZwapaf/HOi2YOeJMdTv2cEZeE9qdMxP7nFAjVS66L/aQY+A37OZaiNJ2f1O5DZlMMb6w1FLau9H4W8ty+uocUHtJcq3A1xlZiIa8710QTNNpf5AME7/IVZAGMICwdqv+CVDIoQIOLRQgoASDWAGDBp99SCGBGrkD6JDTiKTPC7DQQ22LVQIrGLIL/M4x2g9sibHzbLya4y4KX41KAuuoqbBOI3a7EZ9vvbNjr/PuvKc72zH+s+BVIGvgCNmbdGeV/6tzvRiYwabvQWJPtWdcdzy4tP5W3MnJha4MOtTIOZxjXiPmXnl2z8RrGt+7u1vm8798pWNdzENtC6fulDjg9N9xXgV7L4bpxnDr08Zgm4RRr8ATeArPcJ4vYRs+wC6MgEdpNI6+RixeizfjN/HbP6VLUdA8hksr/vgbQKLYoQ==</latexit>

D2
<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

buffer

D1
<latexit sha1_base64="ts1N43HXH8KPIczTIxlqpTCwhWM=">AAADkHicjVFdaxQxFL3TUduuX2t99CW4FHyQZUYKtohYsYj4VMHtrjTtmslkt2EzH2YyQhnyC/0BxX9g/4U3Ma2tpdQMM3Puufec5OZmtZKNSZKf0VJ86/ad5ZXV3t179x887D9a22uqVnMx4pWq9CRjjVCyFCMjjRKTWgtWZEqMs8U7lx9/F7qRVfnZHNfioGDzUs4kZwapaf/HOi2YOeJMdTv2cEZeE9qdMxP7nFAjVS66L/aQY+A37OZaiNJ2f1O5DZlMMb6w1FLau9H4W8ty+uocUHtJcq3A1xlZiIa8710QTNNpf5AME7/IVZAGMICwdqv+CVDIoQIOLRQgoASDWAGDBp99SCGBGrkD6JDTiKTPC7DQQ22LVQIrGLIL/M4x2g9sibHzbLya4y4KX41KAuuoqbBOI3a7EZ9vvbNjr/PuvKc72zH+s+BVIGvgCNmbdGeV/6tzvRiYwabvQWJPtWdcdzy4tP5W3MnJha4MOtTIOZxjXiPmXnl2z8RrGt+7u1vm8798pWNdzENtC6fulDjg9N9xXgV7L4bpxnDr08Zgm4RRr8ATeArPcJ4vYRs+wC6MgEdpNI6+RixeizfjN/HbP6VLUdA8hksr/vgbQKLYoQ==</latexit>

D2
<latexit sha1_base64="9zFvmovdQreMtn7I4VdeWuCEsJY=">AAADkHicjVFdaxQxFL3TqVrXr7U++hK6FHyQZaYUWhGxRRHxqYLbXWnaNZPJbsNmPsxkCmXIL/QHiP9A/4U3Ma2tpdQMM3Puufec5OZmtZKNSZIf0VK8fOv2nZW7vXv3Hzx81H+8ut9UreZixCtV6UnGGqFkKUZGGiUmtRasyJQYZ4s3Lj8+EbqRVfnJnNbisGDzUs4kZwapaf/bOi2YOeZMdW/t0Yy8IrQ7Zyb2OaFGqlx0n+0Rx8Bv2M21EKXt/qZyGzKZYnxhqaW0d6Px15bl9OU5oPaS5FqBrzOyEA1517sgmG5M+4NkmPhFroI0gAGEtVf1vwOFHCrg0EIBAkowiBUwaPA5gBQSqJE7hA45jUj6vAALPdS2WCWwgiG7wO8co4PAlhg7z8arOe6i8NWoJLCOmgrrNGK3G/H51js79jrvznu6s53iPwteBbIGjpG9SXdW+b8614uBGWz7HiT2VHvGdceDS+tvxZ2cXOjKoEONnMM55jVi7pVn90y8pvG9u7tlPv/TVzrWxTzUtvDLnRIHnP47zqtgf2OYbg5ffNwc7JAw6hV4CmvwDOe5BTvwHvZgBDxKo3H0JWLxarwdv453/5QuRUHzBC6t+MNvQwLYog==</latexit>

D3
<latexit sha1_base64="7hggDBAwShPtXn+YtBKydTvnomo=">AAADkHicjVHbbtQwEJ00XMpyW8ojLxarSjygVUIrUYRQi0AI9alIbHdR3S6O491a61xwnEpV5C/kAxB/AH/B2HVLS1UVR0nOnJlz7PFktZKNSZKf0VJ84+at28t3enfv3X/wsP9oZbepWs3FiFeq0pOMNULJUoyMNEpMai1YkSkxzhbvXH58JHQjq/KzOa7FfsHmpZxJzgxS0/73VVowc8iZ6t7bgxl5Q2h3xkzsc0KNVLnovtgDjoHfsJtrIUrb/U3lNmQyxfjCUktp71rjby3L6eszQO0FyZUCX2dkIRryoXdOMF2b9gfJMPGLXAZpAAMIa6fq/wAKOVTAoYUCBJRgECtg0OCzBykkUCO3Dx1yGpH0eQEWeqhtsUpgBUN2gd85RnuBLTF2no1Xc9xF4atRSWAVNRXWacRuN+LzrXd27FXenfd0ZzvGfxa8CmQNHCJ7ne608n91rhcDM9jwPUjsqfaM644Hl9bfijs5OdeVQYcaOYdzzGvE3CtP75l4TeN7d3fLfP6Xr3Ssi3mobeG3OyUOOP13nJfB7othuj589Wl9sEXCqJfhCTyFZzjPl7AFH2EHRsCjNBpHXyMWr8Qb8Wb89qR0KQqax3Bhxdt/AEVi2KM=</latexit>

original

✓1,4
<latexit sha1_base64="7L0ST9NJAfXUySlUjrmrQZRHHwM=">AAAKyXic3VXbbtNAEJ22XIK5tfDIy6pVUSJFVexcAKFKlYoQEi9FohfUbaO1s0mWOnZqr6HF2id+gFf4McQfwF8wu7hpnLZyU14QjpKMZ84ZnzO7ybpDX8SyVvsxMzt37fqNm6Vb1u07d+/dn194sBWHSeTxTS/0w2jHZTH3RcA3pZA+3xlGnA1cn2+7B+u6vv2BR7EIg7fyeMj3BqwXiK7wmMRUe6E0t0wHTPY95qcv1H6XrBKajjI7qkqoFH6Hp+/Uvoc35olpL+I8UOlpqaOyiusz70BRRalV2PgwYR36fBRQlaNcSDA4KQY8Ji9zjHbDFLSkY5SEDezxhEeoCMiuXSV2c29CXbuFCZehM9W2kfiYpuXxzkjKPahSJbm6k683J+v1fL1VoYrQSPT6kkVR+BGLIqBBUh5pqKxmA8X14oFkyqkRM9MM4BSLPCPCKTAxrUhnJNL1E67svMJ6scL6tAqbUyqsjynU+zKvMPj7hW4VzLBZpDCYnOHYxtxQ/+hOtJZ5O222sDz2q9nHvwN+JFNXqEx3bvRlOuwLo15/NyokV62Sc8BOBm5eBlzPwK0JcJG9cdnnWh3t9qkMXkqzM800rmjQOdfg6WbLYKmtToAyuozB+pWMXs3DpLj/1Ea+Wb6VZrnddD3fYXS86SO46PQ8PcfxBKWyzyVDSdWGstrzS7WVmrnI2cDOgiXIro1w/jtQ6EAIHiQwAA4BSIx9YBDjaxdsqMEQc3uQYi7CSJg6BwUWchNEcUQwzB7gZw/vdrNsgPe6Z2zYHj7Fx3eETALLyAkRF2Gsn0ZMPTGddfai3qnpqbUd47eb9RpgVkIfs0W8E+RledqLhC48NR4EehqajHbnZV0SMxWtnIy5kthhiDkdd7AeYewZ5smcieHExrueLTP1nwaps/rey7AJ/NIqcYHtyeU8G2w5K3Zj5dmbxtLaYrbUJXgEi1DG9XwCa/AKNmATvNL70pfS19I367V1aB1Zn/5AZ2cyzkPIXdbn32vbdjk=</latexit>

✓2,5
<latexit sha1_base64="FCTqqLoYSCcGAe5nTPYC8vbRWJ8=">AAAKyXic3VXbbtNAEJ22XIK5tfDIy6pVUSJFVexcAKFKlYoQEi9FohfUbaO1s0lMHTu119Bi7RM/wCv8GOIP4C+YXbZpnLZyU14QjpKMZ84ZnzO7ybrDwE9ErfZjZnbu2vUbN0u3rNt37t67P7/wYCuJ0tjjm14URPGOyxIe+CHfFL4I+M4w5mzgBnzbPVhX9e0PPE78KHwrjod8b8B6od/1PSYw1V4ozS3TARN9jwXZC7nfJauEZqPMjqwSKvygw7N3ct/DG/3ErBdzHsrstNSRpuIGzDuQVFJqFTY+TFmHPh8FVOYoFxI0TvgDnpCXOUa7oQtK0jFKwgb2eMIj1A/Jrl0ldnNvQl27hQmXoTPZtpH4mGbl8c5Iyj2oUiW5upOvNyfr9Xy9VaGS0Njv9QWL4+gjFv2Qhml5pKGyagaK68VDwaRTI3qmBuAUizwjwikwMa1IZyTSDVIu7bzCerHC+rQKm1MqrI8pVPsyrzD8+4VuFcywWaQwnJzh2MbckP/oTrSWeTtrtrA89qvZx78DfiQy15dGd270ZTrs+1q9+m5USK5aJeeAHQNuXgZcN+DWBLjI3rjsc62OdvtUBi+l2ZlmGlc06Jxr8HSzGVhmyxOgiC9jsH4lo1fzMCnuP7WRb5ZvpVhuN1vPdxgdb+oILjo9T89xPEGp6HPB2plTbUqrPb9UW6npi5wNbBMsgbk2ovnvQKEDEXiQwgA4hCAwDoBBgq9dsKEGQ8ztQYa5GCNf1zlIsJCbIoojgmH2AD97eLdrsiHeq56JZnv4lADfMTIJLCMnQlyMsXoa0fVUd1bZi3pnuqfSdozfruk1wKyAPmaLeCfIy/KUFwFdeKo9+OhpqDPKnWe6pHoqSjkZcyWwwxBzKu5gPcbY08yTORPNSbR3NVum6z81UmXVvWewKfxSKnGB7cnlPBtsOSt2Y+XZm8bS2qJZ6hI8gkUo43o+gTV4BRuwCV7pfelL6Wvpm/XaOrSOrE9/oLMzhvMQcpf1+TdwoXY7</latexit>

✓3,6
<latexit sha1_base64="cbQKwvDIIllVZ1jvTi2QroO+H7E=">AAALH3ic3VXLbtNAFJ3yDObVwpLNqFVQIkVV7DygQpUqFVUsi0Rf6jTW2JkkVh3b2GOgsuZj+BN27BA71B9AsIJP4M7EdeK0lZOyQUyU+M4999455844YwWuE/F6/XTh2vUbN2/dLt3R7t67/+Dh4tKj3ciPQ5vt2L7rh/sWjZjreGyHO9xl+0HI6NBy2Z51vCnxvXcsjBzfe8NPAnY0pH3P6Tk25eAyl0oHZTKkfGBTN3kpOj28jkmSefZFDRPuuF2WHIiODRO1YtIPGfNEMoa6IkUsl9rHgghCtMLCb2PaJS8yg4hcyqUJKo47QxbhrVyG2VSApHQClKCAPumwMXE8fKjXsN46mmJntsFhUVAmTB0Sn5KkMlkZknILVWs4hxt5vDWNN/J4u0oEJqHTH3Aahv57AB2PeHEl41BdTxsK+8U8ToVRx6qnaYBRTPIcCaNAxLwkjYyk5cZM6HmGjWKGjXkZtuZk2JhgKM9lnqH39xvdLuhhq4ihN93DiYO5Lf7Rk6iVmZm02gBPvDUd+DtgH3hiOSLlnWt9hQQDR7GXz2YV59AaviDYSINbswQ30uD2VHCRvEnaF0rNTvtcAmfibMzTjSsKNC4UOD5saViii7NAHs4isHEloVfTME3uP5WRL5YvJbOsXrKZr5Bdb/IKLro9x/e4ukETraxj0vX56Bod35swYZyaPXhSNxiMrCgemklvHRRs4RGMM5TwgfQkjVobCgedsBJVNU0zF1fqq2tytLC+WlfjvLGC0rHtL35DBHWRj2wUoyFiyEMcbBdRFMHnEOmojgLwHaEEfCFYjsIZEkiD3BiiGERQ8B7Dbx9mh6nXg7msGalsG1Zx4RtCJkZlyPEhLgRbroYVHqvK0ntZ7UTVlNxO4GmltYbg5WgA3qK8s8hZ86QWjnroudLggKZAeaQ6O60Sq65I5nhCFYcKAfik3QU8BNtWmWd9xionUtplb6nCf6hI6ZVzO42N0U/JEjb48n3NjF1jVW+urr1urmwsp1tdQk/QMqrAfj5DG+gV2kY7yC59Kn0v/Sr91j5qn7Uv2tdR6LWFNOcxyg3t9A+oYJU3</latexit>

D6
<latexit sha1_base64="ybOz/4Hd9z9+ssIHu+/y7GuPo08=">AAADkHicjVHbbtQwEJ00hZbl0qU88mJ1VYkHtMqiXoVQi0BV1acisd1Fdbs4jndrrXPBcSpVkb+QD0D8AfwFYzddWqFVmSjJ+Mw5xx5PXChZmij6GSyEiw8eLi0/aj1+8vTZSvv56kmZV5qLPs9VrocxK4WSmegbaZQYFlqwNFZiEE8/uPrgUuhS5tlnc1WIs5RNMjmWnBmERu3v6zRl5oIzVX+052PyjtB6hgzta0KNVImov9hzjgu/YT3RQmS2/ltKbFOJFeNTSy2lrXuNv1UsoW9nCbV3JHMFnmdkKkpy0LolGG2N2p2ou+tik/S6kY9/kw40cZy3fwCFBHLgUEEKAjIwmCtgUOJzCj2IoEDsDGrENGbS1wVYaKG2QpZABkN0it8Jrk4bNMO18yy9muMuCl+NSgLrqMmRpzF3uxFfr7yzQ+d5197Tne0K/3HjlSJq4ALR+3Q3zP/VuV4MjGHH9yCxp8IjrjveuFT+VtzJya2uDDoUiLk8wbrGnHvlzT0Tryl97+5uma//8kyHujVvuBX8dqfEAc+f6yw5edPtbXR3P2109kkz6mV4CWvwCue5DftwCMfQBx70gkHwNWDhargT7oXvr6kLQaN5AXciPPoDxkDY2g==</latexit>

D5
<latexit sha1_base64="G8hfQsDvUXcetJ4Youx9S2aYSbY=">AAADkHicjVHbTtwwEJ2QXuj2whYeebG6QupDtcpWoIKqClARQn0CqctuhWHrON7FWudSx0FCkb+wH1D1D8pfMHbDAqpWdKIk4zPnHHs8caFkaaLod7AQPnr85Onis9bzFy9fLbVfLx+XeaW56PNc5XoYs1IomYm+kUaJYaEFS2MlBvH0s6sPLoQuZZ59NZeFOE3ZJJNjyZlBaNT+uUZTZs45U/WePRuTT4TWM2Ro3xFqpEpE/c2ecVz4DeuJFiKz9W0psU0lVoxPLbWUth40/lGxhH6cJdTek8wVeJ6RqSjJfuuOYLQxanei7paLDdLrRj7+TTrQxGHe/gUUEsiBQwUpCMjAYK6AQYnPCfQgggKxU6gR05hJXxdgoYXaClkCGQzRKX4nuDpp0AzXzrP0ao67KHw1KgmsoSZHnsbc7UZ8vfLODp3nXXtPd7ZL/MeNV4qogXNEH9LdMP9X53oxMIZN34PEngqPuO5441L5W3EnJ3e6MuhQIObyBOsac+6VN/dMvKb0vbu7Zb7+xzMd6ta84VZw5U6JA54/11ly/L7bW+9uHa13dkgz6kVYhTfwFuf5AXbgAA6hDzzoBYPge8DC5XAz3A53/1IXgkazAvci/HINw+DY2Q==</latexit>

D4
<latexit sha1_base64="GvtDnq6k+MIA8JUvBtPBLlCYkBo=">AAADkHicjVHbThsxEJ1le6HpLYXHvliNkHiook2VqqCqAtSqQjyB1JAgDKnX6wQr3ku9XiS08hf2A6r+QfsXjM0SQFVEZ7W74zPnHHs8caFkaaLod7AUPnj46PHyk9bTZ89fvGy/Wjks80pzMeC5yvUoZqVQMhMDI40So0ILlsZKDOPZZ1cfngtdyjz7Zi4KcZKyaSYnkjOD0Lj9c42mzJxxpuov9nRCPhFaz5GRfUuokSoR9ZE95bjwG9ZTLURm65tSYptKrBifWWopbd1r/KNiCf04T6i9I1ko8DwjU1GSr61bgnF/3O5E3U0X70mvG/n4N+lAE/t5+xdQSCAHDhWkICADg7kCBiU+x9CDCArETqBGTGMmfV2AhRZqK2QJZDBEZ/id4uq4QTNcO8/SqznuovDVqCSwhpoceRpztxvx9co7O3SRd+093dku8B83XimiBs4QvU93zfxfnevFwAQ2fA8Seyo84rrjjUvlb8WdnNzqyqBDgZjLE6xrzLlXXt8z8ZrS9+7ulvn6H890qFvzhlvBX3dKHPDiuc6Tw3fdXr+7edDvbJNm1MvwGt7AOs7zA2zDLuzDAHjQC4bB94CFK+FGuBXuXFGXgkazCnci3LsEwYDY2A==</latexit>

D6
<latexit sha1_base64="ybOz/4Hd9z9+ssIHu+/y7GuPo08=">AAADkHicjVHbbtQwEJ00hZbl0qU88mJ1VYkHtMqiXoVQi0BV1acisd1Fdbs4jndrrXPBcSpVkb+QD0D8AfwFYzddWqFVmSjJ+Mw5xx5PXChZmij6GSyEiw8eLi0/aj1+8vTZSvv56kmZV5qLPs9VrocxK4WSmegbaZQYFlqwNFZiEE8/uPrgUuhS5tlnc1WIs5RNMjmWnBmERu3v6zRl5oIzVX+052PyjtB6hgzta0KNVImov9hzjgu/YT3RQmS2/ltKbFOJFeNTSy2lrXuNv1UsoW9nCbV3JHMFnmdkKkpy0LolGG2N2p2ou+tik/S6kY9/kw40cZy3fwCFBHLgUEEKAjIwmCtgUOJzCj2IoEDsDGrENGbS1wVYaKG2QpZABkN0it8Jrk4bNMO18yy9muMuCl+NSgLrqMmRpzF3uxFfr7yzQ+d5197Tne0K/3HjlSJq4ALR+3Q3zP/VuV4MjGHH9yCxp8IjrjveuFT+VtzJya2uDDoUiLk8wbrGnHvlzT0Tryl97+5uma//8kyHujVvuBX8dqfEAc+f6yw5edPtbXR3P2109kkz6mV4CWvwCue5DftwCMfQBx70gkHwNWDhargT7oXvr6kLQaN5AXciPPoDxkDY2g==</latexit>

D5
<latexit sha1_base64="G8hfQsDvUXcetJ4Youx9S2aYSbY=">AAADkHicjVHbTtwwEJ2QXuj2whYeebG6QupDtcpWoIKqClARQn0CqctuhWHrON7FWudSx0FCkb+wH1D1D8pfMHbDAqpWdKIk4zPnHHs8caFkaaLod7AQPnr85Onis9bzFy9fLbVfLx+XeaW56PNc5XoYs1IomYm+kUaJYaEFS2MlBvH0s6sPLoQuZZ59NZeFOE3ZJJNjyZlBaNT+uUZTZs45U/WePRuTT4TWM2Ro3xFqpEpE/c2ecVz4DeuJFiKz9W0psU0lVoxPLbWUth40/lGxhH6cJdTek8wVeJ6RqSjJfuuOYLQxanei7paLDdLrRj7+TTrQxGHe/gUUEsiBQwUpCMjAYK6AQYnPCfQgggKxU6gR05hJXxdgoYXaClkCGQzRKX4nuDpp0AzXzrP0ao67KHw1KgmsoSZHnsbc7UZ8vfLODp3nXXtPd7ZL/MeNV4qogXNEH9LdMP9X53oxMIZN34PEngqPuO5441L5W3EnJ3e6MuhQIObyBOsac+6VN/dMvKb0vbu7Zb7+xzMd6ta84VZw5U6JA54/11ly/L7bW+9uHa13dkgz6kVYhTfwFuf5AXbgAA6hDzzoBYPge8DC5XAz3A53/1IXgkazAvci/HINw+DY2Q==</latexit>

D4
<latexit sha1_base64="GvtDnq6k+MIA8JUvBtPBLlCYkBo=">AAADkHicjVHbThsxEJ1le6HpLYXHvliNkHiook2VqqCqAtSqQjyB1JAgDKnX6wQr3ku9XiS08hf2A6r+QfsXjM0SQFVEZ7W74zPnHHs8caFkaaLod7AUPnj46PHyk9bTZ89fvGy/Wjks80pzMeC5yvUoZqVQMhMDI40So0ILlsZKDOPZZ1cfngtdyjz7Zi4KcZKyaSYnkjOD0Lj9c42mzJxxpuov9nRCPhFaz5GRfUuokSoR9ZE95bjwG9ZTLURm65tSYptKrBifWWopbd1r/KNiCf04T6i9I1ko8DwjU1GSr61bgnF/3O5E3U0X70mvG/n4N+lAE/t5+xdQSCAHDhWkICADg7kCBiU+x9CDCArETqBGTGMmfV2AhRZqK2QJZDBEZ/id4uq4QTNcO8/SqznuovDVqCSwhpoceRpztxvx9co7O3SRd+093dku8B83XimiBs4QvU93zfxfnevFwAQ2fA8Seyo84rrjjUvlb8WdnNzqyqBDgZjLE6xrzLlXXt8z8ZrS9+7ulvn6H890qFvzhlvBX3dKHPDiuc6Tw3fdXr+7edDvbJNm1MvwGt7AOs7zA2zDLuzDAHjQC4bB94CFK+FGuBXuXFGXgkazCnci3LsEwYDY2A==</latexit>

D6
<latexit sha1_base64="ybOz/4Hd9z9+ssIHu+/y7GuPo08=">AAADkHicjVHbbtQwEJ00hZbl0qU88mJ1VYkHtMqiXoVQi0BV1acisd1Fdbs4jndrrXPBcSpVkb+QD0D8AfwFYzddWqFVmSjJ+Mw5xx5PXChZmij6GSyEiw8eLi0/aj1+8vTZSvv56kmZV5qLPs9VrocxK4WSmegbaZQYFlqwNFZiEE8/uPrgUuhS5tlnc1WIs5RNMjmWnBmERu3v6zRl5oIzVX+052PyjtB6hgzta0KNVImov9hzjgu/YT3RQmS2/ltKbFOJFeNTSy2lrXuNv1UsoW9nCbV3JHMFnmdkKkpy0LolGG2N2p2ou+tik/S6kY9/kw40cZy3fwCFBHLgUEEKAjIwmCtgUOJzCj2IoEDsDGrENGbS1wVYaKG2QpZABkN0it8Jrk4bNMO18yy9muMuCl+NSgLrqMmRpzF3uxFfr7yzQ+d5197Tne0K/3HjlSJq4ALR+3Q3zP/VuV4MjGHH9yCxp8IjrjveuFT+VtzJya2uDDoUiLk8wbrGnHvlzT0Tryl97+5uma//8kyHujVvuBX8dqfEAc+f6yw5edPtbXR3P2109kkz6mV4CWvwCue5DftwCMfQBx70gkHwNWDhargT7oXvr6kLQaN5AXciPPoDxkDY2g==</latexit>

D5
<latexit sha1_base64="G8hfQsDvUXcetJ4Youx9S2aYSbY=">AAADkHicjVHbTtwwEJ2QXuj2whYeebG6QupDtcpWoIKqClARQn0CqctuhWHrON7FWudSx0FCkb+wH1D1D8pfMHbDAqpWdKIk4zPnHHs8caFkaaLod7AQPnr85Onis9bzFy9fLbVfLx+XeaW56PNc5XoYs1IomYm+kUaJYaEFS2MlBvH0s6sPLoQuZZ59NZeFOE3ZJJNjyZlBaNT+uUZTZs45U/WePRuTT4TWM2Ro3xFqpEpE/c2ecVz4DeuJFiKz9W0psU0lVoxPLbWUth40/lGxhH6cJdTek8wVeJ6RqSjJfuuOYLQxanei7paLDdLrRj7+TTrQxGHe/gUUEsiBQwUpCMjAYK6AQYnPCfQgggKxU6gR05hJXxdgoYXaClkCGQzRKX4nuDpp0AzXzrP0ao67KHw1KgmsoSZHnsbc7UZ8vfLODp3nXXtPd7ZL/MeNV4qogXNEH9LdMP9X53oxMIZN34PEngqPuO5441L5W3EnJ3e6MuhQIObyBOsac+6VN/dMvKb0vbu7Zb7+xzMd6ta84VZw5U6JA54/11ly/L7bW+9uHa13dkgz6kVYhTfwFuf5AXbgAA6hDzzoBYPge8DC5XAz3A53/1IXgkazAvci/HINw+DY2Q==</latexit>

D4
<latexit sha1_base64="GvtDnq6k+MIA8JUvBtPBLlCYkBo=">AAADkHicjVHbThsxEJ1le6HpLYXHvliNkHiook2VqqCqAtSqQjyB1JAgDKnX6wQr3ku9XiS08hf2A6r+QfsXjM0SQFVEZ7W74zPnHHs8caFkaaLod7AUPnj46PHyk9bTZ89fvGy/Wjks80pzMeC5yvUoZqVQMhMDI40So0ILlsZKDOPZZ1cfngtdyjz7Zi4KcZKyaSYnkjOD0Lj9c42mzJxxpuov9nRCPhFaz5GRfUuokSoR9ZE95bjwG9ZTLURm65tSYptKrBifWWopbd1r/KNiCf04T6i9I1ko8DwjU1GSr61bgnF/3O5E3U0X70mvG/n4N+lAE/t5+xdQSCAHDhWkICADg7kCBiU+x9CDCArETqBGTGMmfV2AhRZqK2QJZDBEZ/id4uq4QTNcO8/SqznuovDVqCSwhpoceRpztxvx9co7O3SRd+093dku8B83XimiBs4QvU93zfxfnevFwAQ2fA8Seyo84rrjjUvlb8WdnNzqyqBDgZjLE6xrzLlXXt8z8ZrS9+7ulvn6H890qFvzhlvBX3dKHPDiuc6Tw3fdXr+7edDvbJNm1MvwGt7AOs7zA2zDLuzDAHjQC4bB94CFK+FGuBXuXFGXgkazCnci3LsEwYDY2A==</latexit>

D6
<latexit sha1_base64="ybOz/4Hd9z9+ssIHu+/y7GuPo08=">AAADkHicjVHbbtQwEJ00hZbl0qU88mJ1VYkHtMqiXoVQi0BV1acisd1Fdbs4jndrrXPBcSpVkb+QD0D8AfwFYzddWqFVmSjJ+Mw5xx5PXChZmij6GSyEiw8eLi0/aj1+8vTZSvv56kmZV5qLPs9VrocxK4WSmegbaZQYFlqwNFZiEE8/uPrgUuhS5tlnc1WIs5RNMjmWnBmERu3v6zRl5oIzVX+052PyjtB6hgzta0KNVImov9hzjgu/YT3RQmS2/ltKbFOJFeNTSy2lrXuNv1UsoW9nCbV3JHMFnmdkKkpy0LolGG2N2p2ou+tik/S6kY9/kw40cZy3fwCFBHLgUEEKAjIwmCtgUOJzCj2IoEDsDGrENGbS1wVYaKG2QpZABkN0it8Jrk4bNMO18yy9muMuCl+NSgLrqMmRpzF3uxFfr7yzQ+d5197Tne0K/3HjlSJq4ALR+3Q3zP/VuV4MjGHH9yCxp8IjrjveuFT+VtzJya2uDDoUiLk8wbrGnHvlzT0Tryl97+5uma//8kyHujVvuBX8dqfEAc+f6yw5edPtbXR3P2109kkz6mV4CWvwCue5DftwCMfQBx70gkHwNWDhargT7oXvr6kLQaN5AXciPPoDxkDY2g==</latexit>

D5
<latexit sha1_base64="G8hfQsDvUXcetJ4Youx9S2aYSbY=">AAADkHicjVHbTtwwEJ2QXuj2whYeebG6QupDtcpWoIKqClARQn0CqctuhWHrON7FWudSx0FCkb+wH1D1D8pfMHbDAqpWdKIk4zPnHHs8caFkaaLod7AQPnr85Onis9bzFy9fLbVfLx+XeaW56PNc5XoYs1IomYm+kUaJYaEFS2MlBvH0s6sPLoQuZZ59NZeFOE3ZJJNjyZlBaNT+uUZTZs45U/WePRuTT4TWM2Ro3xFqpEpE/c2ecVz4DeuJFiKz9W0psU0lVoxPLbWUth40/lGxhH6cJdTek8wVeJ6RqSjJfuuOYLQxanei7paLDdLrRj7+TTrQxGHe/gUUEsiBQwUpCMjAYK6AQYnPCfQgggKxU6gR05hJXxdgoYXaClkCGQzRKX4nuDpp0AzXzrP0ao67KHw1KgmsoSZHnsbc7UZ8vfLODp3nXXtPd7ZL/MeNV4qogXNEH9LdMP9X53oxMIZN34PEngqPuO5441L5W3EnJ3e6MuhQIObyBOsac+6VN/dMvKb0vbu7Zb7+xzMd6ta84VZw5U6JA54/11ly/L7bW+9uHa13dkgz6kVYhTfwFuf5AXbgAA6hDzzoBYPge8DC5XAz3A53/1IXgkazAvci/HINw+DY2Q==</latexit>

D4
<latexit sha1_base64="GvtDnq6k+MIA8JUvBtPBLlCYkBo=">AAADkHicjVHbThsxEJ1le6HpLYXHvliNkHiook2VqqCqAtSqQjyB1JAgDKnX6wQr3ku9XiS08hf2A6r+QfsXjM0SQFVEZ7W74zPnHHs8caFkaaLod7AUPnj46PHyk9bTZ89fvGy/Wjks80pzMeC5yvUoZqVQMhMDI40So0ILlsZKDOPZZ1cfngtdyjz7Zi4KcZKyaSYnkjOD0Lj9c42mzJxxpuov9nRCPhFaz5GRfUuokSoR9ZE95bjwG9ZTLURm65tSYptKrBifWWopbd1r/KNiCf04T6i9I1ko8DwjU1GSr61bgnF/3O5E3U0X70mvG/n4N+lAE/t5+xdQSCAHDhWkICADg7kCBiU+x9CDCArETqBGTGMmfV2AhRZqK2QJZDBEZ/id4uq4QTNcO8/SqznuovDVqCSwhpoceRpztxvx9co7O3SRd+093dku8B83XimiBs4QvU93zfxfnevFwAQ2fA8Seyo84rrjjUvlb8WdnNzqyqBDgZjLE6xrzLlXXt8z8ZrS9+7ulvn6H890qFvzhlvBX3dKHPDiuc6Tw3fdXr+7edDvbJNm1MvwGt7AOs7zA2zDLuzDAHjQC4bB94CFK+FGuBXuXFGXgkazCnci3LsEwYDY2A==</latexit>

ḡ1 ={(�1,�4), (�2,�5), (�3,�6)} ! min ⌫(ḡ1) = 20

ḡ2 ={(�1,�5), (�2,�4), (�3,�6)} ! min ⌫(ḡ2) = 10

ḡ3 ={{(�1,�3), (�3,�5), (�1,�5)},
{{(�2,�4), (�4,�6), (�2,�6)}} ! min ⌫(ḡ3) = 10

· · ·
<latexit sha1_base64="OR7cEizU3tJYrfZarQ5Eczx27ss=">AAAGgnicnVLbbptAEJ0klKb0Eqd97Auq68quIouLe5NqKVJf2rf04iRSNrIAb2xkDGhZGkWIP+t/VP2D9i86uwHLxjiJvAiYnTkze87MunHgJ9ww/mxt7yj31Pu7D7SHjx4/2WvsPz1OopR5dOBFQcROXSehgR/SAfd5QE9jRp2ZG9ATd/pJxE9+Upb4UfiDX8X0fOaMQ//C9xyOruH+zi/iOiwb50NT7+uvSEZkzYzRUd4m8cQfmge6/Pc6ehFzA8eb5gf6CtQqoG9uh9oF9G0FSnKdMH884Q5j0aVOZn5IwrQ9J9npL5SyDI0QrYxZSwLGjNKwImEtLzdIaUXDHeRuqMGaa5DHmksibCliqVpGMm2VZ6nJrvKswdrr9Gs3NkurqDoQREtylxOf03yR2jXZmuPXtrQG21vT01qq1hxcpVrd3zgQu3Yg3ijiidYqQeHS7aobxCaXbLMbFHb6SLJFyLDRNLqGXPqqYRZGE4p1FDV+A4ERROBBCjOgEAJHOwAHEnzOwAQDYvSdQ4Y+hpYv4xRy0DA3RRRFhIPeKX7HuDsrvCHuRc1EZnt4SoAvw0wdWpgTIY6hLU7TZTyVlYV3Xe1M1hTcrvDvFrVm6OUwQe9teSXyrnlCC4cLeC81+Kgplh6hziuqpLIrgrm+oIpjhRh9wh5hnKHtycyyz7rMSaR20VtHxv9KpPCKvVdgU/gnWOKAzeo4V41jq2v2uh++9pqHL4tR78JzeAFtnOc7OITPcAQD8JSm8kX5pnxXFfW1aqr2NXR7q8h5BktL/fgftfXoSw==</latexit>

ḡ1 ={(�1,�4), (�2,�5), (�3,�6)} ! min ⌫(ḡ1) = 20

ḡ2 ={(�1,�5), (�2,�4), (�3,�6)} ! min ⌫(ḡ2) = 10

ḡ3 ={{(�1,�3), (�3,�5), (�1,�5)},
{{(�2,�4), (�4,�6), (�2,�6)}} ! min ⌫(ḡ3) = 10

· · ·
<latexit sha1_base64="OR7cEizU3tJYrfZarQ5Eczx27ss=">AAAGgnicnVLbbptAEJ0klKb0Eqd97Auq68quIouLe5NqKVJf2rf04iRSNrIAb2xkDGhZGkWIP+t/VP2D9i86uwHLxjiJvAiYnTkze87MunHgJ9ww/mxt7yj31Pu7D7SHjx4/2WvsPz1OopR5dOBFQcROXSehgR/SAfd5QE9jRp2ZG9ATd/pJxE9+Upb4UfiDX8X0fOaMQ//C9xyOruH+zi/iOiwb50NT7+uvSEZkzYzRUd4m8cQfmge6/Pc6ehFzA8eb5gf6CtQqoG9uh9oF9G0FSnKdMH884Q5j0aVOZn5IwrQ9J9npL5SyDI0QrYxZSwLGjNKwImEtLzdIaUXDHeRuqMGaa5DHmksibCliqVpGMm2VZ6nJrvKswdrr9Gs3NkurqDoQREtylxOf03yR2jXZmuPXtrQG21vT01qq1hxcpVrd3zgQu3Yg3ijiidYqQeHS7aobxCaXbLMbFHb6SLJFyLDRNLqGXPqqYRZGE4p1FDV+A4ERROBBCjOgEAJHOwAHEnzOwAQDYvSdQ4Y+hpYv4xRy0DA3RRRFhIPeKX7HuDsrvCHuRc1EZnt4SoAvw0wdWpgTIY6hLU7TZTyVlYV3Xe1M1hTcrvDvFrVm6OUwQe9teSXyrnlCC4cLeC81+Kgplh6hziuqpLIrgrm+oIpjhRh9wh5hnKHtycyyz7rMSaR20VtHxv9KpPCKvVdgU/gnWOKAzeo4V41jq2v2uh++9pqHL4tR78JzeAFtnOc7OITPcAQD8JSm8kX5pnxXFfW1aqr2NXR7q8h5BktL/fgftfXoSw==</latexit>

jittered coverage
original coverage

D2
<latexit sha1_base64="rAQQ/Cuw/OsCvQXNKmeoo0yxzYY=">AAADsnicjVHLbtQwFL3T8Cjh0QF2sLEYjTQjoSHpgw4LRAUVsBwE01Y0ncjxeDJWnYccBzGKsoHP4j9A/AEsWAF7rj1pVRYVOEpyfO45x752lEtRaM/72lpxLly8dHn1inv12vUba+2bt/aKrFSMj1kmM3UQ0YJLkfKxFlryg1xxmkSS70fHz0x9/x1XhcjSN3qR86OExqmYCUY1UmH7RzdIqJ4zKqtRTR6ToEynKOe6CiKqqrgmgUjJqeZFXVd2opKKqjih72tU3CfBUxHLXpCINEjLXmPtG1b1TeqSCH2363tuN6Ayn9NwZioNnFTYwwyz2DTTZ9iUi3geZapGF9dI9QIt5JRXi3rC+khGIs60SHiBuCiT0J88d7v5pMofqLpX9N3Tre/W4XrY7niDja3h9vAh8Qa+5/kbHoItZLwh8QeeHZ0nPz//3v1059coa3+BAKaQAYMSEuCQgkYsgUKBzyH44EGO3BFUyClEwtY51OCit0QVRwVF9hi/Mc4OGzbFucksrJvhKhJfhU4CXfRkqFOIzWrE1kubbNjzsiubafa2wH/UZCXIapgj+y/fifJ/faYXDTMY2h4E9pRbxnTHmpTSnorZOTnTlcaEHDmDp1hXiJl1npwzsZ7C9m7Oltr6N6s0rJmzRlvCd7NLvOCTWyTng731gb85ePTK6+wQWI5VuAv3oIf3uQ078BJGMAbWet1atD60PjqbzluHOmwpXWk1ntvw13DkH7lC6fw=</latexit>

D2
<latexit sha1_base64="yIhp3qprjUDX9Ej/DuRFsSGiG20=">AAADsnicjVHLbtNAFL2peRTzaIAdbEZEkRIJBTtNKFkgKqiAZRCkragbazyZOKP6pfEYEVnewGfxHyD+ABasgD13Jk5VFhWMZfvMueecmTsTZJHIleN8bWxYFy5eurx5xb567fqNrebNW/t5WkjGJyyNUnkY0JxHIuETJVTEDzPJaRxE/CA4eabrB++4zEWavFHLjB/HNEzEXDCqkPKbP9peTNWC0agcV+Qx8YpkhnKuSi+gsgwr4omEnGpeVFVpJjIuqQxj+r5CxX3iPRVh1PFikXhJ0amtXc3Krk5dEb5rt13Hbns0yhbUn+tKDacl9jDHLDZL1Rk24SJcBKms0MUVUh1PiWjGy2U1ZV0kAxGmSsQ8R5wXse9On9vtbFpmD2TVybv26db3Kr/vN1tOzxm4O9sD4vS2h313METwcDQaDkfE7TlmtJ78/Px779OdX+O0+QU8mEEKDAqIgUMCCnEEFHJ8jsAFBzLkjqFETiISps6hAhu9Bao4KiiyJ/gNcXZUswnOdWZu3AxXifCV6CTQRk+KOolYr0ZMvTDJmj0vuzSZem9L/Ad1VoysggWy//Ktlf/r070omMMj04PAnjLD6O5YnVKYU9E7J2e6UpiQIafxDOsSMTPO9TkT48lN7/psqal/M0rN6jmrtQV817vEC17fIjkf7Pd77qA3euW0dgmsxibchXvQwfvcgV14CWOYAGu8biwbHxofrYH11qIWW0k3GrXnNvw1rOgPyGvqAw==</latexit>

S
<latexit sha1_base64="P9A40K0R1/KCVURKdPVVPnGooQ0=">AAACznicjVHLSsNAFD2Nr1pfVZduglVwVRIpqLuCG5cV7QPaIpPptA3Ni2RSKKW49Qfc6meJf6B/4Z0xBbWITkhy5txz7sy914k8N5GW9ZozlpZXVtfy64WNza3tneLuXiMJ05iLOg+9MG45LBGeG4i6dKUnWlEsmO94oumMLlW8ORZx4obBrZxEouuzQeD2Xc4kUe2Oz+SQM296M7srlqyypZe5COwMlJCtWlh8QQc9hOBI4UMggCTsgSGhpw0bFiLiupgSFxNydVxghgJ5U1IJUjBiR/Qd0K6dsQHtVc5Euzmd4tEbk9PEMXlC0sWE1Wmmjqc6s2J/yz3VOdXdJvR3slw+sRJDYv/yzZX/9alaJPo41zW4VFOkGVUdz7Kkuivq5uaXqiRliIhTuEfxmDDXznmfTe1JdO2qt0zH37RSsWrPM22Kd3VLGrD9c5yLoHFativli+tKqXqUjTqPAxzihOZ5hiquUENdd/wRT3g2asbYmBn3n1Ijl3n28W0ZDx+L5pPY</latexit>

FX

f=1
<latexit sha1_base64="59L8bKvb6HZqDSGD/eNqmZBxGTw=">AAACz3icjVHLSsNAFD2Nr1pfVZduglVwVRIpqAuhIIjLFuwD2lqS6bSG5kUyUUqpuPUH3OpfiX+gf+GdMQW1iE5Icubce87MvdcOXScWhvGa0ebmFxaXssu5ldW19Y385lY9DpKI8RoL3CBq2lbMXcfnNeEIlzfDiFue7fKGPTyT8cYNj2In8C/FKOQdzxr4Tt9hliCq3Y4Trzvun5qTq/NuvmAUDbX0WWCmoIB0VYL8C9roIQBDAg8cPgRhFxZielowYSAkroMxcREhR8U5JsiRNqEsThkWsUP6DmjXSlmf9tIzVmpGp7j0RqTUsU+agPIiwvI0XcUT5SzZ37zHylPebUR/O/XyiBW4JvYv3TTzvzpZi0Afx6oGh2oKFSOrY6lLoroib65/qUqQQ0icxD2KR4SZUk77rCtNrGqXvbVU/E1lSlbuWZqb4F3ekgZs/hznLKgfFs1S8aRaKpT30lFnsYNdHNA8j1DGBSqokXeIRzzhWatqt9qddv+ZqmVSzTa+Le3hA7OYk+E=</latexit>

O
<latexit sha1_base64="Azd90N5f4Mo0T8sjghr/AhuSNzw=">AAADl3icjVHdatRAGP3S+FPj32qvxJvQsrALsiRFsF6IRaH2cgtuW+h0w2Qymwyd/DCZiEvIc/hC+gLeiNeC6Ct45TezqVSL6IQkZ853zpn5ZuJKiloHwWdnzb1y9dr19RvezVu379wd3Lt/WJeNYnzGSlmq45jWXIqCz7TQkh9XitM8lvwoPntp6kdvuKpFWbzWy4qf5jQtxEIwqpGKBh+HJKc6Y1S2085/5pOmSFDOdUtiqtq084ko/F+aV13X2onKW6rSnL7tUPHIJy9EKkckFwUpmlFvHRtWjU3qiohCbxgG3pBQWWU0WphKD+ct9rDALJaU+gJbcJFmcak6dHGN1IhoIRPeLrs5G3skFmmpRc5rrNdNHoXzvWiwFUwCO/zLIOzB1u7Gjy9f3394Ny0Hn4BAAiUwaCAHDgVoxBIo1PicQAgBVMidQoucQiRsnUMHHnobVHFUUGTP8Jvi7KRnC5ybzNq6Ga4i8VXo9GGInhJ1CrFZzbf1xiYb9m/Zrc00e1viP+6zcmQ1ZMj+y3eu/F+f6UXDAnZsDwJ7qixjumN9SmNPxezcv9CVxoQKOYMTrCvEzDrPz9m3ntr2bs6W2vo3qzSsmbNe28B3s0u84PDP67wMDrcn4ePJ0wO86U1YjXV4CJswwvt8AruwD1OYAXN2nLmTOpn7wH3u7rn7K+ma03s24LfhHvwEcQff1Q==</latexit>

= 43y
<latexit sha1_base64="zM8Jh5PDj/sMjv5U4rztx03y7uY=">AAACxHicjVHLSsNAFD2Nr1pfVZe6CBbBVUmkoO4KgrhswT6gFkmm0zo0LyYToRT9Abf6beIf6F94Z0xBLaITkpw5954zc+/1k0CkynFeC9bC4tLySnG1tLa+sblV3t5pp3EmGW+xOIhl1/dSHoiIt5RQAe8mknuhH/COPz7X8c4dl6mIoys1SXg/9EaRGArmKaKak5tyxak6ZtnzwM1BBflqxOUXXGOAGAwZQnBEUIQDeEjp6cGFg4S4PqbESULCxDnuUSJtRlmcMjxix/Qd0a6XsxHttWdq1IxOCeiVpLRxSJqY8iRhfZpt4plx1uxv3lPjqe82ob+fe4XEKtwS+5dulvlfna5FYYhTU4OgmhLD6OpY7pKZruib21+qUuSQEKfxgOKSMDPKWZ9to0lN7bq3nom/mUzN6j3LczO861vSgN2f45wH7eOqW6ueNWuV+n4+6iL2cIAjmucJ6rhEAy3j/YgnPFsXVmClVvaZahVyzS6+LevhA2Xuj2Q=</latexit>

<latexit sha1_base64="spO0CrxRjbH4felOe8klrHGJpsM=">AAACxXicjVHLSsNAFD2Nr1pfVZe6CBbBVUlFqsuCC13WR1uhLZKk0zo0LyaTQiniD7jVXxP/QP/CO+MU1CI6IcmZc+85M/deLwl4Kh3nNWfNzS8sLuWXCyura+sbxc2tZhpnwmcNPw5iceO5KQt4xBqSy4DdJIK5oRewljc8VfHWiImUx9G1HCesG7qDiPe570qiLjtXt8WSU3b0smdBxYASzKrHxRd00EMMHxlCMESQhAO4SOlpowIHCXFdTIgThLiOM9yjQNqMshhluMQO6TugXduwEe2VZ6rVPp0S0CtIaWOfNDHlCcLqNFvHM+2s2N+8J9pT3W1Mf894hcRK3BH7l26a+V+dqkWijxNdA6eaEs2o6nzjkumuqJvbX6qS5JAQp3CP4oKwr5XTPttak+raVW9dHX/TmYpVe9/kZnhXt6QBV36OcxY0D8uVarl6cVSq7ZpR57GDPRzQPI9RwznqaJB3H494wrN1ZoWWtEafqVbOaLbxbVkPHwwLj6M=</latexit>

§

<latexit sha1_base64="spO0CrxRjbH4felOe8klrHGJpsM=">AAACxXicjVHLSsNAFD2Nr1pfVZe6CBbBVUlFqsuCC13WR1uhLZKk0zo0LyaTQiniD7jVXxP/QP/CO+MU1CI6IcmZc+85M/deLwl4Kh3nNWfNzS8sLuWXCyura+sbxc2tZhpnwmcNPw5iceO5KQt4xBqSy4DdJIK5oRewljc8VfHWiImUx9G1HCesG7qDiPe570qiLjtXt8WSU3b0smdBxYASzKrHxRd00EMMHxlCMESQhAO4SOlpowIHCXFdTIgThLiOM9yjQNqMshhluMQO6TugXduwEe2VZ6rVPp0S0CtIaWOfNDHlCcLqNFvHM+2s2N+8J9pT3W1Mf894hcRK3BH7l26a+V+dqkWijxNdA6eaEs2o6nzjkumuqJvbX6qS5JAQp3CP4oKwr5XTPttak+raVW9dHX/TmYpVe9/kZnhXt6QBV36OcxY0D8uVarl6cVSq7ZpR57GDPRzQPI9RwznqaJB3H494wrN1ZoWWtEafqVbOaLbxbVkPHwwLj6M=</latexit>

§

<latexit sha1_base64="spO0CrxRjbH4felOe8klrHGJpsM=">AAACxXicjVHLSsNAFD2Nr1pfVZe6CBbBVUlFqsuCC13WR1uhLZKk0zo0LyaTQiniD7jVXxP/QP/CO+MU1CI6IcmZc+85M/deLwl4Kh3nNWfNzS8sLuWXCyura+sbxc2tZhpnwmcNPw5iceO5KQt4xBqSy4DdJIK5oRewljc8VfHWiImUx9G1HCesG7qDiPe570qiLjtXt8WSU3b0smdBxYASzKrHxRd00EMMHxlCMESQhAO4SOlpowIHCXFdTIgThLiOM9yjQNqMshhluMQO6TugXduwEe2VZ6rVPp0S0CtIaWOfNDHlCcLqNFvHM+2s2N+8J9pT3W1Mf894hcRK3BH7l26a+V+dqkWijxNdA6eaEs2o6nzjkumuqJvbX6qS5JAQp3CP4oKwr5XTPttak+raVW9dHX/TmYpVe9/kZnhXt6QBV36OcxY0D8uVarl6cVSq7ZpR57GDPRzQPI9RwznqaJB3H494wrN1ZoWWtEafqVbOaLbxbVkPHwwLj6M=</latexit>

§

<latexit sha1_base64="spO0CrxRjbH4felOe8klrHGJpsM=">AAACxXicjVHLSsNAFD2Nr1pfVZe6CBbBVUlFqsuCC13WR1uhLZKk0zo0LyaTQiniD7jVXxP/QP/CO+MU1CI6IcmZc+85M/deLwl4Kh3nNWfNzS8sLuWXCyura+sbxc2tZhpnwmcNPw5iceO5KQt4xBqSy4DdJIK5oRewljc8VfHWiImUx9G1HCesG7qDiPe570qiLjtXt8WSU3b0smdBxYASzKrHxRd00EMMHxlCMESQhAO4SOlpowIHCXFdTIgThLiOM9yjQNqMshhluMQO6TugXduwEe2VZ6rVPp0S0CtIaWOfNDHlCcLqNFvHM+2s2N+8J9pT3W1Mf894hcRK3BH7l26a+V+dqkWijxNdA6eaEs2o6nzjkumuqJvbX6qS5JAQp3CP4oKwr5XTPttak+raVW9dHX/TmYpVe9/kZnhXt6QBV36OcxY0D8uVarl6cVSq7ZpR57GDPRzQPI9RwznqaJB3H494wrN1ZoWWtEafqVbOaLbxbVkPHwwLj6M=</latexit>

§

<latexit sha1_base64="spO0CrxRjbH4felOe8klrHGJpsM=">AAACxXicjVHLSsNAFD2Nr1pfVZe6CBbBVUlFqsuCC13WR1uhLZKk0zo0LyaTQiniD7jVXxP/QP/CO+MU1CI6IcmZc+85M/deLwl4Kh3nNWfNzS8sLuWXCyura+sbxc2tZhpnwmcNPw5iceO5KQt4xBqSy4DdJIK5oRewljc8VfHWiImUx9G1HCesG7qDiPe570qiLjtXt8WSU3b0smdBxYASzKrHxRd00EMMHxlCMESQhAO4SOlpowIHCXFdTIgThLiOM9yjQNqMshhluMQO6TugXduwEe2VZ6rVPp0S0CtIaWOfNDHlCcLqNFvHM+2s2N+8J9pT3W1Mf894hcRK3BH7l26a+V+dqkWijxNdA6eaEs2o6nzjkumuqJvbX6qS5JAQp3CP4oKwr5XTPttak+raVW9dHX/TmYpVe9/kZnhXt6QBV36OcxY0D8uVarl6cVSq7ZpR57GDPRzQPI9RwznqaJB3H494wrN1ZoWWtEafqVbOaLbxbVkPHwwLj6M=</latexit>

§

<latexit sha1_base64="N/2EaprI8VWE01iG3tgCadMdUY8=">AAACznicjVHLSsNAFD2Nr1pfVZe6CBbBVUlEqsuCLlxWsA9oi0ym0zY0L5JJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xify3ERa1mvOWFpeWV3Lrxc2Nre2d4q7e40kTGMu6jz0wrjlsER4biDq0pWeaEWxYL7jiaYzulTx5ljEiRsGt3ISia7PBoHbdzmTRLU7PpNDzrzp1eyuWLLKll7mIrAzUEK2amHxBR30EIIjhQ+BAJKwB4aEnjZsWIiI62JKXEzI1XGBGQrkTUklSMGIHdF3QLt2xga0VzkT7eZ0ikdvTE4Tx+QJSRcTVqeZOp7qzIr9LfdU51R3m9DfyXL5xEoMif3LN1f+16dqkejjQtfgUk2RZlR1PMuS6q6om5tfqpKUISJO4R7FY8JcO+d9NrUn0bWr3jIdf9NKxao9z7Qp3tUtacD2z3EugsZp2a6UKzdnpephNuo8DnCEE5rnOaq4Rg113fFHPOHZqBljY2bcf0qNXObZx7dlPHwAZYGTwA==</latexit>

D
✓1,4

<latexit sha1_base64="7L0ST9NJAfXUySlUjrmrQZRHHwM=">AAAKyXic3VXbbtNAEJ22XIK5tfDIy6pVUSJFVexcAKFKlYoQEi9FohfUbaO1s0mWOnZqr6HF2id+gFf4McQfwF8wu7hpnLZyU14QjpKMZ84ZnzO7ybpDX8SyVvsxMzt37fqNm6Vb1u07d+/dn194sBWHSeTxTS/0w2jHZTH3RcA3pZA+3xlGnA1cn2+7B+u6vv2BR7EIg7fyeMj3BqwXiK7wmMRUe6E0t0wHTPY95qcv1H6XrBKajjI7qkqoFH6Hp+/Uvoc35olpL+I8UOlpqaOyiusz70BRRalV2PgwYR36fBRQlaNcSDA4KQY8Ji9zjHbDFLSkY5SEDezxhEeoCMiuXSV2c29CXbuFCZehM9W2kfiYpuXxzkjKPahSJbm6k683J+v1fL1VoYrQSPT6kkVR+BGLIqBBUh5pqKxmA8X14oFkyqkRM9MM4BSLPCPCKTAxrUhnJNL1E67svMJ6scL6tAqbUyqsjynU+zKvMPj7hW4VzLBZpDCYnOHYxtxQ/+hOtJZ5O222sDz2q9nHvwN+JFNXqEx3bvRlOuwLo15/NyokV62Sc8BOBm5eBlzPwK0JcJG9cdnnWh3t9qkMXkqzM800rmjQOdfg6WbLYKmtToAyuozB+pWMXs3DpLj/1Ea+Wb6VZrnddD3fYXS86SO46PQ8PcfxBKWyzyVDSdWGstrzS7WVmrnI2cDOgiXIro1w/jtQ6EAIHiQwAA4BSIx9YBDjaxdsqMEQc3uQYi7CSJg6BwUWchNEcUQwzB7gZw/vdrNsgPe6Z2zYHj7Fx3eETALLyAkRF2Gsn0ZMPTGddfai3qnpqbUd47eb9RpgVkIfs0W8E+RledqLhC48NR4EehqajHbnZV0SMxWtnIy5kthhiDkdd7AeYewZ5smcieHExrueLTP1nwaps/rey7AJ/NIqcYHtyeU8G2w5K3Zj5dmbxtLaYrbUJXgEi1DG9XwCa/AKNmATvNL70pfS19I367V1aB1Zn/5AZ2cyzkPIXdbn32vbdjk=</latexit>

<latexit sha1_base64="AdMXPhvTtcLX/a8YKvduozxo5IU=">AAACzHicjVHLTsJAFD3UF+ILdemmEU1wQ4ox6JLEjSuDiTwMENIOAzT0lenUhBC2/oBb/S7jH+hfeGcsiUqMTtP2zLn3nJl7rxN5biwt6zVjLC2vrK5l13Mbm1vbO/ndvUYcJoLxOgu9ULQcO+aeG/C6dKXHW5Hgtu94vOmML1W8ec9F7IbBrZxEvOvbw8AduMyWRN11xCjsDYqTk16+YJUsvcxFUE5BAemqhfkXdNBHCIYEPjgCSMIebMT0tFGGhYi4LqbECUKujnPMkCNtQlmcMmxix/Qd0q6dsgHtlWes1YxO8egVpDRxTJqQ8gRhdZqp44l2Vuxv3lPtqe42ob+TevnESoyI/Us3z/yvTtUiMcCFrsGlmiLNqOpY6pLorqibm1+qkuQQEadwn+KCMNPKeZ9NrYl17aq3to6/6UzFqj1LcxO8q1vSgMs/x7kIGqelcqVUuTkrVI/SUWdxgEMUaZ7nqOIKNdTJ28cjnvBsXBvSmBqzz1Qjk2r28W0ZDx8g6JJ2</latexit>

⇢f (y)
Fragment Prior

<latexit sha1_base64="xJAL0yE3EOXvNSb2pyNB7oZQKzk=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkWom5KIVJdFN7qrYB9QiyTptA3Ni5lJsRQX/oBb/TPxD/QvvDOmoBbRCUnOnHvPmbn3ukngC2lZrzljYXFpeSW/Wlhb39jcKm7vNEWcco81vDiIedt1BAv8iDWkLwPWTjhzQjdgLXd0ruKtMePCj6NrOUlYN3QGkd/3PUcqKimLw9tiyapYepnzwM5ACdmqx8UX3KCHGB5ShGCIIAkHcCDo6cCGhYS4LqbEcUK+jjPco0DalLIYZTjEjug7oF0nYyPaK0+h1R6dEtDLSWnigDQx5XHC6jRTx1PtrNjfvKfaU91tQn838wqJlRgS+5dulvlfnapFoo9TXYNPNSWaUdV5mUuqu6Jubn6pSpJDQpzCPYpzwp5Wzvpsao3QtaveOjr+pjMVq/ZelpviXd2SBmz/HOc8aB5V7GqlenVcqp1lo85jD/so0zxPUMMF6miQ9xCPeMKzcWnExti4+0w1cplmF9+W8fABoKWQYg==</latexit>

p(s)

Figure 3: Contrastive Fragmentation framework. (a) The overall sequential process of our
framework. (b) Shows the fragmentation of the continuous label space to obtain contrasting fragment
pairs (§ 2.1) and train feature extractors on them. (c) Sample Selection by Mixture of Neighboring
Fragments obtains the selection probability in both prediction and representation perspectives (§ 2.3).
(d) Illustration of Neighborhood Jittering (§ 2.4).

the intuition above, ρf (y) is large when the fragment f is close to y, and αf (x) ∈ {0, 1} is 1 if x is
likely to belong to the fragment f .

Fragment Prior. For a sample (x, y), we compute the prior ρf (y) of a fragment f , using a softmax
weighting of each fragment f with respect to its relative distance to y:

ρf (y) =
exp(gf (y))∑F
f ′ exp(gf ′(y))

, (2)

where gf (y) = range(Y )/(|y − Ȳf |), range(Y ) = max(Y )−min(Y ) is the label range, and Ȳf is
the mean label value of fragment f . Since range(Y ) is a constant for a given dataset, gf (y) rapidly
decreases when the mean value of fragment f is far from y in the continuous label space. From the
MoE perspective, the fragment prior can be regarded as soft gating that depends on y.

Neighborhood Agreement. Given a sample (x, y) and a fragment f , we need to determine whether x
belongs to f . The simplest approach is to use the expert trained using (Df ,Df+) to classify whether
x belongs to f or f+, where f+ is the contrasting fragment of f . Based on the classification output
h(x; θf,f+) ∈ {f, f+}, we define self-agreement as:

αself
f = [h(x; θf,f+) = f ] (3)

where [A] is the Iverson bracket outputting 1 if A is true, and 0 otherwise. Since training with noisy
labels often results in suboptimal calibration [Bae et al., 2022, Zong et al., 2024], we use discrete
classification output for αself

f rather than continuous probabilistic one.

Since the expert θf,f+ is only trained to discriminate between f and its contrasting fragment f+, it is
better to utilize other experts to obtain a more robust prediction. For example, consider contrastive
fragment pairs {(1, 4), (2, 5), (3, 6)} as in Fig. 2. If x is more likely to belong to fragment 2 than 5,
then it should be more likely to belong to 1 than 4 and 3 than 6. Thus, we consider agreement of
neighboring fragments fL (left) and fR (right) to obtain neighborhood agreement αf (x;D1...F ,Θ):

αf (x;D1...F ,Θ) = αself
f · αngb

f , where αngb
f =

[
αself
fL ∨ αself

fR

]
. (4)

Intuitively, αf is 1 if the fragment f is more likely for x than f+ (αself
f = 1) and either f ’s left or

right fragment is more likely for x than its respective contrasting fragment (αngb
f = 1).

In practice, we implement two variants of the agreements in Eq.(3–4) using the feature extractor’s
binary classifier and a K-nearest neighbor classifier on the learned feature space. These two classifiers
respectively consider predictive and representational aspects of the expert feature extractor and
effectively work as an ensemble, as shown in Appendix G.7. As a result, we compute two versions of
sample probability in Eq.(1), and use the union of the sampled clean dataset S for training of the
regression model. Algorithm 1 in Appendix summarizes the overall procedure.
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(a) Feature extractor acc. (b) Selection rate / ERR (c) Regression performance
Figure 4: Jittering analysis. (a) When trained without jittering, feature extractors easily overfit the
noisy training data (yellow-shaded region), while jittering-regularized feature extractors robustly
learn from the noisy training data. (b) Overfitted feature extractors (yellow-shaded region) on noisy
samples increase their likelihood, leading to a higher selection rate and ERR. It exhibits nearly
twice higher ERR (a lower value is better). (c) Most importantly, jittering regularization improves
performance in regression.

2.4 Neighborhood Jittering

A potential limitation of mixture models is that the individual expert feature extractor may not fully
benefit from the full dataset as they model their own disjoint subsets [Dukler et al., 2023]. Our
neighborhood jittering mitigates this limitation as a robust regularizer that expands the effective
coverage of each contrastive fragment pair during learning. The process is visualized in Fig. 3(d).

We bound the ratio of the jittering buffer range within [0, 1
2(F−1) ], where F is the fragment number.

For every epoch, we shift the label coverage of each fragment by randomly sampling the value
in this range. Jittering leads to a partially overlapping mixture model [Heller and Ghahramani,
2007b, Hinton, 2002] as some data belong to multiple, neighboring fragments and thus the effective
coverage per each expert is expanded. Such regularization inhibits feature extractors from overfitting
to potentially noisy samples and promotes learning of more robust features, even those that can be
generalizable to overlapping parts of neighboring fragments.

Fig. 4(a) shows that with jittering, the feature extractor exhibits higher accuracy on the clean test
data due to its regularization effect. In the sample selection stage (Fig. 4(b)), the feature extractor
trained without jittering easily overfits the noise, resulting in over-selection and higher ERR (§ 4.2).
In contrast, the jittered feature extractor achieves a relatively low selection rate with halved ERR,
indicating that the noisier samples are filtered out. Better sample selection due to jittering subsequently
leads to significantly better performance in regression (Fig. 4(c)). In Appendix G.9, we compare
neighborhood jittering to other regularizations, demonstrating its efficacy.

3 Related Works

We review prior works on learning with noisy labels and defer a comprehensive survey to Appendix
E. We organize them into those utilizing prediction, representation, and combination of the two.

Prediction-based Methods. This approach has been the focus of much existing research and covers
a wide array of topics: (i) the small loss selection by exploring the pattern of memorization in
neural networks [Han et al., 2018, Arazo et al., 2019], (ii) relying on the consistency of predictions
to select or refurbish the samples [Liu et al., 2020, Huang et al., 2020], (iii) estimating the noise
distribution [Patrini et al., 2017, Hendrycks et al., 2018], (iv) introducing auxiliary parameters or
labels [Pleiss et al., 2020, Hu et al., 2020], (v) using unlabeled data with semi-supervised learn-
ing [Li et al., 2020a, Bai et al., 2021, Karim et al., 2022], and (vi) designing a noise-robust loss
function [Menon et al., 2020, Wang et al., 2019].

Representation-based Methods. This approach has seen a recent surge in interest, including (i)
clustering based selection [Mirzasoleiman et al., 2020, Wu et al., 2020a], (ii) feature eigendecomposi-
tion filtering [Kim et al., 2021], (iii) using neighbor information to sample and refurbish with clean
validation [Li et al., 2022a, Gao et al., 2016], and (iv) generative models of features for sampling [Lee
et al., 2019].

Combination. Some works have also studied the combination of representation and prediction spaces.
Wang et al. [2022] formulate a penalized regression between the network features and the labels for
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selection, and Ma et al. [2018] use intrinsic dimensionality and consistent predictions to refurbish.
Other important approaches include (i) regularization via MixUp [Zhang et al., 2018] along with
its regression version [Yao et al., 2022], (ii) model-based methods that discourage large parameter
shifts [Hu et al., 2020], and (iii) importance discrimination of parameter updates [Xia et al., 2021].

The majority of previous works have studied noisy labels for classification. Hence, a large portion
of these works may not be directly applicable to regression tasks due to the restricted usage of
class-wise information. In § 4, we empirically compare our method with some of these works that
are expandable to the regression task with some or minor technical adaptation.

4 Experiments

We compare ConFrag with fourteen strong baselines adapted for noisy label regression. Due to the
scarcity of benchmark datasets, we update existing datasets for the study of noisy labels.

4.1 Settings

Curation of Benchmark Datasets. We create six benchmark datasets for noisy labeled regression to
encompass a sufficient quantity of balanced data, span multiple domains, and present a meaningful
level of complexity. (i) Age Prediction from an image is a well-studied regression problem [Li
et al., 2019, Shin et al., 2022, Lim et al., 2020]. To address this domain, we acquire four datasets
of AFAD [Niu et al., 2016], IMDB-Clean [Yiming et al., 2021], IMDB-WIKI [Rothe et al., 2018],
and UTKFace [Zhifei et al., 2017]. Notably, IMDB-WIKI contains real-world label noise stemming
from the automatic web crawling process [Yiming et al., 2021]. We use a ResNet-50 backbone for
all datasets. (ii) Commodity Price Prediction is a vital real-world task [Wen-Huang et al., 2021].
We opt for the SHIFT15M dataset [Kimura et al., 2021] due to the diversity and scale of this
domain. This dataset is provided as the penultimate feature of the ImageNet pre-trained VGG-16
model. Consequently, we use a three-layer MLP architecture for all experiments [Papadopoulos
et al., 2022, Kimura et al., 2021]. (iii) Music Production Year Estimation uses the tabular MSD
dataset [Bertin-Mahieux et al., 2011]. This dataset is identified as one of the most intricate and
challenging datasets, based on the test R2 score [Grinsztajn et al., 2022]. We adopt a tabular ResNet
proposed by Gorishniy et al. [2021]. The suffix “-B” is appended to the dataset name (e.g., AFAD-B)
to indicate that it is a curated version of the original dataset. To focus on the noisy label problem, we
take measures to balance the datasets as elaborated in Appendix F.1.

Experimental Design. For all datasets except for IMDB-WIKI-B which contains real-world label
noise, we inject symmetric and Gaussian noise into the labels, as done in prior literature [Yao et al.,
2022, Yi and Wu, 2019, Wei et al., 2020]. These types of noise can simulate a low-cost (human-free)
controlled setting. Symmetric noise mimics randomness such as Web crawling or annotator errors,
and Gaussian noise is often used for modeling the regression label noise. While Yao et al. [2022]
inject a fixed 30% standard deviated Gaussian noise for every label, we make it more realistic by
randomizing the standard deviation up to 30% or 50% of the domain’s range. For our ConFrag
experiments, we fix the fragment number (F ) as four. See Appendix F.3 for further training details.

Baselines. There are many existing methods of noisy labeled learning for classification. We assess
fourteen baselines from the three branches that are naturally adaptable to regression with minor
or no updates. (i) Small loss selection: CNLCU-S,H [Xia et al., 2022], Sigua [Han et al., 2020],
SPR [Wang et al., 2022], BMM [Arazo et al., 2019], DY-S [Arazo et al., 2019], SuperLoss [Castells
et al., 2020]. (ii) Regularization: C-mixup [Yao et al., 2022], RDI [Hu et al., 2020], CDR [Xia et al.,
2021], D2L [Ma et al., 2018]. (iii) Refurbishment: AUX [Hu et al., 2020], Selfie [Song et al., 2019],
Co-Selfie [Song et al., 2019]. Appendix F.2 comprehensively details these baselines.

4.2 Evaluation Metrics

We mainly report the Mean Relative Absolute Error (MRAE) following prior works. The MRAE
is computed as (e/ρ)− 1, where e is the model’s Mean Absolute Error (MAE) performance under
varying conditions (noise type, severity) and ρ is the noise-free model’s MAE. We express MRAEs
in percentage for better comprehensibility. The traditional MAE values are also reported in Ap-
pendix G.12. In addition, we report the Selection rate (a.k.a prevalence), which is a metric often seen

7

127567 https://doi.org/10.52202/079017-4051



Table 1: Comparison of Mean Relative Absolute Error (%) over the noise-free trained model on
the AFAD-B, IMDB-Clean-B, IMDB-WIKI-B, SHIFT15M-B, and MSD-B datasets. Lower is better.
A negative value indicates it performs even better than the noise-free model. The results are the mean
of three random seed experiments. The best and the second best methods are respectively marked
in red and blue. CNLCU-S/H, Co-Selfie, and Co-ConFrag use dual networks to teach each other as
done in Han et al. [2018]. SPR [Wang et al., 2022] fails to run for SHIFT15M-B due to excessive
memory usage.

AFAD-B IMDB-Clean-B IMDB-WIKI-B

symmetric Gaussian symmetric Gaussian real noise

noise rate 20 40 60 80 30 50 20 40 60 80 30 50 -

Vanilla 9.37 20.27 30.65 43.09 28.77 39.03 16.18 32.05 53.13 76.35 26.89 50.28 0
CNLCU-S 10.98 20.44 32.44 41.99 30.60 40.66 51.40 66.62 82.83 85.65 83.39 82.10 21.54
CNLCU-H 4.63 16.32 36.01 44.71 35.68 43.64 6.84 31.16 63.08 82.65 46.53 65.24 -2.93
Sigua 5.96 21.09 43.33 49.71 42.52 46.19 9.82 46.17 77.59 85.62 60.97 77.42 1.96
SPR 9.74 18.85 30.43 43.25 28.50 39.69 14.47 32.44 54.88 79.37 25.67 51.05 -0.93
BMM 5.60 15.00 39.15 46.41 30.96 44.00 8.85 21.54 55.57 80.40 24.33 57.21 17.88
DY-S 6.87 15.56 32.24 45.72 24.40 43.41 10.42 21.90 49.94 78.16 24.70 44.56 -3.41
C-Mixup 2.74 14.80 27.17 41.95 24.28 36.91 8.82 27.74 50.87 76.79 21.92 47.04 -5.26
RDI 10.64 21.80 39.32 47.07 37.33 44.41 16.35 29.33 55.91 79.92 25.69 51.35 1.06
CDR 10.26 18.71 32.27 43.38 29.74 39.21 17.47 32.19 54.75 75.45 28.46 51.73 -0.39
D2L 9.43 20.75 31.25 44.50 28.86 40.10 16.94 33.85 55.54 76.28 29.30 52.44 -0.66
AUX 6.15 19.01 31.16 42.83 28.28 39.05 12.58 28.82 52.33 76.75 23.27 49.42 -3.67
Selfie 16.91 25.02 44.18 47.78 46.02 50.73 27.43 53.74 79.38 84.00 60.68 78.03 14.00
Co-Selfie 14.61 22.95 39.79 47.72 41.05 53.00 23.52 50.07 67.42 84.25 52.44 74.73 -0.44
Superloss 7.36 18.24 29.78 44.26 27.59 42.96 23.38 45.41 67.11 80.85 53.88 63.33 -3.58
ConFrag 2.74 8.16 15.91 34.42 17.49 27.31 5.08 12.64 27.26 61.24 15.70 33.36 -3.06
Co-ConFrag 0.54 7.25 16.65 33.93 17.43 28.26 1.50 9.45 28.44 61.36 14.87 35.88 -8.86

SHIFT15M-B MSD-B

symmetric Gaussian symmetric Gaussian

noise rate 20 40 60 80 30 50 20 40 60 80 30 50

Vanilla 9.11 17.96 27.02 36.34 6.54 15.16 8.23 18.43 31.67 45.85 6.96 15.74
CNLCU-S 12.98 19.42 24.31 34.47 15.33 20.90 0.13 6.04 21.52 46.01 4.75 12.51
CNLCU-H 6.26 12.84 20.04 36.03 8.88 15.65 0.27 4.98 10.32 29.83 5.11 9.22
Sigua 6.94 14.09 26.08 37.03 10.32 17.44 1.29 7.19 17.35 50.87 6.80 12.38
SPR - - - - - - 7.07 18.19 33.39 45.61 5.01 15.36
BMM 6.96 12.42 18.64 26.79 7.58 13.13 3.32 10.30 23.40 43.56 5.29 11.85
DY-S 7.11 11.94 18.85 29.04 6.90 13.50 3.39 8.06 18.65 35.24 4.77 9.83
C-Mixup 9.47 16.15 24.08 34.17 5.88 14.51 3.75 13.13 26.73 40.90 2.96 10.97
RDI 9.91 17.92 26.63 36.29 7.08 15.18 21.04 30.09 38.78 49.49 19.19 27.88
CDR 9.52 17.78 26.97 35.97 7.14 15.17 7.83 17.86 32.83 45.91 6.73 16.92
D2L 9.25 18.03 26.55 36.23 6.34 15.60 7.13 19.96 32.47 46.64 5.51 15.54
AUX 7.74 16.95 26.61 36.47 4.92 14.40 6.12 18.18 31.09 45.70 5.21 15.45
Selfie 4.84 10.22 22.28 38.15 5.51 11.58 1.43 8.40 20.24 45.87 14.37 24.13
Co-Selfie 11.53 16.43 32.08 39.32 13.45 22.33 -0.38 4.41 8.32 35.47 6.78 13.15
Superloss 5.44 12.26 23.23 35.24 5.60 13.28 -0.15 10.68 23.15 45.55 4.35 16.36
ConFrag 2.46 6.18 10.68 19.04 3.66 8.09 0.57 4.94 11.22 23.41 2.39 6.49
Co-ConFrag 0.85 5.52 10.80 18.83 3.03 8.70 -0.65 2.98 8.66 20.53 1.73 6.00

in noisy labeled classification to quantify the coverage of the total dataset, |S|/|D| where S and D
are the selected and total set, respectively.

Error Residual Ratio. To better assess selection and refurbishment approaches, we introduce a new
metric termed Error Residual Ratio (ERR). Unlike classification, noisy labels in regression can show
the diverse severity of the noise present in each label y (i.e., various degrees of deviation from the
ground truth ygt). This cannot be addressed when using conventional metrics, which are primarily
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Sel. (%) ERR (%) MRAE (%) Sel. (%) ERR (%) MRAE (%)

epoch epoch epoch epoch epoch epoch
(a) Symmetric 40% (b) Gaussian 30

ConFrag CNLCU-H BMM DY-S AUX Selfie

Figure 5: Selection/ERR/MRAE comparison between ConFrag and strong baselines of CNLCU-H,
BMM, DY-S, AUX and Selfie on IMDB-Clean-B. We exclude the performance during the warm-up.

designed for classification and tend to treat all instances of noise as equally severe. Our proposed
ERR considers the varying severity of noise and is defined as

ERR =
1/|C|∑|C|

c |yc − ygt
c |

1/|D|∑|D|
d |yd − ygt

d |
, (5)

where C is a set of cleaned (selected or refurbished) samples. The numerator is the average cleaned
error that serves as an indicator of the precision of the cleaned data, while the denominator is the
average dataset error that normalizes it for standardized assessment. The ERR, along with the
selection rate and regression metrics (e.g., MSE, MRAE), provides a deeper insight into the model
performance. Ideally, a method with a high selection rate coupled with low ERR and regression error
can be deemed as closer to the upper bound.

4.3 Results and Discussion

Overall performance. Table 1 compares the MRAE values to the noise-free trained model between
ConFrag and the baselines. We evaluate six types of noise: four symmetric and two random Gaussian
noises. ConFrag and Co-ConFrag achieve the strongest performance in all experiments compared
to the fourteen baselines. Notably, Co-ConFrag mixes co-teaching during the regression learning
phase by assuming that S still contains 25% noise. The results on UTKFace-B dataset can be found
in Appendix G.1.

Selection/ERR/MRAE comparison. Fig. 5 compares ConFrag to five selection and refurbishment
baselines of CNLCU-H, BMM, DY-S, AUX, Selfie on IMDB-Clean-B using the selection rate, ERR,
and MRAE. Ideally, a model should attain a high selection rate and a low ERR. It is worth noting that
the relative importance of ERR and selection rate may vary depending on the dataset and the task.
ConFrag achieves the lowest ERR while maintaining above-average selection rates, resulting in the
best MRAE. Appendix G.10 includes comparison results for all noise types with more baselines.

Fragment pairing. Fig. 6(a) compares contrastive pairing to alternative pairings using MRAE
as a metric. The contrastive fragment pairing demonstrates superior performance to other pairing
methods. Notably, the performance is poorest when both the average and minimum distance between
fragments are smallest ([1, 2], [3, 4] when F = 4, [1, 2], [3, 4], [5, 6] when F = 6). While the
pairings of [1, 4], [2, 3] and [1, 6], [2, 5], [3, 4] have the same average distance between fragments as
the contrastive pairings, their minimum distances between fragments are smaller, resulting in poorer
performances than contrastive pairings. This result shows the effectiveness of contrastive fragment
pairing for selecting clean samples. See Appendix G.4 for more details.

Fragment number. ConFrag introduces a hyperparameter F , the number of fragments. While we
simply set F = 4 for all experiments, we conduct analysis on the effect of using different F , as
shown in Fig. 6(b). On SHIFT15M-B dataset, the performance is relatively stable across different
fragment numbers. On IMDB-Clean-B, a small declining trend in performance is observed as the
number of fragments increases. This decrease is likely attributed to a finer division of the training data
among feature extractors, ultimately leading to overfitting and reduced generalization capabilities.
Appendix G.2 provides further analysis of the fragment number.

Ablation analysis on mixture of neighboring fragments. In Table 2, we conduct an ablation
analysis of the Mixture of neighboring fragments (§ 2.3). When evaluating neighborhood agreement
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(a) Fragment pairing analysis (b) Fragment number analysis

𝐹 = 6𝐹 = 4

Figure 6: Analysis with 40% symmetric noise. (a) Comparison between the proposed contrastive pair-
ing and other pairings on IMDB-Clean-B. (b) Comparison between fragment numbers on SHIFT15M-
B and IMDB-Clean-B.

Table 2: Ablation of Mixture of Neighboring Frag-
ments. MRAE on the IMDB-Clean-B dataset (lower is
better).

symmetric Gaussian
αself
f αngb

f S 40 30 50

✓ Sp ∪ Sr 16.97 17.53 38.18
✓ Sp ∪ Sr 22.22 22.77 46.36

✓ ✓ Sp 14.18 15.84 33.07
✓ ✓ Sr 14.06 16.94 39.85
✓ ✓ Sp ∩ Sr 13.08 16.18 34.23
✓ ✓ Sp ∪ Sr 12.64 15.70 33.36

Table 3: Parameter size comparison. regres-
sion: parameters for regression, noise: param-
eters to mitigate noisy labels, “others": SPR,
CDR, D2L, C-Mixup, Sigua, Selfie, BMM,
DY-S, Superloss.

regression noise total

RDI 23.9M 47.8M 47.8M
CNLCU 47.8M 47.8M 47.8M
“others" 23.9M 23.9M 23.9M
ConFrag 23.9M 22.8M 46.7M

based solely on either the agreement of the current fragment (αself
f ) or the neighboring fragment’s

agreement (αngb
f ), the ablation reveals that relying on the current fragment’s agreement alone (αself

f )
exhibited relatively stronger performance. Nevertheless, this approach still fell short of achieving a
satisfactory level compared to considering both agreements, as defined in Eq. 4.

Next, as we consider sample selection based on two variants of agreements, the predictive one utilizing
the feature extractor’s binary classifier and the representational one using K-nearest neighbors on the
learned feature space (referred to as the selected sample sets Sp and Sr respectively), we conduct an
ablation study on these selected sample sets. This involves evaluating the results when determining
the final selected sample set (S) either individually, at the intersection, or at the union of Sp and Sr.
Overall, in line with ConFrag, the union of sets (Sp ∪ Sr) proves to be the most effective strategy.

Parameter size comparison. Table 3 compares the number of parameters of ConFrag and baselines
on the ResNet-based age prediction datasets. A thorough description of the ConFrag architecture is
in Appendix F.3. It is worth noting that each of the ConFrag’s feature extractors for noise mitigation
employs a much fewer number of parameters than the downstream regression task (e.g., 48% in age
prediction datasets). The total number of parameters of each method varies, as some share parameters
for regression as well as noise mitigation while others, such as ConFrag, do not. Nevertheless,
ConFrag uses fewer total parameters than CNLCU-H and RDI.

5 Conclusion

To address the problem of noisy labeled regression, we introduce the Contrastive Fragmentation
framework (ConFrag). The framework partitions the label space and identifies the most contrasting
pairs of fragments, thereby training a mixture of feature extractors over contrastive fragment pairs.
This mixture is leveraged for clean selection based on neighborhood agreements. Extensive exper-
iments on six curated datasets on three domains with different levels of symmetric and Gaussian
noise demonstrate that our framework performs superior selection and ultimately leads to a better
regression performance than fourteen state-of-the-art models. Given its foundation in the Mixture
of Experts model, the parameter size of ConFrag linearly grows with an increase in the number of
fragments. We acknowledge this as a potential avenue for future research.
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A Appendix: Table of Contents

The Appendix enlists the following additional materials.

I. Limitations. § B
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ii. Fragmentation and Neighborhood Jittering D.2

iii. Prediction Depth Analysis D.3

IV. Extended Related Work. § E
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V. Experiment Details. § F
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ii. Baseline Details F.2
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ii. Fragment Number Analysis G.2
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iv. Fragment Pairing Analysis G.4
v. Closed-Set versus Open-Set Noise G.5
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VII. ConFrag Pseudo Code (Algorithm 1)

B Limitation

A key limitation of ConFrag lies in its foundational reliance on the Mixture of Experts (MoE)
model [Jacobs et al., 1991]. Specifically, integrating MoEs with deep learning introduces notable
scalability challenges, both computationally and in memory usage [Zuo et al., 2021, Zoph et al.,
2022, Zhang et al., 2021b]. To address the memory concern, ConFrag currently employs more
compact feature extractors. Nevertheless, a prominent inefficiency stems from expert redundancy in
MoEs’ parameters [Zuo et al., 2021]. Some approaches to mitigate this include distilling into sparse
MoE models, employing pruning, and subsequently compressing to decrease parameter size [Kim
et al., 2023, Fedus et al., 2021]. There are also emerging strategies centered on parameter sharing,
leveraging matrix product operators (MPO) decomposition [Gao et al., 2020, 2022] and parameter-
efficient fine-tuning [Zadouri et al., 2023]. Of these, we believe the avenue of parameter sharing
holds special promise when combined with ConFrag; the inherent positive feature correlation in
regression problems amplifies the advantages of this approach. Also, as in MoEs, ConFrag introduces
new hyperparameter, the number of experts (the number of fragments F in ConFrag’s case).
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In its current form, ConFrag facilitates simultaneous training of both the feature extractors and
the subsequent regression task, either on a per-batch or per-epoch basis. However, a wealth of
research exists that could further optimize ConFrag’s scalability. These span from improving training
efficiency [He et al., 2021, Zoph et al., 2022, Lepikhin et al., 2021, Lewis et al., 2021] to enhancing
inference capabilities [Zhang et al., 2021b, Fedus et al., 2021].

C Broader Impacts

In the era of deep learning, the need for large datasets increases, yet it is expensive to obtain large
dataset with high-quality annotated labels. An alternative solution is to collect labels using automated
labeling methods, such as web crawling. However, these methods inevitably introduce noisy labels.

This work proposes a method for mitigating the negative effect of such label noise in regression, which
can save time and money spent on collecting high-quality labels for many applications, bringing
positive impact on science, society, and economy. However, since the method reduces the need for
accurate labeling, it may have potential negative effect on the salaries of label workers.

D Theory of ConFrag

We present several theoretical justifications that enhance the performance of ConFrag.

D.1 Classification versus Regression for Feature Learning

During the learning process, deep neural networks aim to maximize the mutual information be-
tween the learned representation, denoted as Z, and the target variable, denoted as Y . The mutual
information between these two variables can be defined as I(Z;Y ) = H(Z) −H(Z|Y ). A high
value of I(Z;Y ) is indicative of a high marginal entropy H(Z). Achieving this dual objective is
accomplished in classification [Boudiat et al., 2020].

However, Zhang et al. [2023] have shown that regression primarily focuses on minimizing H(Z|Y )
while disregarding H(Z). This results in a relatively lower marginal entropy for the learned represen-
tation Z and ultimately leads to performance deficits in comparison to classification.

To experimentally show that this theoretical result also applies to ConFrag, we replace classification-
based expert feature extractor learning with regression-based one, where each expert feature extractor
is trained with regression loss on its respective fragment pair dataset. We name this variant ConFrag-
R. In ConFrag-R, self-agreement is defined using distances to the mean of each fragment in the
contrasting pair (f, f+):

αself
f =

[
|Ȳf − h(x; θf,f+)| < |Ȳf+ − h(x; θf,f+)|

]
, (6)

where Ȳf is the average of fragment f ’s labels, and hR(·) is the regression function output. As in
ConFrag, ConFrag-R also utilizes K-nearest neighbor-based classification for computing another
variant of self-agreement. The results in Table 4 show that using classification for feature learning
outperforms using regression (ConFrag-R) in all datasets.

D.2 Fragmentation and Neighborhood Jittering

ConFrag operates by partitioning data samples into fragments and leveraging trained feature extrac-
tors for sample selection through collective modeling. We conceptualize this as a Mixture-of-Experts
(MoE) model, wherein individual experts specialize in specific problem subspaces through data
partitioning [Yuksel et al., 2012, Masoudnia and Ebrahimpour, 2014]. MoEs possess theoretically
advantageous properties with respect to computational scalability and reduction of output vari-
ance [Yuksel et al., 2012], contributing to the enhancements observed in ConFrag. It is noteworthy
that since each network is trained on a distinct training set, MoE effectively mitigates concurrent
failures, thereby preventing error propagation among networks and ultimately improving the general-
ization performance of ConFrag as well [Sharkey and Sharkey, 1997].

Additionally, our Neighborhood Jittering leads to a Partially Overlapping Mixture Model [Heller
and Ghahramani, 2007a], theoretically enabling the modeling of significantly richer and more
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Table 4: Comparison between ConFrag and ConFrag-R: Mean Relative Absolute Error (%) to
the noise-free trained model on the AFAD-B, IMDB-Clean-B, SHIFT15M-B, and MSD-B dataset.
Lower is better. The results are the mean of three random seed experiments.

AFAD-B IMDB-Clean-B

symmetric Gaussian symmetric Gaussian

noise rate 20 40 60 80 30 50 20 40 60 80 30 50

Vanilla 9.37 20.27 30.65 43.09 28.77 39.03 16.18 32.05 53.13 76.35 26.89 50.28
ConFrag-R 4.97 13.93 27.85 37.19 21.93 33.90 8.74 22.73 44.29 68.14 21.74 46.93
ConFrag 2.74 8.16 15.91 34.42 17.49 27.31 5.08 12.64 27.26 61.24 15.70 33.36

SHIFT15M-B MSD-B

symmetric Gaussian symmetric Gaussian

noise rate 20 40 60 80 30 50 20 40 60 80 30 50

Vanilla 9.11 17.96 27.02 36.34 6.54 15.16 8.23 18.43 31.67 45.85 6.96 15.74
ConFrag-R 4.18 9.59 16.21 25.76 4.96 10.90 0.77 5.68 13.63 30.05 2.79 6.87
ConFrag 2.46 6.18 10.68 19.04 3.66 8.09 0.57 4.94 11.22 23.41 2.39 6.49

intricate hidden representations by accommodating multi-cluster membership, ultimately enhancing
the selection and overall performance of ConFrag.

D.3 Prediction Depth Analysis

Prediction depth [Baldock et al., 2021] of an example refers to the earliest layer where the layer-wise
K-nearest neighbor probes of the layer and all the subsequent layers are the same as the model
prediction. In other words, low prediction depth means that the example is easily distinguishable
in early layers. For example, a prediction depth of zero means that data can be predicted at the
input level only based on its distances to other data. Low prediction depth is positively correlated
with better prediction consistency, lower learning difficulty, and larger margin. Due to these traits,
some previous works aim at reducing the prediction depth during training for better generalization
performance [Zhou et al., 2022, Sarfi et al., 2023].

While prediction depth is initially designed as a measure of example difficulty, the mean prediction
depth of the dataset can also be used as a measure of dataset difficulty [Baldock et al., 2021]. Also,
since early layers generalize while later layers memorize in deep learning [Stephenson et al., 2021],
the low mean prediction depth of a dataset means it is more generalizable since fewer examples
require memorization.

Table 5: Comparison of mean prediction depths of feature extractor learning tasks for all-frag,
contrastive fragment pairing, and alternative fragmentation pairings when F = 4.

IMDB-Clean-B

Fragment pairing No noise Symmetric 40%

All-frag ([1-4]) 6.6291 7.2452
Contrastive

pairing
[1, 3] 3.7752 4.8116
[2, 4] 3.7028 4.7869

Alternative
pairing 1

[1, 4] 3.0822 4.3307
[2, 3] 4.8215 5.3978

Alternative
pairing 2

[1, 2] 4.8738 5.4741
[3, 4] 4.7304 5.1828
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Table 6: Comparison of mean prediction depths of feature extractor learning tasks for all-frag,
contrastive fragment pairing, and alternative fragmentation pairings when F = 6.

IMDB-Clean-B

Fragment pairing No noise Symmetric 40%

All-frag ([1-6]) 7.2689 7.8102

Contrastive
pairing

[1, 4] 3.8635 4.8706
[2, 5] 3.7668 4.6382
[3, 6] 3.6840 4.5026

Alternative
pairing 1

[1, 2] 4.8979 5.4790
[3, 4] 5.0770 5.2453
[5, 6] 4.8010 5.0605

Alternative
pairing 2

[1, 6] 2.9685 4.1188
[2, 5] 3.7668 4.6382
[3, 4] 5.0770 5.2453

Tab. 5–6 show the mean prediction depth of all samples for each feature extractor learning task, with
and without noise. The prediction depth for each task is measured using ResNet-18 trained for 20
epochs, at which the model achieves more than 99% training accuracy. Following Baldock et al.
[2021], we use K = 30 for K-nearest neighbor probe and did not use data augmentation during
training. The tables show that the binary classification tasks from contrastive pairing achieve much
lower prediction depths than the multi-class classification tasks using all fragments (All-frag). Also,
the mean and maximum prediction depths of contrastive pairing are lower than those of alternative
pairings, explaining why contrastive pairing outperforms alternative pairings as shown in § 4.3. Note
that the mean prediction depths of the binary classification tasks correlate with the distance between
fragments: the larger the distance, the lower the prediction depth tends to be.

Fig. 7– 8 show the distribution of prediction depth for each task when F = 4 and F = 6. Without
noise, about 40% of data in each contrastive fragment pair has a prediction depth of zero, indicating
that two fragments are already much separated at input level. Even with 40% symmetric noise, more
than 25% of data in each contrastive fragment pair has a prediction depth of zero. Meanwhile, the
most frequent prediction depth when using all fragments is nine, which means that most data can
only be predicted at the last hidden feature level.

While the prediction depths of alternative pairings are lower than those of using all fragments, we
observe that they tend to perform worse as shown in Appendix G.4. We suspect that this is due to the
limitation of mixture models that the individual expert feature extractor may not fully benefit from
the full dataset as they model their own disjoint subset.

Figure 7: Probability of prediction depth for examples in contrastive pairing and all-frag (F = 4).
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Figure 8: Probability of prediction depth for examples in contrastive pairing and all-frag (F = 6).

E Extended Related Work

E.1 Continuously Ordered Correlation of Labels and Features

One distinctive characteristic of regression problems is their continuous label space, implying a high
likelihood of correlation between regions within the feature and label spaces [Yang et al., 2022b,
Gong et al., 2022, Zha et al., 2022].

Recent research has extensively explored these characteristics, encompassing issues such as label
imbalance [Yang et al., 2022b, Gong et al., 2022], age estimation [Li et al., 2019], contrastive
learning [Zha et al., 2022], and mixup regularization [Yao et al., 2022].

Yang et al. [2022b] propose label and feature distribution smoothing based on their similarity, while
Gong et al. [2022] introduce a regularization term aimed at aligning the rankings of feature-space
and label-space neighbors. Zha et al. [2022] employ supervised contrastive learning with a pairing
technique based on label distances in mini-batches. To adapt MixUp [Zhang et al., 2018] for
regression tasks, Yao et al. [2022] recommend interpolating proximal samples within the label space
with a higher probability.

Ordinal regression, also known as ranking learning, pertains to predicting ordinal labels based on
input data. It is noteworthy that ordinal regression methods are adaptable for regression tasks due to
the inherent numerical ordering within scalar label spaces. Past studies in ordinal regression have
successfully addressed various regression challenges, including facial age estimation [Niu et al.,
2016, Shin et al., 2022], monocular depth estimation [Fu et al., 2018], and credit rating [Hirk et al.,
2019]. Some of these methods share common characteristics with our approach, as they discretize
continuous labels, effectively converting regression tasks into classification problems [Niu et al.,
2016, Fu et al., 2018, Shah et al., 2022]. Within the framework of ordinal regression, Garg and
Manwani [2020] propose a loss correction method by estimating the noise transition matrix.

It is important to note that among the previously mentioned methods, only Yao et al. [2022] and Garg
and Manwani [2020] can effectively address noisy label regression problems without the need for
additional techniques. Additionally, Wang et al. [2022] enhance the scalability of their approach by
grouping dissimilar classes within the feature space. Our work considers the continuity of labels
and features and their correlation in fragmenting and grouping data. This approach allows each
component to learn distinguishable features and improve sample selection capabilities.

E.2 Noisy Label in Object Detection

Due to the abundance of research on object detection tasks, with bounding box localization being a
prominent example of regression tasks, we have explored the issue of noisy regression within the
context of object detection. In particular, obtaining accurate annotations for object detection is a
resource-intensive task, often constrained by limited time, a small number of annotators, or reliance
on machine-generated annotations. These constraints frequently result in label noise, represented as
incorrect class assignments or inaccurate bounding box locations.

Various strategies have been developed to address the issue of noisy labels in object detection. To
correct inaccurate bounding box locations, Li et al. [2020b] leverage the discrepancy between two
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classification heads by emphasizing the objectness of the region. Liu et al. [2022] generates object
bags using the classifier as guidance, Mao et al. [2021] employs center-matching correction, and
Schubert et al. [2023] drop instances with high region proposal loss on an instance-wise basis. In
scenarios where image-level annotations are available, Gao et al. [2019] employs ensemble learning
with two classification heads and a distillation head, while Shen et al. [2020] decomposes the problem
into foreground and background noise, employing residual learning and bagging-mixup learning.

We also explored the possibility of applying object detection techniques to noisy labeled regression.
However, our analysis revealed that these methods are not well-suited for the broader regression
task. Specifically, Liu et al. [2022], Schubert et al. [2023], Mao et al. [2021] utilize region proposal
networks to generate bounding box proposals. They leverage these proposals to selectively choose
clean labels or re-weight the training samples. However, because this approach necessitates an
auxiliary model in the proposal generation process, it cannot be directly applied in the context of
regression tasks.

Additionally, Li et al. [2020b], Liu et al. [2022], Schubert et al. [2023], Gao et al. [2019] employ
the object detector’s classifier to update or assess the quality of bounding boxes. By evaluating the
confidence or consistency of the bounding box through the classification output, this approach helps
mitigate the impact of noisy labels. However, implementing a similar approach in the context of
regression tasks would require the inclusion of an auxiliary co-trained task.

E.3 Transition Matrix based Methods

Methods based on transition matrices constitute one of the primary approaches for addressing the
issue of noisy labels.

Driven by the observation that the clean class posterior, denoted as p(ygt|x), can be inferred from the
transition probability and the noisy class posterior, p(y|x) = T (y|ygt)p(ygt|x), the modification of
the loss function enables the construction of a risk-consistent estimator using the estimated transition
matrix [Yao et al., 2020].

There are many approaches aiming to enhance the estimation of the transition matrix. These include
factorizing it into the product of two matrices by introducing an intermediate class [Yao et al., 2020],
training the Bayes label transition network [Yang et al., 2022a], learning the transition matrix within
a meta-learning framework [Wang et al., 2020], down-weighting less informative features based on
f -mutual information [Zhu et al., 2022], and adopting a two-head architecture. The latter involves a
noisy classifier for simultaneous transition matrix estimation and a clean classifier for statistically
consistent training [Kye et al., 2022].

Moreover, Xia et al. [2020] explores the utilization of part-dependent transition matrices, combining
them to approximate the instance-dependent transition matrix.

In an extended context, Li et al. [2022c] broadens the problem to include noisy multi-label learning
and suggests considering label correlations.

E.4 Combination with Contrastive Learning

Incorporating unsupervised learning methods proves effective in alleviating label noise, prompting the
integration of noisy label mitigation techniques with unsupervised learning, particularly contrastive
learning.

Zhang et al. [2021a] show that the combination of contrastive loss and semi-supervised loss yields
successful mitigation of the noisy label problem.

Beyond the application of contrastive learning, other approaches involve selecting confidence pairs
and confidence samples [Li et al., 2022b], leveraging clean probability estimation derived from
the relationship between representation clusters and labels [Huang et al., 2023], employing class
prototypes for weakly-supervised loss [J. Li, 2021], and implementing soft-labeling based on the
relation between representations and labels [Ortego et al., 2021].

Additionally, an approach introduces a contrastive regularization function aimed at preventing adverse
effects stemming from noisy labels [Yi et al., 2022].
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Table 7: Dataset Statistics on the six newly curated balanced datasets for regression: AFAD-
B [Niu et al., 2016], IMDB-Clean-B [Yiming et al., 2021], IMDB-WIKI-B [Rothe et al., 2018],
UTKFace-B [Zhifei et al., 2017], SHIFT15M-B [Kimura et al., 2021], MSD-B [Bertin-Mahieux et al.,
2011].

Dataset range train valid test total

AFAD-B [15, 40] 27647 1627 3252 32526
IMDB-Clean-B [15, 66] 44200 2600 5200 52000
IMDB-WIKI-B [15, 65] 42500 2500 5000 50000
UTKFace-B [1, 70] 10467 386 787 11640
SHIFT15M-B [0, 40000] 273417 16080 32180 321677
MSD-B [1956, 2010] 25218 1512 2970 29700

F Experiment Details

F.1 Dataset Curation Details

Table 7 provides a comprehensive overview of the statistics for the six benchmark datasets meticu-
lously curated for the task of noisy label regression. Detailed descriptions of the dataset tailoring
process are presented below for clarity.

Age prediction datasets (IMDB-Clean-B, AFAD-B, IMDB-WIKI-B, UTKFace-B): These datasets
are harmonized by achieving a balance across distinct age values. This equilibrium is established
using a bin sample count threshold (clip value) of 1000 for IMDB-Clean-B and IMDB-WIKI-B, 1251
for AFAD-B, and 200 for UTKFace-B. Image inputs are resized to dimensions of (128× 128). For
the regression task, we consistently employ a ResNet-50 backbone across all models.

SHIFT15M-B: Achieving data balance in this dataset involves a two-step process. First, the label
space is binned based on a price threshold of Y2000. Subsequently, data points exceeding the
maximum price of Y40000 are clipped to remove outliers. The binning threshold is set at 16084
sample counts to further ensure balanced representation. To standardize the label currency, it is pegged
to the U.S. dollar, referencing exchange rates from 2010 to 2020, which coincides with the period
when the original clothing item data is collected. Notably, this dataset is provided as the penultimate
feature of the ImageNet pre-trained VGG-16 model. Consequently, we opt for a three-layer MLP
architecture with a hidden layer size of [2048, 1024, 512], aligning with recommendations from
Papadopoulos et al. [2022] and Kimura et al. [2021].

MSD-B: Achieving balance in the Million Song Dataset involves setting a threshold of 550 samples
per year. For all regression models in this context, we adopt a regression backbone rooted in the
tabular ResNet structure proposed by Gorishniy et al. [2021], featuring a hidden dimension of 467.

Licenses of existing datasets. IMDB-Clean dataset [Yiming et al., 2021] is under MIT license.3
SHIFT15M dataset [Kimura et al., 2021] is under CC BY-NC 4.0 and MIT license.4 MSD [Bertin-
Mahieux et al., 2011] song year prediction dataset is under CC BY 4.0 license.5 UTKFace dataset
[Zhifei et al., 2017] is available for non-commercial research purposes only.6 IMDB-WIKI dataset
[Rothe et al., 2015, 2018] is available for academic research purpose only.7 Unfortunately, the license
of AFAD [Niu et al., 2016] dataset could not be found.8

F.2 Baselines Details

While numerous branches of noisy labeled learning have been explored for classification tasks, our
focus in this study centers on the challenging domain of noisy label regression. To comprehensively
investigate this task, we have conducted an extensive review of the various branches and have selected

3https://github.com/yiminglin-ai/imdb-clean
4https://github.com/st-tech/zozo-shift15m
5https://archive.ics.uci.edu/dataset/203/yearpredictionmsd
6https://susanqq.github.io/UTKFace/
7https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/
8https://github.com/John-niu-07/tarball
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a set of fourteen baselines that are adaptable to regression. It is worth noting that C-Mixup [Yao
et al., 2022] was originally proposed as a regression baseline. In the following section, we provide an
overview of these selected baselines, offering a broad coverage of diverse approaches to address the
noisy label regression problem. Additionally, we present detailed descriptions of the experimental
settings for each baseline.

1. D2L [Ma et al., 2018] for intrinsic dimension exploration. Following the paper, we set
k = 20 and m = 10 for Local Intrinsic Dimensionality (LID) estimation and set the LID
estimation window as five following the official implementation.

2. CDR [Xia et al., 2021] for model weight parameter selection, and RDI [Hu et al., 2020]
for regularizing the paramter distance from the initialization. At RDI, we use search space
λ ∈ [0.25, 0.5, 1, 2, 4, 8].

3. C-Mixup [Yao et al., 2022] for regularization via continuous mixup. C-Mixup-batch is used
in all experiments because of the excessive memory requirement for pairwise distance matrix
P . We set the beta distribution variable α as 1.5. The bandwidth variable σ is searched over
[0.01, 0.1, 1], following Yao et al. [2022].

4. SELFIE [Song et al., 2019] and AUX [Hu et al., 2020] for refurbishing. To apply SELFIE to
the continuous label, we redefine the concept of uncertainty F (x; q) and refurbished labels
yrefurb with the mean and standard deviation.

F (x; q) =
σ(Hx(q))

(max (Y )−min (Y ))
< ϵ (7)

yrefurb = µ(Hx(q)) (8)

where Hx(q) is the prediction history of x from before q epochs, ϵ is the uncertainty
threshold.
For SELFIE, we train 1/4 of the total training epochs for the warm-up phase, following Song
et al. [2019]. The variable q is searched over half of the warm-up epochs and around. The
variable ϵ is searched over [0.05, 0.10, 0.15, 0.20], following Song et al. [2019].
For AUX [Hu et al., 2020], we regularize the auxiliary variable by weight decay 0.0005,
reducing the weight by 0.1 at 1/2 and 3/4 of the total training epochs. The learning rate of
the auxiliary variable is set to 0.1 and 0.01. The variable λ is searched over [0.25, 0.5, 1, 2,
4, 8].

5. SPR [Wang et al., 2022] performs penalized regression for selection. It requires some
adaptation to regression by ignoring the ℓq penalty as there is no longer a linearity gap
between the scalar output and the final fully connected layer that requires reducing. Also, we
use our fragmentation splits {4, 8} to bin the regression data for SPR’s parallel optimization.

6. Sigua [Han et al., 2020] and CNLCU-S/H [Xia et al., 2022] for small loss selection. For
Sigua, we use δ(t) ∈ [0.3, 0.4] and γ = 0.01 and set Tk as 5% of the total training epochs.
For CNLCU-S/H, we search σ and τmin in [0.01, 0.1, 1, 10] and set Tk as 5%.

7. BMM [Arazo et al., 2019] for selection based on beta mixture model fitting on the loss
distribution. BMM does hard sampling and trains using the selected samples. DY-S is a
dynamic soft loss. We implemented two versions; the first uses a convex combination as in
Reed et al. [2015] ((1− w)ỹc − wŷ)2. Second, instead of bootstrapping, we dynamically
weight the loss using the BMM probability to create a cost-sensitive loss, (1− w)ℓ. The w
is the mixture clean probability, ŷ is the model prediction, ỹc is the assigned noisy label,
and ℓ is the loss.

8. SuperLoss [Castells et al., 2020] regularization parameter λ is searched over [0.01, 0.1, 1,
10] while τ uses an exponential running average with a fixed smoothing parameter α = 0.9.

9. [Incompatible] CRUST [Mirzasoleiman et al., 2020] for clean coreset selection. It aims
to select a coreset based on class-wisely gradient clustering. For regression, we initially
viewed all data as a single class and proceeded with coreset selection, but the results
were unsatisfactory. Therefore, we report results based only on the discretized version,
demonstrating comparable performances. We select 1/2 of the total dataset as a coreset. The
distance threshold in calculating clusters is searched over [1, 2, 4].

25

127585 https://doi.org/10.52202/079017-4051



(a) Gaussian 30

cl
ea

n 
la

be
l

noisy label

(b) Gaussian 50

noisy label

Figure 9: Random Gaussian Noise. (a) Gaussian noise injected from the uniformly sampled random
standard deviation between [1, 30]. (b) Gaussian noise injected from uniformly sampled random
standard deviation between [1, 50].

10. [Incompatible] OrdRegr [Garg and Manwani, 2020] for loss correction. Since no official
implementation is provided, we implemented it with cross-entropy loss for ordinal regression.
Importantly, we failed to find accurate noise rate estimation using their suggested methods.
Even when considering the transition matrix with the actual noise rate, the loss correction
algorithm proved ineffective in our benchmark tests.

F.3 ConFrag Training Details

ConFrag employs the Cosine Annealing Learning rate [Loshchilov and Hutter, 2017] with a minimum
learning rate of ηmin = 0. The optimization is carried out using the Adam optimizer [Kingma and
Ba, 2015]. For the K-nearest neighbors-based prediction, we experiment with various values of K,
specifically choosing from the set [3, 5, 7]. The number of fragments, denoted as F , remains constant
at four throughout all the experiments. To determine the buffer range for jittering, we conduct a
search over values within the range [0, 0.05, 0.1].

Some dataset-specific hyperparameters exist:

• Age prediction task datasets, IMDB-Clean-B [Yiming et al., 2021], AFAD-B [Niu et al.,
2016], IMDB-WIKI-B [Rothe et al., 2018], and UTKFace-B [Zhifei et al., 2017], train for
120 epochs with a learning rate of 0.001. Each feature extractor employs the ResNet-18
architecture, which contains only 48% of the parameters found in ResNet-50, the architecture
utilized for the regressor.

• Clothing price estimation task dataset SHIFT15M-B [Kimura et al., 2021] trains for 40
epochs with a learning rate of 0.0001. MLP with hidden dimensions [1024, 512, 256] is
deployed for feature extractors, and the parameter size is 44% of the regressor.

• Music year production task dataset MSD-B [Bertin-Mahieux et al., 2011] trains for 20
epochs with a learning rate of 0.0001. Similar to the regression backbone, the feature
extractor model is the tabular ResNet structure[Gorishniy et al., 2021], and the hidden
dimension is reduced to 256.

F.4 Random Gaussian Noise

Fig. 9 illustrates the application of random Gaussian noise within the label space of IMDB-Clean-
B [Yiming et al., 2021]. The procedure for injecting noise is akin to the approach employed by
Yao et al. [2022], where Gaussian noise is applied to every unique label within the training samples.
Specifically, Yao et al. [2022] sets the standard deviation of the Gaussian noise as a fixed 30% of
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the range of the label space corresponding to the dataset. In contrast, our noise injection method
introduces an element of stochasticity, allowing for variable levels of deviation for each unique label.

To achieve this variability, we employ uniform sampling from the minimum and maximum values
specific to each label’s domain. For instance, in the context of an age prediction task, we assume
minimum and maximum values of 0 and 100, respectively. However, in cases where the label domain
lacks clarity (e.g., for a variable like ‘price’), we utilize the minimum and maximum label values
provided by the dataset itself.

It is important to highlight that baselines with known noise rates, such as CNLCU-S/H, Sigua, and
Selfie, are incapable of dealing with Gaussian noise. Given that these baselines employ a heuristic
approach to control selection rates through (1− noise rate), they prove ineffective when exposed to
Gaussian noise, as it introduces noise to all samples, thereby resulting in a nearly 100% noise rate.
Hence, we create a soft noise rate to be used by them for selection. This is done by calculating an
updated noise rate, assuming that the Gaussian noise injected samples that fall within an acceptable
variance of the original ground-truth label are clean (the acceptable variance is set to equal the label
length/size of a single fragment).

F.5 Computation Resource

For implementation, we use Python 3.9 and PyTorch 1.13.1. All experiments are conducted using
NVIDIA Quadro 6000 24GB RAM GPUs. The required computation time for experiments differs
depending on the dataset. Below, we report the computation time for each dataset.

AFAD-B. On the AFAD-B dataset, the average computation time of ConFrag and Co-ConFrag are
approximately 2.5 GPU hours and 5 GPU hours, respectively. The computation time of baselines
ranges from 1.25 GPU hours to 4 GPU hours. About 650 GPU hours were required to produce the
AFAD-B part of Tab. 1.

IMDB-Clean-B. On the IMDB-Clean-B dataset, the average computation time of ConFrag and
Co-ConFrag are approximately 3.5 GPU hours and 5.5 GPU hours, respectively. The computation
time of baselines ranges from 2 GPU hours to 5 GPU hours. About 970 GPU hours were required to
produce the IMDB-Clean-B part of Tab. 1.

SHIFT15M-B. On the SHIFT15M-B dataset, the average computation time of ConFrag and Co-
ConFrag are approximately 1 GPU hour and 1.2 GPU hours, respectively. The computation time
of baselines ranges from 6 GPU minutes to 1 GPU hour. About 100 GPU hours were required to
produce the SHIFT15M-B part of Tab. 1.

MSD-B. On the MSD-B dataset, the average computation time of ConFrag and Co-ConFrag are
approximately 4 GPU minutes and 5 GPU minutes, respectively. The computation time of baselines
ranges from 1 GPU minute to 4 GPU minutes. About 9 GPU hours were required to produce the
MSD-B part of Tab. 1.

Additionally, further computation was required for analysis and experiments in § 4.3 and Appendix G.

G Extended Results & Analysis

We conduct supplementary experiments and analyses of UTKFace dataset, parameter sizes, fragment
numbers (F ), other hyperparameters (K, J), fragment pairing, and the impact of closed-set and
open-set noise. Furthermore, we present ablation analyses, comparisons with discretized baselines,
baseline performance evaluations considering Selection rate and ERR, variance assessments, and the
obtained MAE results.

G.1 UTKFace Results

Table 8 presents a comparison of MRAE values between various baseline methods and our proposed
approach on the balanced UTKFace dataset [Zhifei et al., 2017], UTKFace-B. We experiment under
four different symmetric noise conditions of symmteric 20%, 40%, 60% and 80% noise rates. Both
ConFrag and Co-ConFrag demonstrate superior performance across all experiments when compared
to the fourteen baseline methods.
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Table 8: Comparison of MRAE (%) on UTKFace-B datasets with symmetric noise.
UTKFace-B

symmetric

20 40 60 80

Vanilla 37.59 53.96 82.88 115.49
AUX 25.53 48.01 84.78 118.31
BMM 49.21 76.25 88.87 139.01
CDR 32.87 50.56 83.41 121.36
C-Mixup 17.76 34.00 74.29 117.68
CNLCU-H 5.75 20.75 43.44 121.55
CNLCU-S 20.29 36.69 43.44 121.55
D2L 38.28 51.22 99.19 122.50
DY-S 22.73 31.07 58.05 113.21
RDI 43.49 49.44 75.67 122.40
Selfie 30.47 44.62 99.67 130.97
Sigua 10.86 19.58 52.37 128.06
SPR 28.05 48.07 85.18 120.58
Superloss 9.12 22.10 55.78 115.78
ConFrag 6.28 14.30 34.09 83.03
Co-ConFrag -2.22 8.88 25.46 74.78
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Figure 10: Fragment number analysis compares the Selection rate, ERR and MRAE on IMDB-
Clean-B with symmetric 40% noise.

G.2 Fragment Number Analysis

In Fig. 10 and 11, we undertake an examination of various fragment numbers within the context of
symmetric 40% noise, using the IMDB-Clean-B and SHIFT15M-B datasets as benchmarks. Our
evaluation criteria encompass the Selection rate, Error Residual Rate (ERR), and Mean Relative
Absolute Error (MRAE). The number of fragments is chosen from F ∈ [4, 6, 8, 10]. To address
scenarios with a smaller fragment number, we examine cases where F = 1 or 2. When F = 2, a
fragment f that satisfies self-agreement (Eq. 3) does not meet the criteria for neighbor-agreement
(αngb

f in Eq. 4), as the agreement relies on comparing the distribution of fragment f and its contrasting
pair f+. Consequently, the unified neighborhood agreement (Eq. 4) consistently yields a value of 0.
On the other hand, defining a contrasting pair is not feasible when F = 1. Instead, we present a plot
of the vanilla baseline to illustrate the case when F = 1 without utilizing ConFrag.

The results reveal that the MRAE of the vanilla model initially decreases during the early epochs as it
learns patterns from clean samples. However, as the model starts to memorize noisy samples, the
MRAE degrades. In contrast, ConFrag consistently mitigates the impact of noisy samples across all
plots (F ∈ [4, 6, 8, 10]) when compared to the vanilla baseline.
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Figure 11: Fragment number analysis compares the Selection rate, ERR and MRAE on SHIFT15M-
B with symmetric 40% noise.

We also observe a declining trend in performance as the number of fragments increases in the case of
IMDB-Clean-B. In contrast, SHIFT15M-B exhibits relatively stable performance across different
fragment numbers. This decrease in performance with an increased number of fragments is likely
attributed to a finer division of the training data among feature extractors, ultimately leading to
overfitting and reduced generalization capabilities.
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Figure 12: Hyperparameter K analysis compares the Selection rate, ERR and MRAE on IMDB-
Clean-B with symmetric 40% noise.
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Figure 13: Hyperparameter K analysis compares the Selection rate, ERR and MRAE on
SHIFT15M-B with symmetric 40% noise.

G.3 Hyperparameter Analysis

The hyperparameter K is used for K-nearest neighbor classification when assessing self/neighbor
agreement from a representational perspective. As shown in Fig. 12, 13, with an increase in the value
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(a) IMDB-Clean-B with symmetric 40% noise

(b) IMDB-Clean-B with symmetric 60% noise

Figure 14: Hyperparameter J analysis compares the average accuracy of feature extractors, the
Selection rate, ERR and MRAE on IMDB-Clean-B with symmetric 40%, 60% noise.
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(a) SHIFT15M-B with symmetric 40% noise

(b) SHIFT15M-B with symmetric 60% noise
Figure 15: Hyperparameter J analysis compares the average accuracy of feature extractors, the
Selection rate, ERR and MRAE on SHIFT15M-B with symmetric 40%, 60% noise.

of K, the criteria for agreement become more stringent. Consequently, as the value of K increases, a
greater number of confident samples are selected, resulting in a reduction in the Selection rate and
ERR.

The hyperparameter J controls the buffer range for jittering, which, in turn, determines the level
of regularization applied via neighborhood jittering. Increasing the value of J results in stronger
regularization, effectively preventing overfitting. However, excessive regularization, as observed
when J = 0.10, may result in adverse effects during training. Specifically, in Fig. 14(a), the
feature extractors exhibit similar convergence patterns when J = 0.05 or J = 0.10. Consequently,
comparable performance is observed in Selection Rate and MRAE. Yet, in Fig. 14(b), the ERR of
J = 0.05 is smaller than that of J = 0.10, leading to improved MRAE performance for J = 0.05.
Similar effects are observed in the SHIFT15M dataset, as depicted in Fig. 15 (SHIFT15M-B).
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Figure 16: Fragment pairing analysis compares contrastive pairings ([1, 4], [2, 5], [3, 6]), all-
fragments ([1, 2, 3, 4, 5, 6]), and alternative pairing methods ([1, 2], [3, 4], [5, 6] and [1, 6], [2, 5], [3, 4])
on IMDB-Clean-B with 40% symmetric noise when F = 6. For feature extractor, all-fragments use
a ResNet-34, while other pairing methods use ResNet-18 backbones.
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Figure 17: Fragment pairing analysis compares contrastive pairings ([1, 3], [2, 4]), all-fragments
([1, 2, 3, 4]), and alternative pairing methods ([1, 2], [3, 4] and [1, 4], [2, 3]) on IMDB-Clean-B with
40% symmetric noise when F = 4. For feature extractor, all-fragments use a ResNet-34, while other
pairing methods use ResNet-18 backbones.

G.4 Fragment Pairing Analysis

In Fig. 1(c), we offer deeper insights into our approach by comparing contrastive fragment pairing
([1, 4], [2, 5], [3, 6]) against all-fragments ([1, 2, 3, 4, 5, 6]). In Fig. 6(a), we show the importance of
contrastive fragment pairing by comparing contrastive fragment pairing to alternative pairings. In
Fig. 16–17, we present the extended results with Selection rate, ERR, and MRAE alongside other
pairing methods.

The experiments involve training the feature extractors using either contrastive fragment pairing,
all-fragments, or alternative pairings. Notably, a single feature extractor is employed for all fragments,
whereas the fragment pairing (contrastive or alternative) uses a smaller feature extractor for each
individual pair. Subsequently, sample selection is executed in accordance with the Mixture of
Neighboring Fragments approach (§ 2.3).

In an optimal selection algorithm, the Selection rate should approach 100− noise rate(%), with ERR
and MRAE minimized. Across all evaluation metrics, the contrastive fragment pairing demonstrates
superior performance compared to other methods. It is important to highlight that performance is
poorest when the pairing is least distinguishable ([1, 2], [3, 4], [5, 6] when F = 6, [1, 2], [3, 4] when
F = 4) and moderate when the pairing is partially distinguishable ([1, 6], [2, 5], [3, 4] when F = 6,
[1, 4], [2, 3] when F = 4).
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(a) all-fragments([0,1,2,3])

0
1
2
3

(b) neighbor-fragments([0,1]) (c) neighbor-fragments([2,3])

(d) contrasting fragments([0,2]) (e) contrasting fragments([1,3])

(f) partial contrasting fragments([0,3]) (g) partial contrasting fragments([1,2])

Figure 18: Detailed Representation Depiction. A detailed comparison of the effect of fragment
pairings via t-SNE visualization of the penultimate features from the feature extractors. The experi-
ments are based on IMDB-Clean-B.

Furthermore, in Fig. 18, we utilize t-SNE to compare the feature extractors trained using contrastive
pairing, alternative pairings, and all-fragments. The visual comparison validates that representations
trained with contrastive pairs exhibit significantly more distinguishable features.

G.5 Closed-Set versus Open-Set Noise

To explore the impact of closed-set and open-set noisy samples, as depicted in Fig. 1(b) in the
main manuscript, we conducted an analysis of Selection rate, ERR, and MRAE performance while
gradually introducing closed-set and open-set noisy samples into the IMDB-Clean-B dataset. Our
study employs the IMDB-Clean-B dataset, comprising a fixed set of clean samples that represent 40%
of the total dataset, alongside varying amounts of noisy samples. These noisy samples are classified
into two distinct categories: closed-set and open-set noise [Wei et al., 2021, Wan et al., 2024]. For
example, consider an example with 4 fragments, whose contrastive fragment pairs are {(1, 3), (2, 4)}.
When training a feature extractor on binary classification between fragment 1 and 3, noisy sample
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Figure 19: Closed-set/open-set noise analysis displays the selection, ERR and MRAE when
closed-set or open-set noisy samples are injected into the clean dataset. The experiments are based
on IMDB-Clean-B.

Table 9: Difference of selection rate and ERR between the samples at the boundary and center of
fragments

Selection rate

20% 40% 60% 80%

boundary 79.55% 65.31% 55.98% 65.96%
center 80.18% 66.86% 54.64% 61.16%
difference 0.63% 1.55% 1.34% 4.80%

ERR

boundary 31.90% 39.01% 55.44% 82.26%
center 30.16% 36.63% 50.42% 82.91%
difference 1.74% 2.38% 5.02% 0.65%

whose ground truth fragment id is either 2 or 4 but mislabeled as fragment id of either 1 or 3 is an
open-set noisy sample. On the other hand, a noisy sample whose ground truth fragment id is 1 but
mislabeled as 3 (and vice versa) is a closed-set noisy sample.

Fig. 19 demonstrates that closed-set noisy samples have a considerably more adverse impact on
ERR and MRAE compared to open-set noisy samples. Our contrastive fragment pair-based learning
approach is advantageous in this regard, as it introduces open-set noisy samples in lieu of many
closed-set noisy samples, thereby facilitating learning with reduced interference.

G.6 Analysis of Samples on the Bounday versus Center of Fragments

Table 9 presents a comparative analysis of the selection rate and error reduction rate (ERR) between
samples located at the boundary and the center of fragments across eight experimental configurations.
The results indicate an average difference of 2.29% in selection rates and 2.43% in ERR between
the two groups. These findings substantiate the robustness of ConFrag’s sample selection process,
demonstrating consistent performance irrespective of the sample’s positional location within the
fragment.

G.7 Ablation & Combination Analysis

In Table 10, we present a comprehensive study comparing the performance of Cross-Entropy (CE)
and Symmetric Cross Entropy (SCE) [Wang et al., 2019] losses in various ablation and combination
experiments conducted on the IMDB-Clean-B dataset [Yiming et al., 2021], considering scenarios
with 40% symmetric noise and two variations of Gaussian random noise, each having a maximum
standard deviation of 30 and 50.

Firstly, we illustrate the impact of jittering regularization through ablation on each of the losses. No-
tably, jittering regularization emerges as a crucial component of ConFrag’s performance, preventing
the model from overfitting to the noisy labels.
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Table 10: Ablation and Combination Analysis. The values are mean relative absolute error to
the noise-free trained model on the IMDB-Clean-B [Yiming et al., 2021] dataset, and lower values
indicate better performances. The results are the mean of three random seed experiments.

ablation and combinations IMDB-Clean-B

symmetric Gaussian
feat. ext. loss backbone jitter Co-teaching 40 30 50

CE ResNet-18 18.90 21.77 39.78
CE ResNet-18 ✓ 12.64 15.70 33.36
CE ResNet-34 ✓ 13.44 16.06 31.00
CE ResNet-18 ✓ ✓ 9.45 14.87 35.88

SCE ResNet-18 18.37 20.80 38.10
SCE ResNet-18 ✓ 16.84 20.07 38.18
SCE ResNet-34 ✓ 14.97 18.95 36.12
SCE ResNet-18 ✓ ✓ 13.19 18.32 41.02

Table 11: Discretized Baseline Analysis. Mean Relative Absolute Error to the noise-free model
of discretized versions of strongly performing models on the IMDB-Clean-B [Yiming et al., 2021]
dataset. Lower is better.

IMDB-Clean-B

symmetric Gaussian
noise rate (%) 40 30 50

CNLCU-S-D [Xia et al., 2022] 55.71 64.71 79.59
CNLCU-S-D + mixup [Xia et al., 2022] 55.14 67.17 81.32
CNLCU-H-D [Xia et al., 2022] 37.76 51.36 76.40
CNLCU-H-D + mixup [Xia et al., 2022] 65.32 67.31 84.22
Sigua-D [Han et al., 2020] 56.17 61.67 66.08
Sigua-D + mixup [Han et al., 2020] 33.55 29.33 49.44
BMM-D [Arazo et al., 2019] 33.86 30.27 50.05
MD-DYR-SH-D [Arazo et al., 2019] 33.89 31.18 51.23
CRUST-D [Mirzasoleiman et al., 2020] 33.86 30.27 50.47
CRUST-D + mixup [Mirzasoleiman et al., 2020] 32.33 30.50 50.27
Selfie-D [Song et al., 2019] 31.50 24.86 47.46
Selfie-D + mixup [Song et al., 2019] 35.33 28.02 46.42
Co-Selfie-D [Song et al., 2019] 30.20 26.36 49.61
Co-Selfie-D + mixup [Song et al., 2019] 33.18 28.28 52.20
ConFrag (Ours) 12.64 15.70 33.36
Co-ConFrag (Ours) 9.45 14.87 35.88

The next ablation experiment entails replacing the ResNet-18 architecture of the feature extractors
with ResNet-34. The performance is enhanced when trained with SCE but decreases when trained
with just CE. This suggests that ConFrag could potentially benefit from a more powerful architecture,
but it is not a necessity.

A significant advantage of ConFrag lies in its compatibility with other approaches. We showcase its
performance when combined with an additional technique: Co-teaching [Han et al., 2018], which is
also employed by CNLCU and Co-Selfie in our baseline. Co-teaching involves training the regression
model while heuristically assuming that 25% of the original noise still exists in the data (e.g., 40%
original noise implies an assumption of 10% noise during Co-teaching regression). Empirical
observations reveal that Co-teaching consistently provides significant benefits.

Upon comparing CE and SCE for feature extractor training loss, we observe that CE, when combined
with jitter regularization, synergizes better to exhibit much stronger performance compared to SCE.
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(a) Feature extractor accuracy (b) Selection rate / ERR (c) Regression performance

Figure 20: Comparison of regularization methods. Compared to other regularization methods,
neighborhood jittering demonstrates superior performance in (a) feature extractor test accuracy,
(b) ERR, and (c) performance in regression. The analysis is conducted on IMDB-Clean-B with
symmetric 40% noise.

G.8 Discretized Baselines

In Table 11, we present a discretized version of several strong baselines, including Sigua [Han et al.,
2020], CNLCU [Xia et al., 2022], BMM [Arazo et al., 2019], Selfie/Co-Selfie [Song et al., 2019],
MD-DYR-SH [Arazo et al., 2019], and CRUST [Mirzasoleiman et al., 2020].

The discretization process aligns with our fragmentation approach used for ConFrag. We obtain
selected samples at the end of every epoch to independently train the regression model. Additionally,
we report performance with mixup [Zhang et al., 2018], a technique that proves beneficial for some
baselines like Sigua [Han et al., 2020].

Notably, most baselines exhibit a deterioration in performance following discretization. However,
Selfie/Co-Selfie [Song et al., 2019] stands out as the exception, showing an improvement in perfor-
mance after discretization. Interestingly, Sigua is the sole method that benefits from mixup [Zhang
et al., 2018] training.

G.9 Comparison of Neighborhood Jittering and Other Regularization Methods

In Fig. 20, we compare neighborhood jittering with other regularization methods that can be applied
to classification-based feature extractors (SCE with weight decay [Wang et al., 2019], mixup [Zhang
et al., 2018], and their combinations). In conclusion, neighborhood jittering exhibits the strongest
performance in feature extractor test accuracy, ERR, and MRAE, among other regularization methods.
It is observed that ERR and MRAE improve in line with the performance of the feature extractor.

G.10 Extended Selection Rate/ERR/MRAE Comparison and Analysis

In addition to presenting the Selection rate, ERR and MRAE for symmetric 40%, Gaussian 30,
and Gaussian 50 noise experiments on the IMDB-Clean-B dataset in the main manuscript, we have
included results for all noise types, along with additional baselines (CNLCU-H, Sigua, BMM, DY-S,
AUX, Selfie, Coselfie), in both Fig. 21 and Fig. 22.

As mentioned in § 4.2, the ideal scenario for selection and refurbishment methods involves achieving
a high selection rate while maintaining a low ERR, resulting in a reduced MRAE. We examine the
relationship between the selection rate, ERR, and MRAE based on Fig. 21(b). As training progresses,
ConFrag and other selection methods (CNLCU-H, Sigua, BMM, DY-S) approach the ideal condition,
resulting in an improving trend in MRAE. ConFrag, in particular, comes closest to the ideal scenario,
resulting in superior MRAE performance.

The most unfavorable scenario arises when there is a low selection rate coupled with a high ERR.
Selfie exemplifies the scenario in Fig. 21(b), which is connected to a relatively worse MRAE.

The scenarios of the low selection rates with low ERR and the high selection rates with high ERR can
be further examined using CNLCU-H and BMM. CNLCU-H demonstrates superior selection quality
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in terms of ERR, while BMM exhibits a higher quantity in the selection rate. This quality/quantity
trade-off is linked to the observation that CNLCU-H and BMM show similar MRAE performance in
Fig. 21(b). Additionally, Fig. 22(a) reveals that the selection rate gap widens, while the ERR gap
narrows when compared to Fig. 21(b). This is associated with BMM outperforming CNLCU-H in
terms of the MRAE.

It’s important to note that, rather than employing the selection rate and ERR as indicators for
MRAE, these metrics offer valuable insights when assessing selected or refurbished samples directly
independent of any potential regularizing effects introduced by the underlying regression model.

In addition, upon a detailed analysis of the figures, it becomes evident that Co-ConFrag consistently
achieves the lowest ERR across a wide range of noise types. Notably, it maintains a Selection rate of
above 40% while maintaining low ERR even in the presence of severe noise conditions, which leads
to outstanding MRAE performance.

(a) Symmetric 20%

(b) Symmetric 40%

(c) Symmetric 60%

(d) Symmetric 80%

ConFrag
Co-ConFrag

CNLCU-H
Sigua

BMM
DY-S

AUX
Selfie

Co-Selfie

Figure 21: Selection, ERR and MRAE comparison of ConFrag, Co-ConFrag and filter-
ing/refurbishment baselines on IMDB-Clean-B with symmetric 20%(a), 40%(b), 60%(c) and 80%(d)
noise, repectively.
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(a) Gaussian 30

(b) Gaussian 50

ConFrag
Co-ConFrag

CNLCU-H
Sigua

BMM
DY-S

AUX
Selfie

Co-Selfie

Figure 22: Selection, ERR and MRAE comparison of ConFrag, Co-ConFrag and filter-
ing/refurbishment baselines on IMDB-Clean-B with Gaussian 30(a) and Gaussian 50(b) noise,
repectively.

G.11 Variance Across Random Seeds

In Fig. 23, we plot the variance of three unique random seed experiments on all six noise types
(symmetric 20%/40%/60%/80%, Gaussian 30/50) on the IMDB-Clean-B dataset. To declutter the
graph, we compare it against the top two best-performing baselines under each noise type.

Tab. 12–13 show the main experimental results of Tab. 1 with standard deviation.

G.12 Standard Mean Absolute Error

In Tables 14–15, we report the standard mean absolute error (along with standard deviation) within
the respective label ranges for each dataset.
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ConFrag
C-Mixup
CNLCU-H

ConFrag
BMM
DY-S

ConFrag
DY-S
C-Mixup

ConFrag
CDR
D2L

ConFrag
C-Mixup
AUX

ConFrag
DY-S
C-Mixup

Figure 23: Variance Analysis of three unique random seed experiments on IMDB-Clean-B. The top
two best-performing baselines under each noise type are reported.
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Table 12: Mean Relative Absolute Error (%) and its standard deviation to the noise-free trained
model on the AFAD-B, IMDB-Clean-B and IMDB-WIKI-B datasets. Lower is better. A negative
value indicates it performs even better than the noise-free model. The results are the mean of
three random seed experiments. Number in parenthesis indicates standard deviation. The best and
the second best methods are respectively marked in red and blue. CNLCU-S/H, Co-Selfie, and
Co-ConFrag use dual networks to teach each other as done in Han et al. [2018].

AFAD-B IMDB-Clean-B IMDB-WIKI-B

symmetric Gaussian symmetric Gaussian real noise

noise rate 20 40 60 80 30 50 20 40 60 80 30 50 -

Vanilla 9.37 20.27 30.65 43.09 28.77 39.03 16.18 32.05 53.13 76.35 26.89 50.28 00.00
(0.72) (0.93) (1.15) (45.96) (1.57) (4.32) (1.60) (0.20) (0.93) (1.29) (2.45) (9.07) (00.00)

CNLCU-S 10.98 20.44 32.44 41.99 30.60 40.66 51.40 66.62 82.83 85.65 83.39 82.10 21.54
(0.42) (3.60) (0.18) (46.23) (1.11) (5.33) (2.03) (2.74) (2.82) (0.86) (10.54) (4.38) (1.28)

CNLCU-H 4.63 16.32 36.01 44.71 35.68 43.64 6.84 31.16 63.08 82.65 46.53 65.24 -2.93
(0.77) (1.51) (3.39) (28.95) (3.08) (2.79) (0.64) (1.29) (2.01) (1.65) (5.60) (7.16) (0.82)

Sigua 5.96 21.09 43.33 49.71 42.52 46.19 9.82 46.17 77.59 85.62 60.97 77.42 1.96
(1.43) (2.15) (2.12) (53.69) (3.47) (3.85) (0.54) (9.52) (2.01) (0.94) (19.19) (2.07) (1.65)

SPR 9.74 18.85 30.43 43.25 28.50 39.69 14.47 32.44 54.88 79.37 25.67 51.05 -0.93
(0.53) (1.27) (0.47) (43.74) (1.24) (6.72) (1.06) (0.49) (1.76) (1.30) (1.12) (10.31) (1.61)

BMM 5.60 15.00 39.15 46.41 30.96 44.00 8.85 21.54 55.57 80.40 24.33 57.21 17.88
(0.68) (1.91) (3.16) (44.77) (6.89) (2.11) (1.53) (2.29) (8.88) (3.18) (1.49) (16.74) (2.05)

DY-S 6.87 15.56 32.24 45.72 24.40 43.41 10.42 21.90 49.94 78.16 24.70 44.56 -3.41
(2.22) (3.26) (5.14) (33.46) (0.68) (4.87) (0.96) (1.58) (0.26) (0.77) (2.23) (10.04) (0.86)

C-Mixup 2.74 14.80 27.17 41.95 24.28 36.91 8.82 27.74 50.87 76.79 21.92 47.04 -5.26
(0.74) (0.16) (0.77) (38.53) (2.29) (7.88) (0.25) (0.46) (1.28) (0.86) (0.96) (10.33) (0.52)

RDI 10.64 21.80 39.32 47.07 37.33 44.41 16.35 29.33 55.91 79.92 25.69 51.35 1.06
(0.41) (0.66) (0.76) (49.28) (1.51) (4.41) (1.09) (1.98) (0.60) (0.69) (1.75) (12.37) (0.67)

CDR 10.26 18.71 32.27 43.38 29.74 39.21 17.47 32.19 54.75 75.45 28.46 51.73 -0.39
(1.20) (1.03) (0.66) (45.06) (0.41) (6.15) (1.11) (1.54) (1.72) (0.89) (2.89) (7.38) (1.28)

D2L 9.43 20.75 31.25 44.50 28.86 40.10 16.94 33.85 55.54 76.28 29.30 52.44 -0.66
(0.41) (2.51) (0.29) (45.37) (1.01) (5.73) (1.34) (2.21) (0.96) (1.00) (3.73) (9.20) (0.82)

AUX 6.15 19.01 31.16 42.83 28.28 39.05 12.58 28.82 52.33 76.75 23.27 49.42 -3.67
(0.17) (0.71) (0.50) (44.84) (1.70) (4.81) (0.66) (1.35) (0.82) (1.08) (1.78) (9.86) (0.72)

Selfie 16.91 25.02 44.18 47.78 46.02 50.73 27.43 53.74 79.38 84.00 60.68 78.03 14.00
(4.09) (3.42) (0.48) (42.55) (5.90) (4.93) (15.12) (2.07) (0.08) (0.28) (5.42) (3.46) (11.45)

Co-Selfie 14.61 22.95 39.79 47.72 41.05 53.00 23.52 50.07 67.42 84.25 52.44 74.73 -0.44
(2.66) (1.03) (1.33) (35.29) (6.05) (15.38) (12.18) (11.39) (3.08) (0.59) (8.15) (6.99) (5.19))

Superloss 7.36 18.24 29.78 44.26 27.59 42.96 23.38 45.41 67.11 80.85 53.88 63.33 -3.58
(2.02) (1.38) (1.64) (40.38) (1.09) (5.80) (4.49) (3.14) (1.88) (1.66) (16.22) (8.88) (1.46)

ConFrag 2.74 8.16 15.91 34.42 17.49 27.31 5.08 12.64 27.26 61.24 15.70 33.36 -3.06
(0.95) (0.43) (0.39) (22.14) (1.12) (5.31) (0.36) (1.94) (2.25) (1.42) (1.43) (10.14) (1.25)

Co-ConFrag 0.54 7.25 16.65 33.93 17.43 28.26 1.50 9.45 28.44 61.36 14.87 35.88 -8.86
(0.77) (0.59) (0.14) (18.48) (0.99) (2.45) (0.71) (0.62) (3.09) (3.14) (0.23) (11.44) (0.83)
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Table 13: Mean Relative Absolute Error (%) and its standard deviation to the noise-free trained
model on the SHIFT15M-B and MSD-B datasets. Lower is better. A negative value indicates it
performs even better than the noise-free model. The results are the mean of three random seed
experiments. Number in parenthesis indicates standard deviation. The best and the second best
methods are respectively marked in red and blue. CNLCU-S/H, Co-Selfie, and Co-ConFrag use dual
networks to teach each other as done in Han et al. [2018]. SPR [Wang et al., 2022] fails to run for
SHIFT15M-B due to excessive memory consumption.

SHIFT15M-B MSD-B

symmetric Gaussian symmetric Gaussian

noise rate 20 40 60 80 30 50 20 40 60 80 30 50

Vanilla 9.11 17.96 27.02 36.34 6.54 15.16 8.23 18.43 31.67 45.85 6.96 15.74
(0.56) (1.50) (0.96) (0.08) (1.11) (0.90) (0.18) (2.47) (3.51) (0.36) (0.65) (3.03)

CNLCU-S 12.98 19.42 24.31 34.47 15.33 20.90 0.13 6.04 21.52 46.01 4.75 12.51
(0.15) (0.39) (0.70) (0.17) (1.09) (0.34) (1.18) (0.31) (3.61) (1.51) (0.92) (1.08)

CNLCU-H 6.26 12.84 20.04 36.03 8.88 15.65 0.27 4.98 10.32 29.83 5.11 9.22
(0.43) (0.55) (0.42) (0.80) (0.36) (0.19) (0.19) (0.94) (1.46) (1.33) (0.31) (0.39)

Sigua 6.94 14.09 26.08 37.03 10.32 17.44 1.29 7.19 17.35 50.87 6.80 12.38
(0.13) (0.17) (0.29) (2.84) (0.77) (0.70) (0.21) (0.64) (3.30) (3.33) (1.44) (0.10)

SPR - - - - - - 7.07 18.19 33.39 45.61 5.01 15.36
(-) (-) (-) (-) (-) (-) (1.30) (1.32) (3.17) (2.11) (0.31) (2.15)

BMM 6.96 12.42 18.64 26.79 7.58 13.13 3.32 10.30 23.40 43.56 5.29 11.85
(0.52) (1.16) (0.78) (1.04) (1.24) (0.55) (0.64) (1.85) (2.31) (1.95) (0.63) (0.77)

DY-S 7.11 11.94 18.85 29.04 6.90 13.50 3.39 8.06 18.65 35.24 4.77 9.83
(0.25) (0.74) (0.10) (1.48) (0.97) (0.95) (1.07) (1.19) (3.50) (1.83) (1.28) (1.33)

C-Mixup 9.47 16.15 24.08 34.17 5.88 14.51 3.75 13.13 26.73 40.90 2.96 10.97
(0.23) (0.83) (0.32) (0.40) (1.03) (0.98) (0.83) (2.34) (2.16) (2.07) (0.17) (0.38)

RDI 9.91 17.92 26.63 36.29 7.08 15.18 21.04 30.09 38.78 49.49 19.19 27.88
(0.45) (0.27) (0.36) (0.67) (0.85) (0.84) (0.09) (0.22) (0.98) (1.12) (0.69) (1.60)

CDR 9.52 17.78 26.97 35.97 7.14 15.17 7.83 17.86 32.83 45.91 6.73 16.92
(1.17) (0.83) (0.36) (0.73) (1.01) (0.72) (0.91) (3.23) (2.36) (0.74) (0.49) (1.55)

D2L 9.25 18.03 26.55 36.23 6.34 15.60 7.13 19.96 32.47 46.64 5.51 15.54
(0.26) (1.47) (1.13) (0.66) (0.69) (1.58) (0.37) (1.08) (2.21) (2.56) (0.76) (2.05)

AUX 7.74 16.95 26.61 36.47 4.92 14.40 6.12 18.18 31.09 45.70 5.21 15.45
(0.33) (1.03) (0.30) (0.50) (1.11) (0.94) (0.88) (1.55) (3.07) (1.43) (0.28) (1.78)

Selfie 4.84 10.22 22.28 38.15 5.51 11.58 1.43 8.40 20.24 45.87 14.37 24.13
(0.77) (0.71) (2.82) (0.42) (0.97) (0.45) (0.24) (1.30) (4.61) (2.88) (3.28) (3.41)

Co-Selfie 11.53 16.43 32.08 39.32 13.45 22.33 -0.38 4.41 8.32 35.47 6.78 13.15
(0.84) (0.62) (0.64) (0.54) (0.74) (0.85) (0.12) (0.68) (1.40) (0.57) (1.70) (1.60)

Superloss 5.44 12.26 23.23 35.24 5.60 13.28 -0.15 10.68 23.15 45.55 4.35 16.36
(1.03) (1.48) (1.89) (0.28) (1.28) (0.67) (0.29) (2.10) (3.15) (6.77) (0.74) (2.99)

ConFrag 2.46 6.18 10.68 19.04 3.66 8.09 0.57 4.94 11.22 23.41 2.39 6.49
(0.42) (0.45) (0.65) (0.63) (0.37) (0.05) (0.43) (0.34) (1.38) (2.00) (0.84) (1.90)

Co-ConFrag 0.85 5.52 10.80 18.83 3.03 8.70 -0.65 2.98 8.66 20.53 1.73 6.00
(0.31) (0.66) (0.43) (0.41) (0.94) (0.46) (0.72) (0.66) (0.36) (2.46) (1.02) (1.07)
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Table 14: Standard Mean Absolute Error and its standard deviation to the noise-free trained model
on the AFAD-B, IMDB-Clean-B and IMDB-WIKI-B datasets. Lower is better. The results are the
mean of three random seed experiments. Number in parenthesis indicates standard deviation. The
best and the second best methods are respectively marked in red and blue. CNLCU-S/H, Co-Selfie,
and Co-ConFrag use dual networks to teach each other as done in Han et al. [2018].

AFAD-B IMDB-Clean-B IMDB-WIKI-B

symmetric Gaussian symmetric Gaussian real noise

noise rate 20 40 60 80 30 50 20 40 60 80 30 50 -

Vanilla 4.75 5.22 5.68 6.22 5.59 6.04 8.11 9.22 10.70 12.32 8.86 10.50 7.23
(0.02) (0.03) (0.05) (0.06) (0.08) (0.18) (0.09) (0.05) (0.12) (0.06) (0.13) (0.60) (0.09)

CNLCU-S 4.82 5.23 5.75 6.17 5.67 6.11 10.57 11.64 12.77 12.97 12.81 12.72 8.78
(0.03) (0.14) (0.01) (0.09) (0.07) (0.22) (0.15) (0.20) (0.15) (0.04) (0.78) (0.25) (0.16)

CNLCU-H 4.55 5.05 5.91 6.29 5.89 6.24 7.46 9.16 11.39 12.76 10.24 11.54 7.01
(0.05) (0.05) (0.16) (0.08) (0.15) (0.11) (0.08) (0.12) (0.14) (0.18) (0.43) (0.47) (0.02)

Sigua 4.60 5.26 6.23 6.50 6.19 6.35 7.67 10.21 12.40 12.96 11.25 12.39 7.37
(0.07) (0.10) (0.07) (0.04) (0.17) (0.17) (0.04) (0.67) (0.08) (0.04) (1.37) (0.19) (0.12)

SPR 4.77 5.16 5.67 6.22 5.58 6.07 8.00 9.25 10.82 12.53 8.78 10.55 7.16
(0.04) (0.04) (0.03) (0.06) (0.07) (0.28) (0.09) (0.02) (0.08) (0.12) (0.05) (0.70) (0.03)

BMM 4.59 5.00 6.04 6.36 5.69 6.26 7.60 8.49 10.87 12.60 8.68 10.98 8.52
(0.03) (0.09) (0.12) (0.06) (0.31) (0.09) (0.11) (0.20) (0.68) (0.21) (0.12) (1.16) (0.13)

DY-S 4.64 5.02 5.74 6.33 5.40 6.23 7.71 8.51 10.47 12.44 8.71 10.10 6.98
(0.09) (0.12) (0.24) (0.16) (0.05) (0.20) (0.11) (0.13) (0.04) (0.05) (0.14) (0.68) (0.07)

C-Mixup 4.46 4.99 5.52 6.17 5.40 5.95 7.60 8.92 10.54 12.35 8.52 10.27 6.84
(0.04) (0.02) (0.05) (0.07) (0.12) (0.34) (0.06) (0.04) (0.06) (0.12) (0.04) (0.69) (0.04)

RDI 4.81 5.29 6.05 6.39 5.97 6.27 8.13 9.03 10.89 12.57 8.78 10.57 7.30
(0.02) (0.04) (0.02) (0.02) (0.09) (0.18) (0.04) (0.19) (0.04) (0.11) (0.10) (0.84) (0.04)

CDR 4.79 5.16 5.75 6.23 5.64 6.05 8.20 9.23 10.81 12.25 8.97 10.60 7.20
(0.04) (0.03) (0.03) (0.10) (0.03) (0.26) (0.08) (0.16) (0.16) (0.02) (0.16) (0.48) (0.01)

D2L 4.75 5.24 5.70 6.28 5.60 6.09 8.17 9.35 10.86 12.31 9.03 10.65 7.18
(0.03) (0.10) (0.03) (0.11) (0.03) (0.24) (0.05) (0.11) (0.09) (0.01) (0.21) (0.62) (0.12)

AUX 4.61 5.17 5.70 6.20 5.57 6.04 7.86 9.00 10.64 12.35 8.61 10.44 6.96
(0.02) (0.05) (0.04) (0.07) (0.09) (0.20) (0.01) (0.11) (0.11) (0.13) (0.13) (0.66) (0.05)

Selfie 5.08 5.43 6.26 6.42 6.34 6.55 8.90 10.74 12.53 12.85 11.22 12.43 8.24
(0.19) (0.16) (0.01) (0.01) (0.28) (0.23) (1.07) (0.10) (0.07) (0.05) (0.39) (0.21) (0.92)

Co-Selfie 4.98 5.34 6.07 6.42 6.13 6.65 8.63 10.48 11.69 12.87 10.65 12.20 7.20
(0.13) (0.06) (0.08) (0.08) (0.28) (0.68) (0.88) (0.84) (0.19) (0.03) (0.61) (0.45) (0.46)

Superloss 4.66 5.14 5.64 6.27 5.54 6.21 8.62 10.16 11.67 12.63 10.75 11.41 6.97
(0.07) (0.05) (0.05) (0.05) (0.05) (0.25) (0.27) (0.25) (0.19) (0.15) (1.14) (0.57) (0.05)

ConFrag 4.46 4.70 5.04 5.84 5.10 5.53 7.34 7.87 8.89 11.26 8.08 9.31 7.00
(0.04) (0.02) (0.03) (0.05) (0.06) (0.22) (0.04) (0.15) (0.12) (0.04) (0.07) (0.68) (0.13)

Co-ConFrag 4.37 4.66 5.07 5.82 5.10 5.57 7.09 7.64 8.97 11.27 8.02 9.49 6.58
(0.05) (0.04) (0.01) (0.09) (0.06) (0.11) (0.08) (0.05) (0.20) (0.16) (0.05) (0.76) (0.06)
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Table 15: Standard Mean Absolute Error and its standard deviation to the noise-free trained model
on the SHIFT15M-B and MSD-B datasets. Lower is better. The results are the mean of three random
seed experiments. Number in parenthesis indicates standard deviation. The best and the second best
methods are respectively marked in red and blue. CNLCU-S/H, Co-Selfie, and Co-ConFrag use dual
networks to teach each other as done in Han et al. [2018]. SPR [Wang et al., 2022] fails to run for
SHIFT15M-B due to excessive memory consumption.

SHIFT15M-B MSD-B

symmetric Gaussian symmetric Gaussian

noise rate 20 40 60 80 30 50 20 40 60 80 30 50

Vanilla 7.47 8.08 8.70 9.34 7.30 7.89 .5918 .6475 .7199 .7974 .5848 .6328
(0.02) (0.07) (0.08) (0.04) (0.05) (0.08) (.0024) (.0112) (.0171) (.0016) (.0031) (.0161)

CNLCU-S 7.74 8.18 8.51 9.21 7.90 8.28 .5475 .5798 .6644 .7983 .5727 .6151
(0.03) (0.04) (0.01) (0.05) (0.04) (0.02) (.0068) (.0010) (.0176) (.0052) (.0033) (.0035)

CNLCU-H 7.28 7.73 8.22 9.32 7.46 7.92 .5483 .5740 .6032 .7098 .5747 .5972
(0.03) (0.04) (0.01) (0.05) (0.01) (0.03) (.0034) (.0027) (.0055) (.0065) (.0040) (.0019)

Sigua 7.32 7.81 8.64 9.39 7.56 8.04 .5538 .5861 .6416 .8248 .5839 .6145
(0.03) (0.03) (0.06) (0.24) (0.02) (0.08) (.0035) (.0024) (.0154) (.0150) (.0062) (.0026)

SPR - - - - - - .5854 .6462 .7293 .7961 .5741 .6308
(-) (-) (-) (-) (-) (-) (.0059) (.0048) (.0147) (.0113) (.0028) (.0119)

BMM 7.33 7.70 8.13 8.68 7.37 7.75 .5649 .6031 .6747 .7849 .5757 .6116
(0.03) (0.05) (0.03) (0.08) (0.06) (0.07) (.0044) (.0081) (.0099) (.0073) (.0016) (.0025)

DY-S 7.34 7.67 8.14 8.84 7.32 7.77 .5653 .5908 .6487 .7394 .5728 .6005
(0.02) (0.03) (0.04) (0.10) (0.03) (0.10) (.0072) (.0040) (.0164) (.0102) (.0045) (.0049)

C-Mixup 7.50 7.95 8.50 9.19 7.25 7.84 .5673 .6185 .6929 .7704 .5630 .6067
(0.03) (0.03) (0.03) (0.05) (0.04) (0.08) (.0041) (.0107) (.0096) (.0135) (.0023) (.0028)

RDI 7.53 8.08 8.67 9.33 7.33 7.89 .6618 .7113 .7588 .8174 .6517 .6992
(0.02) (0.02) (0.05) (0.03) (0.02) (0.08) (.0030) (.0040) (.0050) (.0039) (.0065) (.0092)

CDR 7.50 8.07 8.70 9.31 7.34 7.89 .5896 .6444 .7262 .7978 .5836 .6393
(0.05) (0.03) (0.05) (0.02) (0.04) (0.08) (.0065) (.0160) (.0116) (.0062) (.0030) (.0089)

D2L 7.48 8.08 8.67 9.33 7.28 7.92 .5857 .6559 .7243 .8018 .5769 .6317
(0.03) (0.07) (0.07) (0.01) (0.01) (0.13) (.0021) (.0049) (.0116) (.0122) (.0030) (.0106)

AUX 7.38 8.01 8.67 9.35 7.19 7.83 .5802 .6462 .7167 .7966 .5753 .6312
(0.01) (0.04) (0.04) (0.04) (0.04) (0.08) (.0027) (.0097) (.0152) (.0067) (.0010) (.0089)

Selfie 7.18 7.55 8.37 9.46 7.23 7.64 .5546 .5927 .6574 .7976 .6253 .6787
(0.03) (0.03) (0.19) (0.02) (0.04) (0.05) (.0020) (.0046) (.0230) (.0174) (.0190) (.0175)

Co-Selfie 7.64 7.97 9.05 9.54 7.77 8.38 .5447 .5709 .5923 .7407 .5839 .6187
(0.03) (0.01) (0.01) (0.01) (0.02) (0.08) (.0026) (.0019) (.0088) (.0023) (.0105) (.0084)

Superloss 7.22 7.69 8.44 9.26 7.23 7.76 .5460 .6052 .6733 .7959 .5706 .6362
(0.06) (0.07) (0.09) (0.06) (0.06) (0.06) (.0036) (.0104) (.0153) (.0405) (.0065) (.0140)

ConFrag 7.02 7.27 7.58 8.15 7.10 7.40 .5499 .5738 .6081 .6747 .5598 .5822
(0.01) (0.02) (0.01) (0.03) (0.01) (0.04) (.0035) (.0039) (.0051) (.0098) (.0050) (.0084)

Co-ConFrag 6.91 7.23 7.59 8.14 7.06 7.44 .5432 .5631 .5941 .6590 .5562 .5796
(0.01) (0.01) (0.01) (0.06) (0.04) (0.06) (.0056) (.0018) (.0009) (.0129) (.0051) (.0044)
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Algorithm 1 Contrastive Fragmentation
Input: Train data D = {X , Y }, Fragment number F , KNN parameter K, Jitter J , Total epochs N

Θ = {θ0,0 . . . θi,j} {feature extractors}
Φ = RandomInit() {regression model}

D1...F = Fragmentation(D) {§ 2.1. 1}
P = ContrastivePairing(D1...F ) {§ 2.1. 2∼4}
for n to N do

# train feature extractors
Pjitter = NeighborhoodJittering(D, F, J) {neighborhood jittering (§ 2.4)}
for (Djitter

i ,Djitter
j ) in Pjitter do

Djitter
i,j = Djitter

i ∪ Djitter
j

train p(f ; θi,j ,Djitter
i,j )

end for

# initialize S,Sp,Sr

S,Sp,Sr = {}, {}, {} {selected samples}

# obtain Sp,Sr

for (x, y) in D do
for f = 1 to F do

calculate ρf (y) {fragment prior (Eq. 2)}
# use two types of classification for neighborhood agreement
calculate αp

f (x;D1...F ,Θ) {predictive neighborhood agreement (Eq. 4)}
calculate αr

f (x;D1...F ,Θ) {representational neighborhood agreement (Eq. 4)}
end for
pp(s|x, y,D1...F ; Θ) =

∑F
f ρf (y)α

p
f (x;D1...F ,Θ) {pred. sample probability (Eq. 1)}

pr(s|x, y,D1...F ; Θ) =
∑F

f ρf (y)α
r
f (x;D1...F ,Θ) {repr. sample probability (Eq. 1)}

sample {up, ur} ∼ uniform(0, 1)
if pp(s|x, y,D1...F ; Θ) > up then
Sp = Sp ∪ (x, y)

end if
if pr(s|x, y,D1...F ; Θ) > ur then
Sr = Sr ∪ (x, y)

end if
end for

# union filtered samples (Sp,Sr)
S = Sp ∪ Sr

# train regression model
Φ = TrainOneEpoch(S; Φ)

end for
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The contributions of the paper are outlined in the introduction and match the
experimental results of the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of the work are discussed in Appendix B.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Detailed information required to reproduce the main experimental results are
provided in § 4.1 and Appendix F.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide open access to code for reproducing the main experimental results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experimental setting is presented in § 4.1 with the full details provided in
Appendix F.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Appendix G.11 contains main experimental results with standard deviation
calculated over three random seeds, along with visualizations of the variance.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Appendix F.5 provides the computation resource used and time of execution.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All authors read and confirm that the research in the paper conform with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The broader societal impacts of the work is described in Appendix C.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

47

127607 https://doi.org/10.52202/079017-4051

https://neurips.cc/public/EthicsGuidelines


• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper proposes a general machine learning method and thus the paper
poses no such risk of misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper properly cites the original assets such as datasets, and Appendix F.1
provides the licenses of existing dataset.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The provided code includes documentation on training and dataset construc-
tion.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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