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Abstract

Unsupervised automatic speech recognition (ASR) aims to learn the mapping
between the speech signal and its corresponding textual transcription without the
supervision of paired speech-text data. A word/phoneme in the speech signal
is represented by a segment of speech signal with variable length and unknown
boundary, and this segmental structure makes learning the mapping between speech
and text challenging, especially without paired data. In this paper, we propose
REBORN, Reinforcement-Learned Boundary Segmentation with Iterative Training
for Unsupervised ASR. REBORN alternates between (1) training a segmentation
model that predicts the boundaries of the segmental structures in speech signals
and (2) training the phoneme prediction model, whose input is the speech feature
segmented by the segmentation model, to predict a phoneme transcription. Since
supervised data for training the segmentation model is not available, we use re-
inforcement learning to train the segmentation model to favor segmentations that
yield phoneme sequence predictions with a lower perplexity. We conduct extensive
experiments and find that under the same setting, REBORN outperforms all prior
unsupervised ASR models on LibriSpeech, TIMIT, and five non-English languages
in Multilingual LibriSpeech. We comprehensively analyze why the boundaries
learned by REBORN improve the unsupervised ASR performance.

1 Introduction

Automatic speech recognition (ASR) systems convert speech signals into their transcription texts.
Most state-of-the-art ASR systems are trained with dense supervision using a large amount of labeled
speech-text paired data [10,|52]]. However, more than 80% of languages in the world have limited
access to speech-text paired data [S1], and collecting such paired data requires intensive labor and
costs, fundamentally limiting the applicability of supervised ASR systems to these languages. This
leads to significant efforts devoted to developing unsupervised ASR (UASR) systems, which aim to
learn the mapping between speech signals and textual transcriptions (words or phonemes) without
any speech-text pairs [4} 11} 18] 30} 33].

UASR models learn to align the distribution of input speech signal and output text without paired
data. Learning to match two distributions of sequences unsupervisedly has been extensively studied
in unsupervised neural machine translation (NMT) [1], where the aim is to learn a neural network
that can translate text in a source language to text in a target language without paired data [26 27].
Prior works show that adversarial training [20]] can be used to learn such mappings [26} 27, which
employs a generator learning to translate, and a discriminator learning to distinguish generated text
from the real text in the target language.
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Can we adopt such an adversarial training scheme for UASR? In unsupervised NMT, text can be
easily tokenized into sub-word tokens, so unsupervised NMT only needs to learn the mapping
between the source and target language’s token embeddings. However, in UASR, a phoneme or word
is represented by a variable-length segment in the speech signal whose boundaries are unknown.
Moreover, the length of a speech signal is much longer than the length of its textual transcription.
The above characteristics of speech make learning the mapping between the segmental structures in
speech and textual transcription challenging. Existing works in unsupervised ASR rely on handcrafted
rules or separately learned modules to obtain the boundaries of the segmental structures [4} 33| |64]].
Yet, such handcrafted boundaries are often sub-optimal, bottlenecking the performance of UASR.

This paper focuses on learning better segmental boundaries to improve the mapping between seg-
mented speech and textual transcription. We propose REBORN (Reinforcement-Learned Boundary
Segmentation with Iterative Training), an unsupervised ASR framework with a segmentation model
and a phoneme prediction model. The segmentation model determines segmental structure boundaries
in speech signals, while the phoneme prediction model assigns a phoneme to each segmental structure.
After properly initializing the phoneme prediction model, we use an iterative algorithm that alternates
between two stages to train the segmentation model and refine the phoneme prediction model. The
first stage trains the segmentation model. Since we do not have the ground truth segmental bound-
aries, we use reinforcement learning to train the segmentation model to favor segmentations that
yield phoneme sequence predictions with a lower perplexity. We experiment with various learning
objectives and implement them as reward functions for learning the segmentation model. In the
second stage, based on the boundaries predicted by the segmentation model learned in the previous
stage, we use an adversarial loss similar to generative adversarial networks (GANs) [20] to train the
phoneme prediction model.

We conduct extensive experiments on LibriSpeech [435], TIMIT [19], and Multilingual LibriSpeech
(MLS) [50] to compare the phoneme/phone error rate (PER) and word error rate (WER) with prior
works. We show that our method outperforms all prior UASR methods on LibriSpeech, TIMIT, and
five languages in MLS when using the same amount of training data. We perform thorough ablation
studies to show that iterative training and the rewards we design are critical to the performance of
REBORN. By analyzing the segmental structure obtained by our segmentation model, we find that the
segmental structures are acoustic units smaller than phonemes, which helps the phoneme prediction
model predict more accurate transcriptions. To facilitate further research and replication, our code
and models are available at https://github. com/andybi7676/reborn-uasr.

2 Related Work

An ASR model takes speech signals as the input and predicts the textual transcriptions. Unsupervised
ASR (UASR) aims to train an ASR model without access to paired speech-text data. Instead, the only
available training data is unlabeled speech data and unlabeled text data, while the correspondence
between speech and text is not available. In this paper, we follow prior UASR works [4} 33] to predict
phoneme transcriptions from speech signals. To achieve this, a lexicon is required to transform the
unlabeled text into phoneme sequences. Learning the mapping between speech signals and phoneme
sequences can be formulated as a distribution matching problem, where we want to learn an ASR
model whose output phoneme sequences match the distribution of real phoneme sequences.

Yeh et al. [64] address this distribution matching problem using an unsupervised loss function based
on empirical output distribution matching [34]], which guides the ASR model to produce phoneme
sequences with statistical distributions close to real phoneme sequences. Wang et al. [60] further
extend this approach by matching the N-skipgram and positional unigram distributions.

Liu et al. [33] propose to use the generative adversarial network (GAN) [20] for UASR. The GAN
solves the distribution matching problem by training a generator whose output distribution resembles
a target distribution, and a discriminator is trained to distinguish the outputs of the generator and the
samples from the target distribution. When using GAN to train unsupervised ASR, the generator
is the phoneme prediction model. The phoneme prediction model takes in speech features of the
segmental structures in the speech signal, and outputs a phoneme transcription. Prior works rely on
hand-crafted or separately trained unsupervised phoneme segmentation models to find the boundary
of the segmental structures [11} 33, 161].

https://doi.org/10.52202/079017-4110 129358


https://github.com/andybi7676/reborn-uasr

Language model — —\ ] Discriminator H : :
9429 - Gl | 6 10i1 00 010 0i1 0
[ Tt FRus Rio [rien.] Merged boundary

Phoneme Predictor (Generator) 3 Phoneme Predictor (Generator) P omi
; ® Iterative [ - 6 ] H E E
A Segment-wise o Segment-wise s £ :
mean-pooling Training mean-pooling

H H H : : Phoneme Predictor (Generator) €3
© 100810 051 0i1 000 - © 10 0i100{1 01000 -
t t
[ Segmentation Model & J(—‘ [ Segmentation Model §3 }
(S L ——— y
IR0 nonon - IO 0onon -, [ segmentation Model @ |
(@) Stage 1: Segmentation model trainihg (b) Stage 2: Phoneme prediction model training (c) Boundary merging

Figure 1: (a) and (b): REBORN iterates between using RL to train the segmentation model and
using adversarial training to train the phoneme prediction model. (c): An illustration of the seg-
mentation/boundary merging. 1 means the start of a segment while O is not. Given the original
segmentation and the predicted phoneme sequence, we merge the segments that result in the same
phoneme prediction into the same segment, yielding the merged boundary.

With the emergence of foundation models, wav2vec-U [4] shows that UASR performance can greatly
benefit from using speech foundation models as the feature extractor. However, wav2vec-U still
relies on the two-stage feature preprocessing step based on k-means to find the boundaries of the
segmental structure in the speech signal. In our paper, we call the segmentation boundaries obtained
by the feature preprocessing in wav2vec-U as "k-means-based segmentation". EURO [18]] changes
the decoding algorithm used to decode the phoneme prediction sequences and explores other speech
foundation models for feature extraction, including HuBERT [23]] and WavLM [12].

In these prior methods, the segmentation is either non-trainable or learned separately from the
phoneme prediction model. REBORN differs from prior works by introducing a trainable segmenta-
tion model tailored for the phoneme prediction model, and the segmentation model and phoneme
prediction model can be iteratively polished. wav2vec-U 2.0 [30] simplifies the feature preprocessing
step in wav2vec-U and does not explicitly consider the segmentation structure in their model. RE-
BORN has performance better than wav2vec-U 2.0 on almost all datasets, showing that learning the
segmentation boundary for feature preprocessing is important for the performance of UASR.

Although recent UASR is originally to be a cross-modality distribution matching problem, it is also
related to representation learning. For example, the speech features might be extracted from self-
supervised speech foundation models; and the segmentation problem is also commonly investigated
in tasks like acoustic unit discovery. We discuss these two related topics further in Appendix

3 Method: REBORN

The difficulty of mapping speech signals to their corresponding phoneme transcriptions lies in the
segmental structures in speech whose boundaries are unknown. To tackle this challenge, we propose
REBORN, which trains a UASR system with unpaired speech and text data. REBORN contains a
segmentation model and a phoneme prediction model. The segmentation model takes the speech
feature as input and determines the boundaries of the segmental structures in the speech signal, and
the phoneme prediction model predicts a phoneme for each segmental structure. We will use the
terms segment and segmental structure interchangeably. In our paper, we do not use the term segment
in the exact sense as in linguistics, where segment refers to discrete units that can be identified in
the stream of speech [15]. We use segment to broadly refer to a span in the speech, which may be a
meaningful unit (e.g., a phone or word) or a span in the speech identified by the segmentation model.

The overall training process of REBORN is outlined in Figure[I] First, we initialize the phoneme
prediction model using wav2vec-U (Section [3.3). Next, the training of REBORN iterates through
two stages: Stage 1 (Figure[I[a), Section raining the segmentation model to learn a better
segmentation until the segmentation model converges while fixing the phoneme prediction model.
Stage 2 (Figure[T|b), Section[3.2)): Training the phoneme predictor based on the segment boundaries
predicted by the segmentation model until the phoneme prediction model converges. The iterative
process ceases when the UASR performance does not improve over the previous iteration. In UASR,
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we cannot use PER as a validation metric to select the best model or determine when to stop training.
We use an unsupervised evaluation metric to achieve it instead, detailed in Appendix [C.4]and [C.5]

3.1 Stage 1: Training the Segmentation Model
3.1.1 Segmentation Model

Given an input speech signal, we use a self-supervised feature extractor model to extract the speech
features X = [z, -+ , z7] from the waveform. The segmentation model takes the speech features
and predicts the boundary of the segmental structure in the speech features. For each feature x;, the

segmentation model assigns a binary value b, indicating whether z; is the first frame of a segment.
We split X into segments based on b = b;.7 and mean-pool the features within the same segment. The

mean-pooled features [sy, - - - , s7] are forwarded through the phoneme prediction model to obtain
the phoneme prediction [y, - - - , y7+] using greedy decoding. The resulting phoneme prediction will
be de-duplicated into [y}, - - - , y},] by removing the same consecutive phoneme.

The segmentation model is a one-dimensional CNN, denoted by 7y and parametrized by 6. Given
[21,- - , @], T predicts a probability 7g[i], Vi € [1,---,T]. Let B; ~ Bernoulli(myli]) be a
Bernoulli random variable representing whether z; is the beginning of a segment. B; = 1 means z; is
the beginning of a segment; B; = 0 means z; is not the beginning of a segment. During training, we
sample b; from Bernoulli(g[i]); during inference, we take b; = 1 if mg[i] > 0.5, otherwise b; = 0.

3.1.2 Training the Segmentation Model with RL

To help the phoneme prediction model predict phonemes, we want to train the segmentation model
to capture the segmental structure in speech. However, the optimal segmentation boundary is not
available for training. Recognizing that the segmentation quality directly affects the phoneme
prediction of the phoneme prediction model, we estimate the quality of the phoneme prediction
to guide the segmentation model training. The phoneme prediction model is from the previous
REBORN iteration or initialized from wav2vec-U in the first REBORN iteration, and it is fixed when
training the segmentation model. Given that the feature segmentation based on boundary decision is
inherently non-differentiable, we leverage RL to train the segmentation model. While related works
may employ techniques like soft monotonic alignment or straight-through estimator to approximate
gradients [[7,160], we find that RL provides a natural and suitable approach for our scenario, where the
estimated quality of the phoneme sequence across different segmentations serves as the RL reward.

We train the segmentation model using the policy gradient method [57] based on the REINFORCE
algorithm [63]]. For each utterance, we calculate an utterance-wise reward R (defined in Eq. in
the next subsection) from the de-duplicated phoneme prediction to train the segmentation model.
Based on the policy gradient method, the segmentation model 7y is optimized using the following

b~

gradient: E; [Ve log g (b| X )R} , where E is taken over b sampled from 7y and approximated
with the mean of a batch of training sequences.

3.1.3 Reward Designs

Given an utterance in the training set, the utterance-wise reward R is the weighted sum of perplexity
difference reward R, edit-distance reward .4, and length difference reward Rj,.

We introduce some notations: Given an utterance, we use the currently trained segmentation model
my for segmentation and the phoneme prediction model trained in the last REBORN iteration to obtain
the de-duplicated phoneme prediction sequence Y. For the same utterance, we use the segmentation
model from the previous REBORN iteration 7y _1 for features segmentation and the same phoneme
prediction model to obtain another de-duplicated phoneme prediction sequence, denoted as Y, _,. In
the first REBORN iteration, Y, _; is the de-duplicated phoneme prediction from wav2vec-U.

Perplexity Difference Reward. The perplexity difference reward is designed to favor phoneme
segmentation better than the segmentation learned in the previous iteration. Intuitively, a better

phoneme segmentation prediction by.7 should yield a more reasonable phoneme prediction ¥/} ,,. We
use perplexity (PPL), the negative likelihood of a phoneme sequence scored by a phoneme language
model (LM), to evaluate how reasonable a phoneme sequence is. Perplexity measures how likely a
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phoneme sequence can be observed in the real world; a phoneme sequence with a lower perplexity
means it is more likely to be observed in real-world phoneme datasets. We use a 4-gram phoneme LM
trained on the phonemicized unlabeled text corpora. To guide the segmentation model to generate a
segmentation with a better phoneme prediction than the phoneme predictions obtained in the previous
iteration, we define perplexity difference reward as follows:

Ryp = PPLy_; — PPLy, (1

where PPLg_ is the perplexity of Y, _; and PPLy is the perplexity of Y. The perplexity difference
reward guides the segmentation model to produce segmentation that results in a phoneme sequence
with lower perplexity comparing with the previous iteration.

When only using R, the segmentation model learns some segmentation method that leads to
phoneme predictions with lower perplexity but does not correspond to better phoneme prediction
results. To prevent such undesirable behaviors, we design two regularization rewards, the edit distance
reward and length difference reward, to ensure that the policy learned by the segmentation model
does not drastically alter the phoneme predictions between iterations. The two regularization rewards
punish the segmentation model if Y} is too different from Y,_,. Crucially, regularization works only
if the Y, in the first iteration is good enough. As previously mentioned, we ensure this by using the
predictions from a trained wav2vec-U as Yg’_1 in the first iteration.

Edit distance reward. We use Levenshtein distance dj., as the edit distance to calculate the
difference between Y, _, and Y. We take the normalized negative edit distance as the reward, which
is defined in Eq.[2]

Length difference reward. We use the length difference reward R, to guide the segmentation
model to predict segmentation such that the length of Y}/ does not differ significantly from the length
of Y,_,. The length difference reward for an utterance is defined in Eq. [3| where |Y”| is the length of
Y.

drev(Yy_y, Yy) 1Yg] = Y51
Regit = —————— (2 Rien=1—- —5— 3)
Yyl ‘ Yg_4|
The final utterance-wise reward R is the weighted sum of Ry, Regit, and Rien.
R= Cppl * Rppl + Cedit * Redit =+ Clen * Rleny (4)

where cppl, Ceqic and cien are the weighting coefficients. During training, Rppi, Reqie and Rje, are
normalized within each batch. Appendix [C.5]|discusses how the coefficients are determined.

3.1.4 Initializing 7y with Behavior Cloning

Before training the segmentation model 7y with RL, we initialize it with behavior cloning (BC) [47,
48|]. BC uses the supervised objective to train the segmentation model to predict the boundaries in
speech features. Given speech features x1.7, the segmentation model is trained to predict the 0/1
boundary bi by using some boundaries b; as the target. In REBORN, the target boundary for BC
is the merged boundary (Section obtained using my_1, the segmentation model learned in
the previous iteration. We then frame BC as a binary classification task and optimize it with the
cross-entropy loss. Note that in the first REBORN iteration, we use the k-means-based boundary from
wav2vec-U as the BC target.

3.1.5 Boundary Merging

After training the segmentation model until convergence, we use the segmentation model to predict
the boundaries of the whole dataset and perform boundary merging. The process uses the phoneme
prediction model trained in the previous iteration to refine the boundary predictions b;. Even if some
consecutive speech features are split into two segments by the segmentation model, the mean-pooled
features of the two segments may yield the same phoneme prediction. In this case, the two segments
will be merged into one segment. An illustration of boundary merging is shown in Figure [T|c).
Boundary merging differs from phoneme sequence de-duplication: boundary merging modifies the
segmentation prediction éi, while de-duplication modifies the phoneme sequence.
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3.2 Stage 2: Training the Phoneme Prediction Model

The phoneme predictor takes the mean-pooled features of segmental structures S = [s1, 2, - , S17]
and predicts a phoneme sequence Y = [y1,y2, -+ ,y7~]. S are obtained by mean-pooling the features

X in the same segmental structure based on [b/l, --+, bp], where 13; is the merged boundaries. We
find that it is effective to perform boundary merging to stabilize the training in this stage.

After obtaining the merged phoneme boundaries, we train the phoneme predictor model using GAN
training. The phoneme prediction model is the generator in GAN training. The generator aims to
output phoneme predictions that look like real phoneme sequences to fool the discriminator. The
discriminator takes in a phoneme sequence, which can be the output of the generator or a phoneme
sequence from the unpaired text corpora, and the goal of the discriminator is to distinguish whether
the input phoneme sequences are outputs of the generator. The generator and discriminator are
updated using the loss in GAN training. In this stage, the parameters of the segmentation model are
not updated, and the generator is initialized from the previous iteration. We discuss the effect of
applying boundary merging and parameter initialization in Appendix [A.T]

3.3 Initialization of REBORN

In Stage 1, the segmentation model depends on the phoneme prediction when calculating the rewards.
As aresult, REBORN cannot work without properly initializing the phoneme prediction model. We
use wav2vec-U to train a phoneme prediction model and use it as the initialization for the phoneme
prediction model in REBORN. We briefly introduce wav2vec-U in Appendix [B]

4 Experiment Setup

4.1 Dataset

We use three datasets commonly used in ASR to evaluate the performance of REBORN.

LibriSpeech [45] is an English speech recognition corpora that contains 960 hours of training data.
Following EURO [18]], we use 100 hours of audio from the train-clean-100 set as the unlabeled
speech data. The unlabeled text data is derived from the remaining 860 hours, which does not overlap
with the transcription of the unlabeled speech data.

TIMIT [19] is another English speech recognition with the human-labeled phone boundary. We
follow the matched setting, which is more broadly used [4, [18] 33]], where the speech and text data
come from the same set of utterances.

Multilingual LibriSpeech (MLS) [50] is an ASR dataset including German (de), Dutch (nl), French
(fr), Spanish (es), Italian (it), and Portuguese (pt). Following [4], we randomly sample and use 100
hours of speech data for each language and use the LM data provided by the dataset as unpaired text.

4.2 Evaluation Metrics

We use phoneme error rate (PER) and word error rate (WER) to evaluate the ASR performance. If not
specified, we use greedy decoding to obtain phoneme-level results. For decoding word-level outputs,
we perform WFST decoding [38, 39]] using PyKaldi [9]. We leave the details in Appendix [C.7]

4.3 Implementation Details

For the English datasets, we use wav2vec 2.0 [3] to extract speech features from speech signals; for
MLS, we use XLSR-53 [[14] as the feature extractor. Both of them can be found in fairseq [44]. The 4-
gram phoneme LM is derived using KenLLM [22]. We describe more details about the data preparation
and LM formulation in Appendix which basically follows wav2vec-U [4]. All the trainable
models, including the segmentation model, the phoneme prediction model, and the discriminator
in GAN training, are composed of one-dimensional CNN layers, as detailed in Appendix For
LibriSpeech and TIMIT, we train REBORN for two iterations. For MLS, we only train one iteration
since we do not find the performance to improve in the second iteration.
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Table 1: PER/WER on LibriSpeech using 100 hours Table 2: PER results on TIMIT. The cross-
speech data. T: Our reproduction. (wav2vec-U and mark (X) in the greedy-decoding column indi-
wav2vec-U 2.0 only report results of using 960 hours cates that an additional LM (4-gram) is used
of unlabeled speech). HMM ST indicates HMM self- during decoding. REBORN reaches the best

training (Appendix [C.2). performance with no LM used for decoding,
. ) PER/WER (%) | showing that REBORN can benefit from the
roacl 1
PP dev-clean dev-other test-clean test-other external LM via RL.
WITH ORACLE BOUNDARY Aonroach Greedy PER (%)
Train from oracle 63/128 9.7/163 6.4/127 10.0/168 “PPrOC decoding core-dev core-test all-test
BASELINE .
EURO (HuBERT) 152/23.1 20.7/293 15.1/22.8 21.1/29.8 (@ Train from oracle / o1 103 92
wav2vec-UT 19.3/20.4 22.9/25.6 19.3/21.0 23.2/25.8  (b) wav2vec-U (reproduced) v 20.2 222 203
wav2vec-U 2.0f 122/17.2 163217 126/17.7 163222 (&) yavavec- U+ WEST X 171 178 168
- T . . .
wav2vee-U 2.0 + HMM ST! 10.0/15.4 13.1/19.0 103160 13.1/19.6 (101166 (wavavee 2.0) X 85 108 .
OUR METHOD (e) EURO (WavLM) X 143 146
REBORN 8.3/12.5 11.9/17.6 8.9/13.1 12.5/18.7
REBORN + HMM ST 52/93 8.5/135 54/9.6 8.5/137 (f)REBORN v 124 135 124
5 Results

5.1 Main Results

We show the PER and WER of LibriSpeech, TIMIT, and MLS in Table [T} Table 2] and Table [3]
We compare REBORN with several prior UASR works: wav2vec-U [4], wav2vec-U 2.0 [30], and
EURO [18]]. We have the following observations:

REBORN significantly outperforms all prior methods on LibriSpeech. Our experiment on
LibriSpeech follows Gao et al. [18] to use the 100-hour training split of LibriSpeech as the unlabeled
speech data. Compared with all the baselines in Table[I] REBORN achieves the lowest PER and WER.
wav2vec-U and EURO both use hand-crafted rules to obtain the segmental boundaries, while wav2vec-
U 2.0 removes the feature segmentation steps. The superior performance of REBORN illustrates
the importance of learning the segmental boundaries tailored for the phoneme prediction model.
Notably, without using HMM self-training, REBORN already has PER/WER lower than wav2vec-U
2.0 with HMM self-training, which is the prior state-of-the-art (SoTA) method on LibriSpeech.
In Appendix [A.4] we further apply the REBORN pipeline with speech foundation models other
than wav2vec 2.0. We find that REBORN yields notable performance improvement when using
HuBERT [23] or WavLM [12] as the feature extractor, illustrating the generalizability of our method.

Self-training further improves PER/WER of REBORN. Self-training uses the phoneme predictor’s
prediction as the pseudo-label and trains a new phoneme prediction model using the pseudo-label as
the training data. It is commonly used in UASR to boost the performance [4} [30]. In Table [T} we show
that REBORN can be integrated with Hidden Markov Models (HMM) self-training (Appendix [C.2)
to further lower the PER/WER. We reach a new SoTA on LibriSpeech under the setting of 100-
hour speech data, outperforming the prior SoTA in PER and WER by 5% and 6%, respectively.
Surprisingly, REBORN with HMM self-training outperforms training wav2vec-U with the oracle
boundary. This shows that REBORN can be combined with self-training to improve performance
effectively. Due to limited computation resources, we only conduct self-training on LibriSpeech.

REBORN outperforms all prior UASR methods on TIMIT. Table 2| shows the PER of TIMIT,
and we again find that REBORN achieves the lowest PER compared with all prior UASR methods.
This indicates that REBORN not only works on large datasets like LibriSpeech but also works on
small datasets like TIMIT, which only contains about 3 hours of audio data for training. Even using
greedy decoding only, REBORN outperforms the prior best-performing UASR model (row (e)), which
relies on prefix decoding. EURO shows that replacing the feature extractor with WavLM [12] (row
(e)) outperforms using wav2vec 2.0 (row (d)) as the speech feature extractor. Since REBORN using
wav2vec 2.0 already outperforms EURO with WavLM, we leave changing the feature extractor in
REBORN on TIMIT as future work.
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Table 3: WER on MLS. 1: Results from Baevski Table 4: Boundary evaluation results of different
etal. [4]. *: Our reproduction of wav2vec-U, used Segmentation methods on LibriSpeech test-clean
as the initialization of the phoneme prediction SPlit. The second-last column (Freq.) is the num-

model in REBORN. i: Results from Liu et al. ber of segments per second. All the methods share
130]. the same phoneme prediction model trained with
the k-means-based segmentation of wav2vec-U.

WER (%) |
Approach
de nl fr e it pt Avg. Boundary method Prec. Rec. F1 Freq. PER%
wav2vec-Ut 325 40.2 39.8 33.3 58.1 59.8 44.0 (a) Oracle 1.0 1.0 1.0 11.89 138
wav2vec-U* 33.9 38.1 37.7 33.1 51.8 594 423  (b) k-means-based 0.64 0.77 0.70 1427 193

i
wav2vec-U2.0° 235 35.1 35.7 25.8 469 485 359 (o) Syoar and Harwath [56] 0.75 0.75 0.75 1226 23.2

REBORN 209 26.9 28.2 24.7 399 515 32.0 (d) REBORN 0.57 0.78 0.65 16.29 12.9

REBORN performs well on languages other than English. The results on MLS are presented in
Table[3] We find out that a single iteration is enough for performance convergence on MLS. Recall
that REBORN is initialized from wav2vec-U, but REBORN outperforms wav2vec-U by a large margin
in all six languages. This large performance gap underlines the importance of learning the boundaries
of the segmental boundaries. Moreover, REBORN outperforms wav2vec-U 2.0 except for Portuguese,
and the average WER on the six languages is 3.9% lower than wav2vec-U 2.0.

5.2 Boundary Analysis

The core of REBORN is the segmentation model that learns the segmental structure’s boundaries.
In this section, we look at how different segmental boundaries affect the performance of phoneme
prediction. We compare the boundaries obtained by four methods: (a) the oracle phoneme boundaries
obtained by forced alignment [36]], which requires paired speech-text data to learn the alignment; (b)
the k-means-based segmentation boundary in wav2vec-U; (c) the phoneme boundary obtained by the
SoTA unsupervised phoneme segmentation method [56] on LibriSpeech; (d) the boundaries learned
by the segmentation model of REBORN in the first iteration before boundary merging.

First, we focus on the PER in Table 4| when using different segmentation methods. The PER is
obtained by taking the four different segmented features to the identical phoneme prediction model:
the phoneme prediction model trained using the k-means-based segmentation of wav2vec-U. Note
that the phoneme prediction model here is unsupervised and non-ideal. We find that simply replacing
the k-means-based boundary with the oracle phoneme boundary reduces the PER by 5.5%, showing
the imperfect hand-crafted k-means-based segmentation is the bottleneck of UASR. Next, even when
using the boundary predicted by the SoTA unsupervised phoneme segmentation [56], the PER does
not reduce. Conversely, the boundary learned by REBORN achieves the lowest PER. This is because
the boundary learned by REBORN is directly tailored for the phoneme prediction model.

Next, we discuss the phoneme boundary results in Table[] The phoneme boundary results is evaluated
with boundary precision, recall, and F1 with a 20ms tolerance window, following the harsh scheme
from Strgar and Harwath [56]. We leave the discussion about the different schemes for boundary
evaluation in Appendix [E] We also report the average number of segments per second (Freq. in
Table ). Interestingly, the boundary F1s of the oracle boundary (row (a)) and Strgar and Harwath
[56] (row (c)) are much higher than the boundary F1 of REBORN (row (d)), but the PER of REBORN
is much better. This is because REBORN’s segmentation model predicts more segments than the
number of phonemes in the utterance (before boundary merging), indicating that it learns some
segmental structures smaller than the phones. This can be seen from the lower precision (0.57) and
higher frequency (16.29) compared to oracle boundaries. However, segmenting the speech feature
into smaller units is not problematic because even if the consecutive speech features of the same
phonemes are split into two segments by the segmentation model, as long as they have the same
phoneme prediction, the duplicated phoneme prediction will be removed in the de-duplication step,
and thus not affect the PER.
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Table 5: We compare different reward functions
and the effect of BC initialization with first itera-
tion results on LibriSpeech test-clean. Row (c)

Figure 2: PER across training epochs on the
test-clean split of LibriSpeech. BC pretraining
speeds up convergence and raises performance.

is REBORN.
35 —— BC pretrained
—— from scratch
. PER (%) LM PPL 30
Ablation — (Stage 1) 9
Stage 1 Stage 2 age o 25
(@). Rppl 147 129 10.0 &
(b). Rypt + Reai 138 121 10.8 2
(©). Rppt + Regit + Rien 12.9 11.9 11.2 15
(d). REBORN w/o BC 14.9 14.2 13.8 0 8 16 24 32 40

Epoch

5.3 Ablation Study
5.3.1 Reward Design and Behavior Cloning

We verify the effectiveness of our three proposed reward functions and behavior cloning initialization
in Table[5] While the perplexity difference reward alone is sufficient to guide the segmentation model,
adding edit distance and length difference rewards improves performance further. As previously
mentioned, using only the perplexity difference reward will make the segmentation model predict
segments overly focusing on lowering PPL. And a phoneme sequence with a lower perplexity
may not always be a better transcription. To deal with such overfitting problem, we design the
two regularization rewards, namely, R.qg and Rje,, to make the model learn to segment for lower
perplexity while grounded on a reasonable transcription from the previous iteration. Our results in
Table 5| further evidence the effectiveness of the two rewards. Additionally, we observe that removing
BC leads to a decline in PER compared to using BC (see row (d) vs. row (c)). To deepen this analysis,
we present the PER curve on the LibriSpeech fest-clean set with and without BC. The results in
Figure [2|indicate that BC helps enhance performance and accelerate convergence.

5.3.2 [Iterative Training

In Figure[3] we show the PER on LibriSpeech test-clean split during the iterative training process
of REBORN. We observe that after training the segmentation model in the first iteration, the PER
drastically drops by 6.4% compared with wav2vec-U, which is used to initialize the phoneme
prediction model in iteration one. This shows that the quality of the segmental structure’s boundaries
is important to the performance of UASR. Afterward, the PER of REBORN decreases steadily across
iterative training, showing that training the segmentation model and the phoneme prediction model is
critical to improving the performance of REBORN. We find that the PER does not drop significantly
after the fifth iteration. Last but not least, we provide more evidence in Appendix [A.3|to showcase
that the phoneme predictors are iteratively polished.

Figure 3: PER of each stage during REBORN’s two-
stage iterative training on the test-clean split of Lib-
riSpeech. St.: stage; w2vu: wav2vec-U.

Table 6: The boundary evaluation results
on TIMIT. REBORN achieves better bound-
ary evaluation scores than the original k-
means-based method, and is comparable
with Strgar and Harwath [56]’s after bound-
ary merging. x: from literature. All the
metrics are calculated on the fest-all split.

18 Reborn
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k-means-based 0.62 0.75 0.68
Strgar and Harwath [56]* 0.85 0.79 0.82
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5.3.3 Boundary Evaluation on TIMIT

In Section[5.2] we demonstrate that REBORN segmentation delivers fine-grained segments, achieving
the highest performance gain among segmentation methods given the same non-ideal phoneme
prediction model. Here, we extend our boundary evaluation results to TIMIT, a smaller dataset with
human-annotated phone boundaries, to provide more comprehensive boundary insights. Table [6]
shows that the initial boundaries learned by REBORN, optimized explicitly for the phoneme prediction
model, already achieve a high recall. With boundary merging, i.e., consecutive segments with the
same phoneme prediction are merged as illustrated in Figure [T}(c), REBORN achieves results close to
Strgar and Harwath [56]]’s. In line with the previous context, we emphasize that REBORN achieves
substantial performance improvement in PER by tailoring segmentation to the non-ideal unsupervised
phoneme prediction model, rather than solely aiming for higher boundary evaluation scores. This
represents a critical and intriguing finding in our work.

6 Discussion

In unsupervised ASR, learning the mapping between the segmental structures in speech and their
corresponding transcription is challenging, especially without paired data. To tackle this, we pro-
pose REBORN, an iterative training method for unsupervised ASR. REBORN iteratively trains the
segmentation model and the phoneme prediction model to improve the ASR performance. The
segmentation model is trained using RL with carefully designed rewards to guide the segmentation
model to find the boundaries of the segmental structures in speech signals. Extensive experiments
on three datasets spanning seven languages show that REBORN outperforms prior best-performing
unsupervised ASR models in all datasets except one language in MLS. We conduct comprehensive
ablation studies to show that each component in REBORN is critical to the performance. We also
explain the effectiveness of REBORN by analyzing its segmentation patterns and find that REBORN
tends to produce segmental structures smaller than phones, which helps the generators predict the
phoneme transcription better.

Limitations. Recent advancements in unsupervised ASR are still in the developmental stages, and
we have not yet implemented REBORN in more realistic scenarios, such as low-resource languages or
noisy environments. Additionally, the iterative training paradigm may amplify any existing biases in
the dataset, an aspect that remains unexplored in this study. Furthermore, if the phoneme prediction
model is poorly initialized, REBORN may not be able to provide huge performance improvements.
In this work, lexicons are required to perform phonemicization on the unpaired text. Consequently,
learning the unsupervised ASR system directly from speech to word-level tokens remains an open
problem, where recent works aim to tackle [30} 41].

Broader impacts. Unsupervised automatic speech recognition (UASR) - predicting the textual
transcriptions for the given speech signals using only unpaired speech and text data - is highly
attractive. The existence of thousands of low-resourced languages spoken globally is the major
reason. This paper presents REBORN, a novel unsupervised ASR training algorithm. We foresee that
REBORN has great potential to make low-resource languages more accessible to train ASR systems,
making speech technology more accessible and boundaryless.
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Appendix

A Additional Results

A.1 Stability Analysis

In unsupervised ASR, stability has always been one of the major concerns since the unlabeled
scenario makes the problem difficult and the training unstable. In Table [/, we demonstrate that
REBORN is stable by calculating the mean PER and the corresponding standard deviations, as well
as the converged rate. We introduce that a converged experimental run is categorized by its result
yielding PER < 40%, following Baevski et al. [4]]. As represented in the table, REBORN generates
significantly better performance while being stable with a 100% converged rate in both stages.

Next, we focus on the ablations of REBORN stage 2 GAN training in Table[7] When the boundary
merging is not applied, the GAN training on the original REBORN-segmented features is still better
than the initial stage. However, the average PER and the standard deviation are larger. The observation
indicates that the training is slightly unstable, but does not diverge too much since it is still fully
converged. On the other hand, when we train the next-iteration GAN with completely random
initialized parameters, the performance degrades even if we train the model for more steps. These
two ablations directly demonstrate the effectiveness of adopting boundary merging and parameter
initialization from the previous iteration, while the GAN training can still work on the original
boundary or with randomly initialized parameters.

Furthermore, we find out that the instability might be highly correlated to the boundary frequency
(the last column in Table , and this observation also corresponds with the prior works [4, 30]]. Just
as we performed in Table (1] we show the topline result of training GAN from the oracle boundary
in the last row. We contribute the good result to the disappearance of the length mismatch issue
between the segmented feature and its textual transcription. In the INITAIL STAGE, when we use
only the k-means for segmentation instead of the two-stage k-means + adjacent segmentation (or
"k-means-based segmentation” in the main text) in wav2vec-U, the length mismatch issue arises and
we can not obtain reasonable results.

As for REBORN, the boundary without merging has a higher frequency compared with the wav2vec-U
segmentation. However, using the original boundary for GAN training can still yield fully converged
results with lower PER. We contribute this result to the improved quality of REBORN boundary,
showing the importance and effectiveness of our segmentation learning via RL.

Table 7: The table for stability analysis. Each method is trained for 5 runs on LibriSpeech and
evaluated on the fest-clean split. REBORN performs steadily well while being fully converged in both
of the stages. The ablations show the effectiveness of applying boundary merging and parameter
initialization from the previous iteration for the stage 2 GAN training. The abbreviation "adj."
indicates adjacent pooling, which is the 2nd stage of pooling in wav2vec-U (see Appendix [B). The
"Freq." in the last column is the number of boundaries per second.

Ablation Type mean PER + std (%) %-converged (1) Freq. (Hz)
INITIAL STAGE
wav2vec-U (k-means-only)  GAN > 100 0% 28.5
wav2vec-U (k-means + adj.) GAN 20.1 £ 0.6 100% 14.3
ITERATION 1
REBORN stage 1 RL 12.9 £0.7 100% 16.3
REBORN stage 2 GAN 12.0 £ 0.1 100% 11.6
w/o boundary merging GAN 139+ 2.1 100% 16.3
w/ random initialization =~ GAN 14.1+£04 100% 11.6
TOPLINE
Train from oracle boundary ~ GAN 6.64 + 0.2 100% 11.9

129371 https://doi.org/10.52202/079017-4110



Table 8: Ablation study results of various configurations on the unsupervised metric assessed using
validation set and phoneme error rates evaluated on the LibriSpeech dataset.

Stage 1 Stage 2
Configuration Unsupervised Dev-clean Test-clean  Unsupervised Dev-clean Test-clean
Metric () PER (%) PER (%) Metric ({) PER (%) PER (%)
Rppi 256621.6 14.0 14.7 206312.79 12.2 12.9
Rppl + Reait 251476.6 13.3 13.8 198447.93 11.7 12.1
Rypi + Redgit + Rien 2434194 12.7 12.9 191043.37 11.7 119
REBORN w/o BC 252302.3 14.8 14.9 237658.23 14.1 14.2

A.2 Reward Design Details

When training reinforcement learning, various methods have demonstrated that incorporating regu-
larization terms can enhance model training stability [54} 55]. In response to this insight, we have
integrated both edit-distance and length rewards as forms of regularization in our training regime.
To identify the most effective reward configuration, we employed an unsupervised metric (Eq.[I0)
for selection. Detailed unsupervised metric scores and further evaluation results of our reward
configurations are presented in Table[8]

Our findings, as shown in Table[5] indicate that using perplexity (PPL) alone as a reward yields the
lowest perplexity scores upon model convergence. However, this approach also results in higher
scores on the unsupervised metric, implying a decline in model performance. Further analysis
reveals that the PER increases when the PPL reward is the sole metric. This suggests that, without
regularization, the model tends to minimize perplexity by producing more lengthy and less accurate
transcriptions, which do not align well with the expected outputs.

A.3 Iteratively Polished Phoneme Predictors

In REBORN, we introduce an iterative paradigm that can gradually polish the segmentation model and
the phoneme predictor in turn. In Table[9] we wish to provide more evidence to directly demonstrate
that the phoneme predictors are actually improved through the iterations. We carry this out by feeding
the identical oracle-segmented features to the phoneme predictors in different stages. Given the same
ideally-segmented features, a better phoneme predictor should yield a better performance as well. In
Table[9] we show that the phoneme predictor in the initial stage gives 13.8% PER when evaluating
on the oracle-segmented features. REBORN'’S iterative learning paradigm gradually improves the
phoneme predictor, and the performance finally achieves the best in the 4th iteration by 7.4% PER.
The relative performance gain compared with the initial stage is over 45%, as presented in the table.
The result is even 1% close to the topline listed in the bottom row, indicating the effectiveness of
REBORN’s iterative training.

Table 9: We demonstrate that the REBORN phoneme predictors are gradually improved though our
iterative training. Each of the phoneme predictors takes the same oracle-segmented features as input.

. PER (%) Relative

Fhoneme Fredictor (evaluate on oracle) Gain (1)
INITIAL STAGE

wav2vec-U 13.8 0%
REBORN

Iteration 1 10.9 21%

Iteration 2 9.9 28%

Iteration 3 7.6 45%

Iteration 4 7.4 46 %

Iteration 5 8.7 37%
TOPLINE

Train from oracle 6.4 54%
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Table 10: We implement REBORN across different speech foundation models on LibriSpeech. The
results are evaluated on test-clean. REBORN has exhibited strong generalizability by providing
substantial performance improvements across different speech foundation models. We extract the
15th layer representations from HuBERT and WavLM following EURO [18].

PER on test-clean ({) PER diff.
Feature extractor

Initial stage  Iter.1-stagel Iter.1-stage2  after Iter.1

wav2vec 2.0 [3] 19.3% 12.9% 11.9% -7.4%
HuBERT [23]] 20.1% 12.8% 10.4% -9.7%
WavLM [12] 18.7% 14.7% 12.7% -6.0%

A.4 Generalizability across Different Speech Foundation Models

We evaluate REBORN’s generalizability across different speech foundation models in Table
Specifically, in Table[TI0} we replace the feature extractor from wav2vec 2.0 with HuBERT [23]] or
WavLM [12]. As presented in the table, REBORN can yield performance improvements regardless of
which speech foundation model is used and how well the initial stage performed. The results further
strengthen the robustness and the generalizability of our method. Due to the computational resource
limitation, we only conduct the ablation for one iteration.

B wav2vec-U

wav2vec-U [4]] is a popular UASR framework whose variants [18}130] have achieved SoTA perfor-
mance on multiple UASR benchmarks. Following prior works [33]], wav2vec-U also uses adversarial
training to train the phoneme prediction model. The wav2vec-U framework takes the raw waveform
as the input and predicts phoneme transcription via three stages: (1) the feature extraction stage, (2)
the feature preprocessing stage, and (3) the phoneme prediction stage.

Stage (1) extracts speech features using a self-supervised speech foundation model, wav2vec 2.0 [3]].
For a spoken utterance, we denote the extracted feature as X = [z1,22,...,27] € RT*d where
T is the time dimension and d is the feature dimension. Stage (2) is the feature preprocessing
stage. The dimension of the extracted speech features is first reduced using PCA from d = 1024 to
d’ = 512. Next, k-means clustering and additional heuristics, namely, adjacent pooling, are adopted
sequentially to define the boundary of the segmental structures in the speech features. The features
in the same segmental structure are mean-pooled over the two stages into one feature embedding to
reduce sequence length from T to T” to match phoneme sequences better. In the main text, we call
this process "k-means-based segmentation". We denote the output from the feature preprocessing
stage as S = [s1, 89, ..., 877] € RT'*d" 1n Stage (3), the phoneme prediction model takes the
pooled speech feature as input and predicts the phoneme sequence Y = [y, yo, ..., y7v]. Last, a
de-duplication step removes the consecutive duplicate phoneme predictions from Y, resulting in a
shortened phoneme sequence Y’ = [y}, y5, ..., ¥},] without consecutive duplicate phonemes.

During training, the generator G takes the preprocessed speech feature .S as input and generates
the logits of Y. We can shorten the logits of Y based on its argmax prediction, and the shortened
logits (denoted as G = G(.9)) are then taken as input by the discriminator D for GAN training. The
adversarial learning loss is defined as follows:

Lo =minmax E_llog(D(2))] + E [log(1— D(G(S)))] )
, where Z is a tokenized phoneme sequence sampled from the phonemicized text corpora Z and
S is the preprocessed speech feature sampled from the preprocessed speech corpora S. Besides
the min-max objective in the adversarial training, wav2vec-U [4] also adopts the three regularized
objectives for better convergence and performance. First, the gradient penalty Lgp [21] is applied on
the discriminator D to stabilize training, where the input of D is the linear combination of a generated
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sample G and a real sample Z.

— _ 12
o=, E o [IVPG+ (1 - a)2)], ~1)] ©)

Next, the smoothness penalty L, is computed across consecutive segments of a generated logit
sequence, promoting the generation of closely aligned neighboring outputs by the model.

Lo= > g+ —gll? (7)

(9t,9t+1)€G

Furthermore, the phoneme diversity loss Lpq is applied to encourage higher vocabulary usage of the
generated sequences. As shown in Eq. [§] the entropy of the averaged softmax distribution of the
generator outputs (Hg(G(.5))) is maximized over the phoneme vocabulary across a batch B.

Lpa= |7§| S —Hg(9(S)) ®)

SeB

Finally, we describe the overall training objectives £ by weighting with coefficients A, v, and 7,
respectively.

L = LGaN — /\ﬁgp + ’)’ﬁsp + 77£pd )

In this work, we utilize the same training objective from wav2vec-U to perform GAN training (§[3.2).

C Implementation Details

C.1 Data Preparation and Phoneme LM Formulation

Our data preparation process mainly follows wav2vec- for fair comparisons. Specifically, we
use wav2vec 2.0 large pretrained on LibriLight [24] as the feature extractor in Englislﬂ; and the
multilingual version of wav2vec 2.0 (XLSR-53) for the other langaugesﬂ Before the feature extraction
stage, we attempt to remove most of the silence through an unsupervised voice activity detection
(VAD) method [58ﬂ However, the method is not completely perfect. To stabilize the GAN training, a
special <silence> token is introduced to the text data. The <silence> token is inserted in the front and
the end of each sentence, and also between words by a probability of 0.25 according to wav2vec-U.
Then, we phonemicize all the words in the text data along with the previously inserted <silence>
tokens for GAN training. The two off-the-shelf phonemizers are used to perform phonemicization.
For LibriSpeech, we use the G2P phonemeizer [46]], and the numerical stress makers are removed
to reduce the phoneme set, which is shown to be beneficial for the performance [4} (18] 30]. As for
Multilingual LibriSpeech, we use Phonemizer [6ﬂ a toolkit that supports a wide variety of languages
other than English. The language-switching labels are removed as well as the phonemes appear
less than 1000 times in the text data. For the Italian, we isolate the double consonant symbol in the
lexicon, which is crucial for the initial stage to converge. Note that for TIMIT we do not adopt any
of the above data preparations since it originally contains its phone inventories including silence.
We use the 39-phone inventory which can be easily found in Kaldi [49] for training and evaluatiorﬂ
following prior UASR works [4} [18l,133]].

After the data preparation, we directly use the phonemicized text with <silence> token to train
the phoneme LM. More specifically, we utilize KenLM [22ﬂ to build the 4-gram LM mentioned

"https://github.com/facebookresearch/fairseq/tree/main/examples/wav2vec/
unsupervised

*https://dl.fbaipublicfiles.com/fairseq/wav2vec/wav2vec_vox_new.pt

*https://dl.fbaipublicfiles.com/fairseq/wav2vec/xlsr_53_56k.pt

https://github.com/zhenghuatan/rVAD

*https://github.com/bootphon/phonemizer

"https://github.com/kaldi-asr/kaldi/blob/master/egs/timit/s5/conf/phones.60-48-39
map

*https://github.com/kpu/kenlm
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in[3.1.3] Since in the GAN training stage, we are actually matching the two distributions between the
segmented speech features and phonemicized text with <silence>, we naturally build our external
LM for RL segmentation learning from the same preprocessed text. The LM is also utilized for the
unsupervised cross-validation described in[C.5]

C.2 Self-Training with Hidden Markov Models

Originated from semi-supervised learning, self-training aims at providing a trivial approach to utilize
the unpaired or unlabeled data effectively [25| 135, [59]. More specifically, given a supervised ASR
system Mgr learned from the labeled speech-text data Digpeled, We can use Magr to generate pseudo
labels of a significant but unlabeled speech data Dypjapelea- Now, we can utilize the speech data along
with the pseudo labels to perform supervised learning or re-tuning [59] to obtain a new ASR system
M’ ssr. Generally, given that the pseudo label is good enough, we may expect that M’ ssg performs
better than Magg.

In the unsupervised setup, the core concept of self-training is suited as well. By simply using an
unsupervised ASR system Myasr to perform pseudo labeling, we can train a new ASR model M’ yasr
by the supervised objective. Since no labeled data is used (we are just using the pseudo labels),
the new ASR system does not violate the unsupervised setup. More specifically, we use Hidden
Markov Models (HMMs; Bosch et al. [8]])as the backbone of the new ASR system. This can be dated
back to [11] and is also adopted by recent UASR [4] [30]. Furthermore, to give fair comparisons and
increase reproducibility, we follow the publicly available code provided by wav2vec-U for HMM
self-traininﬂ Our results in Tableindicate that with the high-quality pseudo labels generated by
REBORN, the new ASR model based on HMMs performs better than the original UASR system and
is the best among all the other methods.

C.3 Model Architecture

We parametrize the segmentation model 7y using a two-layer 1-dimensional convolutional neural
network (CNN). This choice of architecture allows us to efficiently extract relevant information from
adjacent speech features, making it particularly well-suited for our segmentation task. The two con-
volutional layers in our CNN have different kernel sizes, namely 7 and 3. This is a lightweight model,
making it computationally efficient for applications. The phoneme prediction model (generator)
and the discriminator in GAN training are parametrized by a single-layer 1-dimensional CNN and a
two-layer 1-dimensional CNN, respectively, following wav2vec-U. Note that the phoneme prediction
model generates the phoneme sequences non-autoregressively due to its architecture.

C.4 Hyperparameter Search

We search the optimal hyperparameters of our phoneme predictor and segmentation models with
unsupervised validation metrics. For the phoneme predictor, we directly adopt the search space
of the hyperparameters and the unsupervised validation metric from wav2vec-U [4].We search the
hyperparameters indicated as A, v, and 7 in Appendix [B]only during the initialization stage of the
phoneme predictor (§ [3.3). We directly adopt the same hyperparameters in the following iterations of
GAN training. As for the segmentation model, we take the idea from Baevski et al. [4] and derive a
similar unsupervised metric.

C.5 Unsupervised Validation Metric for Segmentation Model Selection

Each segmentation model, denoted as 7y, undergoes unsupervised performance evaluation by pre-
dicting the transcriptions of the validation set. The phoneme predictions generated by the model are
processed to form a de-duplicated set, denoted as Yy = [y} 4, , Y} 4], Where consecutive duplicate
phonemes are removed. '

The unsupervised metric places significant emphasis on two key aspects: Language Model (LM)
negative log-likelihood (NLL) and vocabulary usage. Vocabulary usage is calculated as U (Yy) =
Ii‘lf\ > wev I(v € Yy), where V' denotes the entire vocabulary set. The validation metric seeks to

“https://github.com/facebookresearch/fairseq/tree/main/examples/wav2vec/
unsupervised/kaldi_self_train
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minimize the NLL while simultaneously maximizing vocabulary usage. The NLL metric reflects
the model’s proficiency in generating sensible sentences consistent with the dataset distribution,
while vocabulary usage quantifies the diversity of phonemes employed by the model. This combined
approach ensures that our unsupervised ASR system’s predictions align with the expected LM
distribution and exhibit a wide linguistic range, thus mitigating the risk of favoring repetitive, high-
probability sentences.

Additionally, the lengths of transcriptions are taken into account. We employ NLL without length
normalization, thereby favoring predictions that score high under the language model but without an
undue preference for overly lengthy transcriptions. The optimization objective is formally expressed
as:

(10)

0* = arg min _Zi]\il log pu(y0)
SR U(v;)

C.6 Training Details

For the training of our segmentation model, we initially employ behavioral cloning, followed by
updates using policy gradient methods. In the BC phase, we configure our model with a batch size of
128 and a learning rate of 0.0005, training for 20 epochs. We also assign cross-entropy weights of
[1, 5] for boundary classification, to address the imbalance where the class labeled 0 significantly
outnumbers the class labeled 1.

During the policy gradient update phase, the model is trained with the same batch size of 128, but
with a reduced learning rate of 0.0001 and a weight decay of 0.0001. We utilize the AdamW optimizer
in conjunction with the CosineAnnealingl.R scheduler. For the LS and MLS datasets, the training
proceeds for 40 epochs, while for the TIMIT dataset, owing to its smaller size, we extend the training
to 500 epochs to ensure convergence.

To refine the performance of our reinforcement learning framework, we have tuned the reward
coefficients, leveraging the validation metric (Eq. [TI0), to secure optimal outcomes across varied
datasets. Specifically, the coefficient for the PPL difference reward, cppy, is fixed at 1.0 to prioritize the
minimization of perplexity in generated sequences. The coefficient for the edit-distance reward, ceg,
is set at 0.2. And the coefficient for the length difference reward, cje,, is selected from a predefined
set of values within the range [0.0,0.2, 0.4, 0.6, 0.8]. These values are carefully chosen to balance
the importance of length consistency with other factors, with the optimal reward configuration for
each dataset detailed in Table [Tl

It is noteworthy that, as the iterations progress, the length constraints become less critical. This
observation suggests that the model gradually learns to generate sequences of appropriate length,
reducing the need for explicit length-based regularizations.

As for the Stage 2 GAN training, we inherit the three weighted coefficients in Eq. [0]from the previous
iteration. The initial training of wav2vec-U takes 150000 steps following the original paper. After
the initialization stage, we find out that optimizing with 20000 steps for each iteration is enough for
converging, taking advantage of initializing the parameters from the previous stage.

All of the experiments can be done using a single NVIDIA V100 GPU. The initial stage of wav2vec-U
GAN training and the REBORN stage 1 reinforcement learning takes about 12 hours of training on

Table 11: Best reward configurations obtained through hyperparameter searches on each dataset.

D LibriSpeech TIMIT MLS
ataset
iter. 1 iter. 2-5 iter. 1-3 de nl fr es it pt
Cppl 1.0 1.0 1.0 10 10 1.0 1.0 10 1.0
Cedit 0.2 0.2 0.2 02 02 02 02 02 02
Clen 0.2 0.0 0.0 04 02 08 04 06 04
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an NVIDIA V100 GPU for each run. As for REBORN stage 2, since the model is not randomly
initialized, it only takes about 1.5 hours of training time.

C.7 WEFST Decoding for Obtaining Word-Level Outputs

In REBORN, phoneme-level outputs can be generated directly with greedy decoding. However,
obtaining word-level outputs requires additional modules such as WFST or external language mod-
els [4,18][34]]. In this work, we incorporate REBORN with WEST to generate word-level transcriptions.
Our decoding procedure mainly follows Baevski et al. [4], which builds the WFST using PyKaldi [9],
and additional self-loops are introduced to mimic the CTC behavior. Moreover, two hyperparameters:
the acoustic scale a, and the additive blank weight v are added during the WFST decoding process.
In wav2vec-U, the search interval of a is [0, 8] and v is tuned within [—3, 8]. As for REBORN, we
find that using a much smaller search space for both of the hyperparameters is enough for obtaining
reasonable outputs. More specifically, We tune the acoustic scale in [0.4, 1.2] with step 0.1 and the
blank weight in [—5, 2] with step 1.

It is worth mentioning that we utilize the original boundary generated by the segmentation model
instead of the merged one (§ for WFST decoding. We find that the increased amount of
segments directly leads to longer generator outputs, which is beneficial for WFST to generate higher-
quality outputs. The phenomenon is also discovered by the prior works [4}[30]. In wav2vec-U [4], the
segmental feature used for WFST decoding is the one before adjacent pooling; while in wav2vec-U
2.0 [30l, they simply lower the decoding stride to generate more lengthy outputs for WFST decoding.

D Speech Self-supervised Learning and Acoustic Unit Discovery

Self-supervised learning (SSL) aims to explore effective ways for representation learning without
labeled data. Recent speech SSL models can be categorized into the three classes based on the
pretraining objective [37], including generative [29} |31} 32]], contrastive [2 |3} |43]], and predictive [5,
131123]]. The SSL representation can be utilized for many different downstream tasks, such as phoneme
recognition, speaker identification, or emotion recognition [62]]. Recent UASR also takes advantage
from speech representations from SSL models [4} [18].

Extended from self-supervised learning, acoustic unit discovery mainly focuses on deriving phoneme
or word-like units or learning speech representations that retain only linguistically relevant infor-
mation in an unsupervised manner [[16 [17} 28] 40l 42]]. The task is highly related to unsupervised
phoneme/word segmentation, and the standard evaluation protocols include the phoneme/word
boundary F1, frame-level ABX score [53] on ZeroSpeech Challenge [40], or phoneme accuracy
with supervised learned linear prediction head [[16]. Although both acoustic unit discovery and
unsupervised ASR are learned without supervision, they differ a lot in their learning objectives. As an
extended topic of representation learning, acoustic unit discovery targets on learning better-segmented
representations; while unsupervised ASR directly aims at solving the distribution matching problem,
and may utilize high-quality speech representations to reach the goal.

E Different Schemes for Boundary Evaluation

According to Strgar and Harwath [56], the original protocol for evaluating phoneme boundaries
contains some ambiguity. The issue arises from double counting when both the ground truth
boundaries and the predicted boundaries fall within the same tolerance window. To address this
issue, they propose a harsh (or strict) evaluation protocol that prevents double counting. The
original protocol is referred to as the /enient boundary evaluation protocol. It can be assumed that
studies conducted before Strgar and Harwath [S6] used the lenient evaluation method, which often
overestimated the quality of the predicted boundaries. We encourage interested readers to refer to the
original paper for more detailed explanations.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims we make accurately reflect the paper’s contributions and scope,
and they are supported by our experimental results in Section 5]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our work in Section [6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

https://doi.org/10.52202/079017-4110 129378



Justification: We do not propose theoretical results in this work.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In Appendix [C] we try our best to provide details of our experiments and
implementations.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Our code and models are released along with the publication. Please refer to
https://github.com/andybi7676/reborn-uasr for more details.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The experimental setting/details can be found in Appendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We include the stability discussion of our method in Appendix [A.T]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We mention the details of computing resources in Appendix [C.6]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We ensure our research does not violate the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the broader impacts of our work in Section [6]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We consider that our work does not pose such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We ensure that the assets used in this work are properly cited or mentioned.
Most of them can be found in Appendix [C} We include the URLS if possible.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release all our models and the code base along with the publication. Please
refer to https://github. com/andybi7676/reborn-uasr|for more details.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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