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Abstract

We introduce a general framework for solving partial differential equations (PDEs)
using generative diffusion models. In particular, we focus on the scenarios where
we do not have the full knowledge of the scene necessary to apply classical solvers.
Most existing forward or inverse PDE approaches perform poorly when the ob-
servations on the data or the underlying coefficients are incomplete, which is a
common assumption for real-world measurements. In this work, we propose Diffu-
sionPDE that can simultaneously fill in the missing information and solve a PDE by
modeling the joint distribution of the solution and coefficient spaces. We show that
the learned generative priors lead to a versatile framework for accurately solving
a wide range of PDEs under partial observation, significantly outperforming the
state-of-the-art methods for both forward and inverse directions. See our project
page for results: jhhuangchloe.github.io/Diffusion-PDE/.

1 Introduction

Partial differential equations (PDEs) are a cornerstone of modern science, underpinning many
contemporary physical theories that explain natural phenomena. The ability to solve PDEs grants
us the power to predict future states of a system (forward process) and estimate underlying physical
properties from state measurements (inverse process).

To date, numerous methods [1, 2] have been proposed to numerically solve PDEs for both the
forward and inverse directions. However, the classical methods can be prohibitively slow, prompting
the development of data-driven, learning-based solvers that are significantly faster and capable of
handling a family of PDEs. These learning-based approaches [3–6] typically learn a deterministic
mapping between input coefficients and their solutions using deep neural networks.

Despite the progress, existing learning-based approaches, much like classical solvers, rely on complete
observations of the coefficients to map solutions. However, complete information on the underlying
physical properties or the state of a system is rarely accessible; in reality, most measurements are
sparse in space and time. Both classical solvers and the state-of-the-art data-driven models often
overlook these scenarios and consequently fail when confronted with partial observations. This
limitation confines their use primarily to synthetic simulations, where full scene configurations are
available by design, making their application to real-world cases challenging.

We present a comprehensive framework, DiffusionPDE, for solving PDEs in both forward and
inverse directions under conditions of highly partial observations—typically just 1~3% of the total
information. This task is particularly challenging due to the numerous possible ways to complete
missing data and find subsequent solutions. Our approach uses a generative model to formulate the
joint distribution of the coefficient and solution spaces, effectively managing the uncertainty and
simultaneously reconstructing both spaces. During inference, we sample random noise and iteratively
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Figure 1: We propose DiffusionPDE, a generative PDE solver under partial observations. Given
a family of PDE with coefficient (initial state) a and solution (final state) u, we train the diffusion
model on the joint distribution of a and u. During inference, we gradually denoise a Gaussian noise,
guided by sparse observation and known PDE function, to recover the full prediction of both a and u
that align well with the sparse observations and the given equation.

denoise it following standard diffusion models [7]. However, we uniquely guide this denoising
process with sparse observations and relevant PDE constraints, generating plausible outputs that
adhere to the imposed constraints. Notably, DiffusionPDE can handle observations with arbitrary
density and patterns with a single pre-trained generative network.

We conduct extensive experiments to show the versatility of DiffusionPDE as a general PDE-solving
framework. We evaluate it on a diverse set of static and temporal PDEs, including Darcy Flow,
Poisson, Helmholtz, Burger’s, and Navier-Stokes equations. DiffusionPDE significantly outperforms
existing state-of-the-art learning-based methods for solving PDEs [3–6, 8] in both forward and inverse
directions with sparse measurements, while achieving comparable results with full observations.
Highlighting the effectiveness of our model, DiffusionPDE accurately reconstructs the complete state
of Burgers’ equation using time-series data from just five sensors (Fig. 4), suggesting the potential of
generative models to revolutionize physical modeling in real-world applications.

2 Related Works

Our work builds on the extensive literature of three areas: forward PDE solvers, inverse PDE solvers,
and diffusion models. Please see relevant surveys for more information [9–13].
Forward PDE Solvers. PDE solvers take the specification of a physics system and predict its state
in unseen space and time by solving an equation involving partial derivatives. Since Most PDEs
are very challenging to solve analytically, people resolve to numerical techniques, such as Finite
Element Method [14, 2] and Boundary Element Method [1, 15]. While these techniques show strong
performance and versatility in some problems, they can be computationally expensive or difficult
to set up for complex physics systems. Recently, advancements in deep-learning methods have
inspired a new set of PDE solvers. Raissi et al. [16, 6] introduce Physics-Informed Neural Networks
(PINNs), which optimize a neural network using PDE constraints as self-supervised losses to output
the PDE solutions. PINNs have been extended to solving specific fluid [17, 18], Reynolds-averaged
Navier–Stokes equations [19], heat equations [20], and dynamic power systems [21]. While PINNs
can tackle a wide range of complex PDE problems, they are difficult to scale due to the need for
network optimization. An alternative approach, neural operators [3, 5], directly learn the mapping
from PDE parameters (e.g.initial and boundary condition) to the solution function. Once trained, this
method avoids expensive network optimization and can instantly output the solution result. This idea
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has been extended to solve PDE in 3D [22, 23] , multiphase flow [24], seismic wave [25, 26], 3D
turbulence [27, 28], and spherical dynamics [29]. People have also explored using neural networks as
part of the PDE solver, such as compressing the physics state [30–33]. These solvers usually assume
known PDE parameters, and applying them to solve the inverse problem can be challenging.
PDE inverse problem. The inverse problem refers to finding the coefficients of a PDE that can
induce certain observations, mapping from the solution of a PDE solver to its input parameters.
People have tried to extend traditional numerical methods to this inverse problem [34–38], but these
extensions are non-trivial to implement efficiently. There are similar attempts to inverse deep-learning
PDE solvers. For example, one can inverse PINNs by optimizing the network parameters such
that their outputs satisfy both the observed data and the governing equations. iFNO [39] and NIO
[40] tries to extend FNO [3]. Other methods [41, 42] directly learn the operator functions for the
inverse problem. PINO [4] further combines neural operators with physics constraints to improve
the performance of both forward and inverse problems. These methods assume full observations are
available. To address the inverse problem with partial observations, people have tried to leverage
generative priors with Graph neural networks [43, 8]. These works have not demonstrated the ability
to solve high-resolution PDEs, possibly limited by the power of generative prior. We want to leverage
the state-of-the-art generative model, diffusion models, to develop a better inverse PDE solver.
Diffusion models. Diffusion models have shown great promise in learning the prior with higher
resolutions by progressively estimating and removing noise. Models like DDIM [44], DDPM [7], and
EDM [45] offer expressive generative capabilities but face challenges when sampling with specific
constraints. Guided diffusion models [46–49] enhance generation processes with constraints such
as image inpainting, providing more stable and accurate solutions. Prior works on diffusion models
for PDEs highlight the potential of diffusion approaches by generating PDE datasets such as 3D
turbulence [50, 51] and Navier-Stokes equations [52] with diffusion models. Diffusion models can
also be used to model frequency spectrum and denoise the solution space [53], and conditional
diffusion models are applied to solve 2D flows with sparse observation [54]. However, the application
of diffusion models to solve inverse problems under partial observation remains underexplored. In
this work, we aim to take the initial steps towards addressing this gap.

3 Methods

3.1 Overview

To solve physics-informed forward and inverse problems under uncertainty, we start by pre-training a
diffusion generative model on a family of partial differential equations (PDEs). This model is designed
to learn the joint distribution of the PDE coefficients (or the initial state) and its corresponding
solutions (or the final state). Our approach involves recovering full data in both spaces using
sparse observations from either or both sides. We achieve this through the iterative denoising of
random Gaussian noise as in regular diffusion models but with additional guidance from the sparse
observations and the PDE function enforced during denoising. The schematic description of our
approach is shown in Fig. 1.

3.2 Prelimary: Diffusion Models and Guided Diffusion

Diffusion models involve a predefined forward process that gradually adds Gaussian noise to the
data and a learned reverse process that denoises the data to reconstruct the original distribution.
Specifically, Song et al. [55] propose a deterministic diffusion model that learns an N -step denoising
process that eventually outputs a denoised data xN and satisfies the following ordinary differential
equations (ODE) at each timestep ti where i ∈ {0, 1, ..., N − 1}

dx = −σ̇(t)σ(t)∇x log p
(
x;σ(t)

)
dt. (1)

Here ∇x log p
(
x;σ(t)

)
is the score function [56] that helps to transform samples from a normal

distribution N (0, σ(t0)
2I) to a target probability distribution p(x;σ(t)). To estimate the score

function, Karras et al. [45] propose to learn a denoiser function D(x;σ) such that

∇x log p
(
x;σ(t)

)
= (D(x;σ(t))− x)/σ(t)2 (2)

To enable control over the generated data, guided diffusion methods [48] add guidance gradients to
the score function during the denoising process. Recently, diffusion posterior sampling (DPS) [46]
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Algorithm 1 Sparse Observation and PDE Guided Diffusion Sampling Algorithm.

1: input DeterministicSampler Dθ(x;σ), σ(ti∈{0,...,N}), TotalPointCount m, ObservedPointCount
n, Observation y, PDEFunction f , Weights ζobs, ζpde

2: sample x0 ∼ N
(
0, σ(t0)

2I
)

▷ Generate initial sampling noise
3: for i ∈ {0, . . . , N − 1} do
4: x̂i

N ← Dθ (xi;σ(ti)) ▷ Estimate the denoised data at step ti
5: di ←

(
xi − x̂i

N

)
/σ(ti) ▷ Evaluate dx/dσ(t) at step ti

6: xi+1 ← xi + (σ(ti+1)− σ(ti))di ▷ Take an Euler step from σ(ti) to σ(ti+1)
7: if σ(ti+1) ̸= 0 then
8: x̂i

N ← Dθ(xi+1;σ(ti+1)) ▷ Apply 2nd order correlation unless σ = 0

9: d′
i ←

(
xi+1 − x̂i

N

)
/σ(ti+1) ▷ Evaluate dx/dσ(t) at step ti+1

10: xi+1 ← xi + (σ(ti+1)− σ(ti))
(
1
2di +

1
2d

′
i

)
▷ Apply the trapezoidal rule at step ti+1

11: end if
12: Lobs ← 1

n∥y − x̂i
N∥22 ▷ Evaluate the observation loss of x̂i

N

13: Lpde ← 1
m∥0− f(x̂i

N )∥22 ▷ Evaluate the PDE loss of x̂i
N

14: xi+1 ← xi+1 − ζobs∇xiLobs − ζpde∇xiLpde ▷ Guide the sampling with Lobs and Lpde

15: end for
16: return xN ▷ Return the denoised data

made notable progress in guided diffusion for tackling various inverse problems. DPS uses corrupted
measurements y derived from x to guide the diffusion model in outputting the posterior distribution
p(x|y). A prime application of DPS is the inpainting problem, which involves recovering a complete
image from sparsely observed pixels, which suits well with our task. This approach modifies Eq. 1 to

dx = −σ̇(t)σ(t)
(
∇x log p

(
x;σ(t)

)
+∇x log p

(
y|x;σ(t)

))
dt. (3)

DPS [46] showed that under Gaussian noise assumption of the sparse measurement operatorM(·),
i.e., y|x ∼ N (M(x), δ2I) with some S.D. δ, the log-likelihood function can be approximated with:

∇x log p
(
y|xi;σ(ti)

)
≈ ∇xi

log p
(
y|x̂i

N ;σ(ti)
)
≈ − 1

δ2
∇xi
∥y −M(x̂i

N (xi;σ(ti))∥22, (4)

where x̂i
N := D(xi;σ(ti)) denotes the estimation of the final denoised data at each denoising step i.

Applying the Baye’s rule, the gradient direction of the guided diffusion is therefore:

∇xi
log p(xi|y) ≈ s(xi)− ζ∇xi

∥y −M(x̂i
N )∥22, (5)

where s(x) = ∇x log p
(
x
)

is the original score function, and ζ = 1/δ2.

3.3 Solving PDEs with Guided Diffusion

Our work focuses on two classes of PDEs: static PDEs and dynamic time-dependent PDEs. Static
systems (e.g., Darcy Flow or Poisson equations) are defined by a time-independent function f :

f(c;a,u) = 0 in Ω ⊂ Rd, u(c) = g(c) in ∂Ω, (6)
where Ω is a bounded domain, c ∈ Ω is a spatial coordinate, a ∈ A is the PDE coefficient field,
and u ∈ U is the solution field. ∂Ω is the boundary of the domain Ω and u|∂Ω = g is the boundary
constraint. We aim to recover both a and u from sparse observations on either a or u or both.

Similarly, we consider the dynamic systems (e.g., Navier-Stokes):
f(c, τ ;a,u) = 0, in Ω× (0,∞)

u(c, τ) = g(c, τ), in ∂Ω× (0,∞)

u(c, τ) = a(c, τ), in Ω̄× {0}
(7)

where τ is a temporal coordinate, a = u0 ∈ A is the initial condition, u is the solution field, and
u|Ω×(0,∞) = g is the boundary constraint. We aim to simultaneously recover both a and the solution
uT := u(·, T ) at a specific time T from sparse observations on either a, uT , or both.

Finally, we explore the recovery of the states across all timesteps u0:T in 1D dynamic systems
governed by Burger’s equation. Our network Dθ models the distribution of all 1D states, including
the initial condition u0 and solutions u1:T stacked in the temporal dimension, forming a 2D dataset.
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Figure 2: Different from forward and inverse PDE solvers, DiffusionPDE can take sparse observations
on either the coefficient a or the solution u to recover both of them, using one trained network. Here,
we show the recovered a and u of the Darcy’s eqaution given sparse observations on a, u, or both.
Compared with the ground truth, we see that our method successfully recovers the PDE in all cases.

Guided Diffusion Algorithm In the data-driven PDE literature, the above tasks can be achieved by
learning directional mappings between a and u (or uT for dynamic systems). Thus, existing methods
typically train separate neural networks for the forward solution operator F : A → U and the inverse
solution operator I : U → A.

Our method unifies the forward and inverse operators with a single network and an algorithm using
the guided diffusion framework. DiffusionPDE can handle arbitrary sparsity patterns with one
pre-trained diffusion model Dθ that learns the joint distribution of A and U , concatenated on the
channel dimension, denoted X . Thus, our data x ∈ X , where X := A× U . We follow the typical
diffusion model procedures [45] to train our model on a family of PDEs.

Once we train the diffusion model Dθ, we employ our physics-informed DPS [46] formulation during
inference to guide the sampling of x ∈ X that satisfies the sparse observations and the given PDE, as
detailed in Algorithm 1. We follow Eq. 5 to modify the score function using the two guidance terms:

∇xi
log p(xi|yobs, f) ≈ ∇xi

log p
(
xi)− ζobs∇xi

Lobs − ζpde∇xi
Lpde, (8)

where xi is the noisy data at denoising step i, yobs are the observed values, and f(·) = 0 is
the underlying PDE condition. Lobs and Lpde respectively represent the MSE loss of the sparse
observations and the PDE equation residuals:

Lobs(xi,yobs;Dθ) =
1

n
∥yobs − x̂i

N∥22 =
1

n

n∑
j=1

(yobs(oj)− x̂i
N (oj))

2,

Lpde(xi;Dθ, f) =
1

m
∥0− f(x̂i

N )∥22 =
1

m

∑
j

∑
k

f(cj , τk; ûj , âj)
2,

(9)

where x̂i
N = Dθ(xi) is the clean image estimate at denoising timestep i, which can be split into

coefficient ûi and solution âi. Here, m is the total number of grid points (i.e., pixels), n is the number
of sparse observation points. oj represents the spatio-temporal coordinate of jth observation. Note
that, without loss of generality, Lpde can be accumulated for all applicable PDE function f in the
system, and the time component τk is ignored for static systems.

4 Experiments

4.1 PDE Problem Settings

We show the usefulness of DiffusionPDE across various PDEs for inverse and forward problems and
compare it against recent learning-based techniques. We test on the following families of PDEs.
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Figure 3: Usefulness of PDE loss. We visualize the absolute errors of the recovered coefficient and
solution of the Helmholtz equation with and w/o PDE loss. We compare having only the observation
loss with applying the additional PDE loss. The errors drop significantly when using PDE loss.

Darcy Flow. Darcy flow describes the movement of fluid through a porous medium. In our
experiment, we consider the static Darcy Flow with a no-slip boundary ∂Ω

−∇ · (a(c)∇u(c)) = q(c), c ∈ Ω

u(c) = 0, c ∈ ∂Ω
(10)

Here the coefficient a has binary values. We set q(c) = 1 for constant force. The PDE guidance
function is thus f = ∇ · (a(c)∇u(c)) + q(c).
Inhomogeneous Helmholtz Equation. We consider the static inhomogeneous Helmholtz Equation
with a no-slip boundary on ∂Ω, which describes wave propagation:

∇2u(c) + k2u(c) = a(c), c ∈ Ω

u(c) = 0, c ∈ ∂Ω
(11)

The coefficient a is a piecewise constant function and k is a constant. Note 11 is the Poisson
equation when k = 0. Setting k = 1 for Helmholtz equations, the PDE guidance function is
f = ∇2u(c) + k2u(c)− a(c).
Non-bounded Navier-Stokes Equation. We study the non-bounded incompressive Navier-Stokes
equation regarding the vorticity.

∂tw(c, τ) + v(c, τ) · ∇w(c, τ)= ν∆w(c, τ) + q(c), c ∈ Ω, τ ∈ (0, T ]

∇ · v(c, τ) = 0, c ∈ Ω, τ ∈ [0, T ]
(12)

Here w = ∇× v is the vorticity, v(c, τ) is the velocity at c at time τ , and q(c) is a force field. We
set the viscosity coefficient ν = 10−3 and correspondingly the Reynolds number Re = 1

ν = 1000.

DiffusionPDE learns the joint distribution of w0 and wT and we take T = 10 which simulates
1 second. Since T ≫ 0, we cannot accurately compute the PDE loss from our model outputs.
Therefore, given that∇ · w(c, τ) = ∇ · (∇× v) = 0, we use simplified f = ∇ · w(c, τ).
Bounded Navier-Stokes Equation. We study the bounded 2D imcompressive Navier Stokes
regarding the velocity v and pressure p.

∂tv(c, τ) + v(c, τ) · ∇v(c, τ) + 1

ρ
∇p = ν∇2v(c, τ), c ∈ Ω, τ ∈ (0, T ]

∇ · v(c, τ) = 0, c ∈ Ω, τ ∈ (0, T ].

(13)

We set the viscosity coefficient ν = 0.001 and the fluid density ρ = 1.0. We generate 2D cylinders
of random radius at random positions inside the grid. Random turbulence flows in from the top of the
grid, with the velocity field satisfying no-slip boundary conditions at the left and right edges, as well
as around the cylinder ∂Ωleft,right,cylinder. DiffusionPDE learns the joint distribution of v0 and vT
at T = 4, which simulates 0.4 seconds. Therefore, we similarly use f = ∇ · v(c, τ) as before.
Burgers’ Equation. We study the Burgers’ equation with periodic boundary conditions on a 1D
spatial domain of unit length Ω = (0, 1). We set the viscosity to ν = 0.01. In our experiment, the
initial condition u0 has a shape of 128× 1, and we take 127 more time steps after the initial state to
form a 2D u0:T of size 128× 128.

∂tu(c, τ) + ∂c(u
2(c, τ)/2) = ν∂ccu(c, τ), c ∈ Ω, τ ∈ (0, T ]

u(c, 0) = u0(c), c ∈ Ω
(14)

We can reliably compute f = ∂tu(c, τ) + ∂c(u
2(c, τ)/2)− ν∂ccu(c, τ) with finite difference since

we model densely on the time dimension.
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Table 1: Relative errors of solutions (or final states) and coefficients (or initial states) when solving
forward and inverse problems respectively with sparse observations. Error rates are used for the
inverse problem of Darcy Flow.

DiffusionPDE PINO DeepONet PINNs FNO

Darcy Flow Forward 2.5% 35.2% 38.3% 48.8% 28.2%
Inverse 3.2% 49.2% 41.1% 59.7% 49.3%

Poisson Forward 4.5% 107.1% 155.5% 128.1% 100.9%
Inverse 20.0% 231.9% 105.8% 130.0% 232.7%

Helmholtz Forward 8.8% 106.5% 123.1% 142.3% 98.2%
Inverse 22.6% 216.9% 132.8% 160.0% 218.2%

Non-bounded
Navier-Stokes

Forward 6.9% 101.4% 103.2% 142.7% 101.4%
Inverse 10.4% 96.0% 97.2% 146.8% 96.0%

Bounded
Navier-Stokes

Forward 3.9% 81.1% 97.7% 100.1% 82.8%
Inverse 2.7% 69.5% 91.9% 105.5% 69.6%

4.2 Dataset Preparation and Training

We first test DiffusionPDE on jointly learning the forward mapping F : A → U and the inverse
mapping I : U → A given sparse observations. In our experiments, we define our PDE over the unit
square Ω = (0, 1)2, which we represent as a 128 × 128 grid. We utilize Finite Element Methods
(FEM) to generate our training data. Specifically, we run FNO’s [3] released scripts to generate
Darcy Flows and the vorticities of the Navier-Stokes equation. Similarly, we generate the dataset of
Poisson and Helmholtz using second-order finite difference schemes. To add more complex boundary
conditions, we use Difftaichi [57] to generate the velocities of the bounded Navier-Stokes equation.
We train the joint diffusion model for each PDE on three A40 GPUs for approximately 4 hours, using
50,000 data pairs. For Burgers’ equation, we train the diffusion model on a dataset of 50,000 samples
produced as outlined in FNO [3]. We randomly select 5 out of 128 spatial points on Ω to simulate
sensors that provide measurements across time.

4.3 Baseline Methods

We compare DiffusionPDE with state-of-the-art learning-based methods, including PINO [4], Deep-
ONet [5], PINNs [6], and FNO [3]. However, note that none of these methods show operation on
partial observations. These methods can learn mappings between a and u or u0 and u1:T with full
observations, allowing them to also solve the mapping between u0 and uT . PINNs map input a
to output u by optimizing a combined loss function that incorporates both the solution u and the
PDE residuals. DeepONet employs a branch network to encode input function values sampled at
discrete points and a trunk network to handle the coordinates of the evaluated outputs. FNO maps
from the parametric space to the solution space using Fourier transforms. PINO enhances FNO by
integrating PDE loss during training and refining the model with PDE loss finetuning. We train all
four baseline methods on both forward and inverse mappings using full observation of a or u for
both static and dynamic PDEs. We tried training the baseline models on partial observations, but we
noticed degenerate training outcomes (see supplementary for details). Overall, they are intended for
full observations and may not be suitable for sparse measurements.

More closely related to our method, GraphPDE [8] demonstrates the ability to recover the initial
state using sparse observations on the final state, a task that other baselines struggle with. Therefore,
we compare against GraphPDE for the inverse problem of bounded Navier-Stokes (NS) equation,
which is the setup used in their report. GraphPDE uses a trained latent space model and a bounded
forward GNN model to solve the inverse problem with sparse sensors and thus is incompatible with
unbounded Navier-Stokes. We create bounded meshes using our bounded grids to train the GNN
model and train the latent prior with v0:T for GraphPDE.

While we employ guided sampling to reconstruct the solutions, Classifier-Free Guidance (CFG) [58]
offers an alternative approach where the diffusion model is conditioned on sparse input data. Shu et al.
[54] extend this method by developing an optimized CFG approach that conditions on the PDE loss,
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Figure 4: We compare DiffusionPDE with state-of-the-art neural PDE solvers [3–6]. In the forward
Navier-Stokes problem, we give 500 sparse observations of the initial state to solve for the final
state. In the inverse set-up, we take observations of the final state and solve for the initial. For the
Burgers’ equation, we use 5 sensors throughout all time steps and want to recover the solution at
all time steps. Note that we train on neighboring snapshot pairs for the baselines in order to add
continuous observations of the Burgers’ equation. Results show that existing methods do not support
PDE solving under sparse observations, and we believe they are not easily extendable to do so. We
refer readers to the supplementary for a complete set of visual results.

using the observation as a low-resolution input. Additionally, OFormer [59] is another model designed
to reconstruct the full solution using transformers, offering a shorter inference runtime. Consequently,
we compare our approach against these methods for solving the unbounded Navier-Stokes equation.

4.4 Main Evaluation Results

We respectively address the forward problem and the inverse problem with sparse observations of a
or u. For the forward problem, we randomly select coefficients (initial states) as sparse observations
and then compare the predicted solutions (final states) with the ground truth. Specifically, we select
500 out of 128× 128 points, approximately 3%, on the coefficients of Darcy Flow, Poisson equation,
Helmholtz equation, and the initial state of the non-bounded Navier-Stokes equation. For the bounded
Navier-Stokes equation, we use 1% observed points beside the boundary of the cylinder in 2D.
Similarly, for the inverse problem, we randomly sample points on solutions (final states) as sparse
observations, using the same number of observed points as in the forward model for each PDE.

We show the relative errors of all methods regarding both forward and inverse problems in Table
1. Since the coefficients of Darcy Flow are binary, we evaluate the error rates of our prediction.
Non-binary data is evaluated using mean pixel-wise relative error. We report error numbers aver-
aged across 1,000 random scenes and observations for each PDE. DiffusionPDE outperforms other
methods including PINO [4], DeepONet [5], PINNs [6], and FNO [3] for both directions with sparse
observations, demonstrating the novelty and uniqueness of our approach. For the inverse problems of
the Poisson and Helmholtz equations, DiffusionPDE exhibits higher error rates due to the insufficient
constraints within the coefficient space, produced from random fields. In Fig. 4, we visualize the
results for solving both the forward and inverse problem of the non-bounded Navier-Stokes. We refer
to the supplementary for additional visual results. While other methods may produce partially correct
results, DiffusionPDE outperforms them and can recover results very close to the ground truth.

For the inverse problem of the bounded Navier-Stokes equation, we further compare DiffusionPDE
with GraphPDE, as illustrated in Fig. 5. Our findings reveal that DiffusionPDE surpasses GraphPDE
[8] in accuracy, reducing the relative error from 12.0% to 2.7% with only 1% observed points.

We further show whether DiffusionPDE can jointly recover both a and u by analyzing the retrieved
a and u with sparse observations on different sides as well as on both sides. In Fig. 2, we recover the
coefficients and solutions of Darcy Flow by randomly observing 500 points on only coefficient space,
only space solution space, and both. Both coefficients and solutions can be recovered with low errors
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Figure 5: We compare GraphPDE [8] and our method for solving the inverse bounded Navier-Stokes
equation. Given the boundary conditions and 1% observations of the final vorticity field, we solve the
initial vorticity field. We set the fliuds to flow in from the top, with boundary conditions at the edges
and a middle cylinder. While GraphPDE can recover the overall pattern of the initial state, it suffers
from noise when the fluid passes the cylinder and misses the high vorticities at the bottom.

for each situation. We therefore conclude that DiffusionPDE can solve the forward problem and the
inverse problem simultaneously with sparse observations at any side without retraining our network.

4.5 Advantage of Guided Sampling

To demonstrate the clear advantage of our guided sampling method, we evaluate both the forward and
inverse processes of the unbounded Navier-Stokes equation, comparing our DiffusionPDE approach
with Diffusion using CFG when considering only the initial and final states given 500 observation
points, as illustrated in Fig. 6. Our DiffusionPDE method consistently achieves lower relative errors
across both evaluations.

Furthermore, in Fig. 7, we compare our results with those of Shu et al. [54], where the full time
intervals are solved autoregressively using an optimized CFG method. In their approach, the error
in the final state increases to approximately 13%, which is notably higher than that of our two-state
model. Additionally, the relative errors of the transformer-based approach, OFormer [59], are around
17% and 23%, which are significantly larger than those observed with DiffusionPDE.

4.6 Recovering Solutions Throughout a Time Interval

We demonstrate that DiffusionPDE is capable of retrieving all time steps throughout the time
interval [0, T ] from continuous observations on sparse sensors. To evaluate its ability to recover
u0:T with sparse sensors, we study the 1D dynamic Burgers’ equation, where DiffusionPDE learns
the distribution of u0:T using a 2D diffusion model. To apply continuous observation on PINO,
DeepONet, FNO, and PINNs, we train them on neighboring snapshot pairs. Our experiment results
in a test relative error of 2.68%, depicted in Fig. 4, which is significantly lower than other methods.

4.7 Additional Analysis

We examine the effects of different components of our algorithm such as PDE loss and observation
samplings. We strongly encourage readers to view the supplementary for more details of these
analyses as well as additional experiments.

PDE Loss. To verify the role of the PDE guidance loss of Eq. 8 during the denoising process, we
visualize the errors of recovered a and u of Helmholtz equation with or without PDE loss. Here, we
run our DPS algorithm with 500 sparse observed points on both the coefficient a and solution u and
study the effect of the additional PDE loss guidance. The relative error of u reduces from 9.3% to
0.6%, and the relative error of a reduces from 13.2% to 9.4%. Therefore, we conclude that PDE
guidance helps smooth the prediction and improve the accuracy.

Number of Observations. We examine the results of DiffusionPDE in solving forward and inverse
problems when there are 100, 300, 500, and 1000 random observations on a, u, or both a and u. The
error of DiffusionPDE decreases as the number of sparse observations increases. DiffusionPDE is
capable of recovering both a and u with errors 1% ∼ 10% with approximately 6% observation points
at any side for most PDE families. DiffusionPDE becomes insensitive to the number of observations
and can solve the problems well once more than 3% of the points are observed.
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Figure 6: We compare the performance of DiffusionPDE and Diffusion with CFG for the unbounded
Navier-Stokes equation, and visualize the error. With 500 observation points, DiffusionPDE demon-
strates superior accuracy, achieving lower errors in both forward and inverse problem-solving.

OFormerShu et al.Observations

F
i
n
a
l
 
S

t
a
t
e

F
i
n
a
l
 
S

t
a
t
e

I
n
i
t
i
a
l
 
S

t
a
t
e

I
n
i
t
i
a
l
 
S

t
a
t
e

x

x

y

y

Relative Error: 16.2%

Relative Error: 23.5%Relative Error: 18.6%

Relative Error: 6.9%

Relative Error: 10.4%

Relative Error: 12.8%

Ground Truth

Forward

DiffusionPDE

Inverse

500 Random Points

Figure 7: We compare our DiffusionPDE method with the approaches of Shu et al. [54] and OFormer
[59] for the unbounded Navier-Stokes equation. Using 500 observation points, DiffusionPDE
effectively solves both the forward and inverse problems, achieving significantly lower errors.

Observation Sampling Pattern. While CFG struggles with robustness, we show that DiffusionPDE
is robust to different sampling patterns of the sparse observations, including grid and non-uniformly
concentrated patterns. Note that even when conditioned on the full observations, our approach
performs on par with the current best methods, likely due to the inherent resilience of our guided
diffusion algorithm. Additionally, DiffusionPDE can leverage continuous coordinates with bilinear
interpolation in the prediction space to obtain predicted values for points that do not lie directly on
the grid, without compromising accuracy.

5 Conclusion and Future Work

In this work, we develop DiffusionPDE, a diffusion-based PDE solver that addresses the challenge
of solving PDEs from partial observations by filling in missing information using generative priors.
We formulate a diffusion model that learns the joint distribution of the coefficient (or initial state)
space and the solution (or final state) space. During the sampling process, DiffusionPDE can flexibly
generate plausible data by guiding its denoising with sparse measurements and PDE constraints. Our
new approach leads to significant improvements over existing state-of-the-art methods, advancing
toward a general PDE-solving framework that leverages the power of generative models.

Several promising directions for future research have emerged from this work. Currently, Diffusion-
PDE is limited to solving slices of 2D dynamic PDEs; extending its capabilities to cover full time
intervals of these equations presents a significant opportunity. Moreover, the model’s struggle with
accuracy in spaces that lack constraints is another critical area for exploration. DiffusionPDE also
suffers from a slow sampling procedure, and a faster solution might be desired.
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Appendix

A Overview
In this supplementary material, we provide additional details to complement the main paper. Section
B elaborates on the data generation process. Section C outlines the sampling implementation,
and Section D highlights error reductions achieved by integrating PDE loss. Section E presents
comprehensive visual results for both forward and inverse computations using sparse observations,
which are not included in the main text. In Section F, we discuss results from full observation
scenarios across all methods. Section G justifies our decision to train the baselines on complete
observation data, while Section H shows results from optimized baseline methods. Section I and J
provide standard deviation and runtime analyses, and Section K examines the model’s robustness
against random noise and varying observation locations, as well as the stochasticity of the model.
Section L and M explores how different observation numbers and resolutions affect result accuracy,
offering further insight into the model’s performance under varying conditions. Lastly, Section N
compares DiffusionPDE with additional baseline methods, including RBF kernel and U-Net.

B Data Generation Details
We generate 50,000 samples for each PDE and all diffusion models are trained on Nvidia A40 GPUs.

B.1 Static PDEs

We derived the methods of data generation for static PDEs from [3]. We first generate Gaussian
random fields on (0, 1)2 so that µ ∼ N (0, (−∆+ 9I)−2). For Darcy Flow, we let a = f(µ) so that:{

a(x) = 12, if µ(x) ≥ 0

a(x) = 3, if µ(x) < 0

For the Poisson equation and Helmholtz equation, we let a = µ as the coefficients. We then use
second-order finite difference schemes to solve the solution u and enforce the no-slip boundary
condition for solutions by multiplying a mollifier sin(πx1) sin(πx2) for point x = (x1, x2) ∈ (0, 1)2.
Both a and u have resolutions of 128× 128.

B.2 Non-bounded Navier-Stokes Equation

We derived the method to generate non-bounded Navier-Stokes equation from [3]. The initial
condition w0 is generated by Gaussian random fieldN (0, 71.5(−∆+49I)−2.5). The forcing function
follows the fixed pattern for point (x1, x2):

q(x) =
1

10
(sin(2π(x1 + x2)) + cos(2π(x1 + x2)))

We then use the pseudo-spectral method to solve the Navier-Stokes equations in the stream-function
formulation. We transform the equations into the spectral domain using Fourier transforms, solving
the vorticity equation in the spectral domain, and then using inverse Fourier transforms to compute
nonlinear terms in physical space. We simulate for 1 second with 10 timesteps, and wt has a resolution
of 128× 128.

B.3 Bounded Navier-Stokes Equation

We use Difftaichi [57] to generate data for the bounded Navier-Stokes equation. Specifically,
we apply the Marker-and-Cell (MAC) method by solving a pressure-Poisson equation to enforce
incompressibility and iterating through predictor and corrector steps to update the velocity and
pressure fields. The grid is of the resolution 128× 128 and the center of the cylinder is at a random
location in [30, 60]× [30, 90] with a random radius in [5, 20]. The fluid flows into the grid from the
upper boundary with a random initial vertical velocity in [0.5, 3]. We simulate for 1 second with 10
timesteps and study steps 4 to 8 when the turbulence is passing the cylinder.

B.4 Burgers’ Equation

We derived the method to generate Burgers’ equation from [3]. The initial condition u0 is generated
by Gaussian random field N (0, 625(−∆+ 25I)−2). We solve the PDE with a spectral method and
simulate 1 second with 127 additional timesteps. The final u0:T space has a resolution of 128× 128.
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C Guided Sampling Details
For experiments with sparse observations or sensors, we find that DiffusionPDE performs the best
when weights ζ are selected as shown in Table 2. During the initial 80% of iterations in the sampling
process, guidance is exclusively provided by the observation loss Lobs. Subsequently, after 80% of
the iterations have been completed, we introduce the PDE loss Lpde, and reduce the weighting factor
ζobs for the observation loss, by a factor of 10. This adjustment shifts the primary guiding influence
to the PDE loss, thereby aligning the diffusion model more closely with the dynamics governed by
the partial differential equations.

Table 2: The weights assigned to the PDE loss and the observation loss vary depending on whether
the observations pertain to the coefficients (or initial states) a or to the solutions (or final states) u.

Darcy Flow Poisson Helmholtz Non-bounded
Navier-Stokes

Bounded
Navier-Stokes

Burgers’
equation

ζobs
a 2.5× 103 4× 102 2× 102 5× 102 2.5× 102 3.2× 102

u 106 2× 104 3× 104 5× 102 2.5× 102 -

ζpde 103 102 102 102 102 102

D Improvement in Prediction through PDE Loss Term
DiffusionPDE performs better when we apply the PDE loss term Lpde in addition to the observation
loss term Lobs as guidance, as shown in Table 3. The errors in both the coefficients ( initial states) a
and the solutions (final states) u significantly decrease. We also visualize the recovered a and u and
corresponding absolute errors of Darcy Flow, Poisson equation, and Helmholtz equation in Fig. 8. It
is demonstrated that the prediction becomes more accurate with the combined guidance of PDE loss
and observation loss than with only observation loss.

Table 3: DiffusionPDE’ prediction errors of coefficients (initial states) a and solutions (final states) u
with sparse observation on both a and u, guided by different loss functions.

Loss Function Side Darcy Flow Poisson Helmholtz Non-bounded
Navier-Stokes

Bounded
Navier-Stokes

Lobs
a 4.6% 12.1% 13.2% 8.2% 6.4%
u 4.8% 6.5% 9.3% 7.6% 3.3%

Lobs + Lpde
a 3.4% 10.3% 9.4% 4.9% 1.7%
u 1.7% 0.3% 0.6% 0.6% 1.4%
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(a) Recovered coefficients, solutions, and corresponding absolute errors of Darcy Flow.
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Figure 8: Recovered coefficients, solutions, and their corresponding visualized absolute errors for
various PDE families.

E Additional Results on All PDEs with Sparse Observation

We present the recovered results of another Burgers’ equation in Fig. 9. DiffusionPDE outperforms
all other methods with 5 sensors for continuous observation. We also present the recovered results for
both the forward and inverse problems of all other PDEs with sparse observations, as shown in Fig.
10. Specifically, we solve the forward and inverse problems for the Darcy Flow, Poisson equation,
Helmholtz equation, and non-bounded Navier-Stokes equation using 500 random points observed
in either the solution space or the coefficient space. Additionally, for the bounded Navier-Stokes
equation, we observe 1% of the points in the velocity field. Our findings indicate that DiffusionPDE
outperforms all other methods, providing the most accurate solutions.

Additional Data Setting for Darcy Flow To further demonstrate the generalization capability of
our model, we conducted additional tests on different data settings for Darcy Flow. In Fig. 11, we
solve the forward and inverse problems of Darcy Flow with 500 observation points, adjusting the
binary values of a to 20 and 16 instead of the original 12 and 3 in Section B, i.e.,{

a(x) = 20, if µ(x) ≥ 0

a(x) = 16, if µ(x) < 0

Our results indicate that DiffusionPDE performs equally well under these varied data settings,
showcasing its robustness and adaptability.
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Figure 9: Results of another Burgers’ equation recovered by 5 sensors throughout the time interval.
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(c) Forward and inverse results of Helmholtz equation recovered by 500 observation points.
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Figure 10: Results of forward and inverse problems for different PDE families with sparse observation.
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Figure 11: Forward and inverse results of Darcy Flow recovered by 500 observation points under a
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Figure 12: Results of Navier-Stokes equation and Burgers’ equation with 10 times smaller viscosity.

Additional Data Setting for Non-bounded Navier-Stokes Equation and Burgers’ Equation We
also test DiffusionPDE on the Burgers’ equation with a viscosity of 1×10−3 and on the non-bounded
Navier-Stokes equation with a viscosity of 1 × 10−4, which are 10 times smaller than the ones in
the main paper, as shown in Fig. 12. For the Burgers’ equation, we are able to recover the full time
interval with 5 fixed sensors at a relative error of approximately 6%, which is close to the error of
approximately 2 ∼ 5% in the main paper. For the Navier-Stokes equation, we can solve the forward
and inverse problems with relative errors of approximately 7% and 9%, respectively, using 500
observation points. The errors are also close to the ones in the main paper, where the forward and
inverse errors of Navier-Stokes equation are approximately 7% and 10%.

F Solving Forward and Inverse Problems with Full Observation

We have also included the errors of all methods when solving both the forward and inverse problems
with full observation, as displayed in Table 4.
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Table 4: Relative errors of solutions (or final states) and coefficients (or initial states) when solving
forward and inverse problems with full observations. Error rates are used for the inverse problem of
Darcy Flow.

DiffusionPDE PINO DeepONet PINNs FNO

Darcy Flow Forward 2.2% 4.0% 12.3% 15.4% 5.3%
Inverse 2.0% 2.1% 8.4% 10.1% 5.6%

Poisson Forward 2.7% 3.7% 14.3% 16.1% 8.2%
Inverse 9.8% 10.2% 29.0% 28.5% 13.6%

Helmholtz Forward 2.3% 4.9% 17.8% 18.1% 11.1%
Inverse 4.0% 4.9% 28.1% 29.2% 5.0%

Non-bounded
Navier-Stokes

Forward 6.1% 1.1% 25.6% 27.3% 2.3%
Inverse 8.6% 6.8% 19.6% 27.8% 6.8%

Bounded
Navier-Stokes

Forward 1.7% 1.9% 13.3% 18.6% 2.0%
Inverse 1.4% 2.9% 6.1% 7.6% 3.0%

In general, DiffusionPDE and PINO outperform all other methods, and DiffusionPDE performs the
best for all static PDEs. DiffusionPDE is capable of solving both forward and inverse problems with
errors of less than 10% for all classes of discussed PDEs and is comparable to the state-of-the-art.
Results of all methods regarding Darcy Flow and non-bounded Navier-Stokes equation are included
in Fig. 13.
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Figure 13: Results of forward and inverse problems for different PDE families with full observation.

G Training Baselines Methods on Partial Inputs

For our main experiments, we opt to train the baseline models (PINO, DeepONet, PINNs, FNO) on
full observations for several compelling reasons: First, physics-informed models such as PINNs and
PINO are unable to effectively compute the PDE loss when only sparse observations are available.
Second, other models like DeepONet and FNO perform poorly with sparse observations. For instance,
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Table 5: Relative errors of solutions (or final states) and coefficients (or initial states) when solving
forward and inverse problems respectively with sparse observations after optimizing the baselines.
Error rates are used for the inverse problem of Darcy Flow.

DiffusionPDE DeepONet PINO FNO PINNs

Darcy Flow Forward 2.5% 31.3% 32.6% 27.8% 6.9%
Inverse 3.2% 41.1% 49.2% 49.3% 59.7%

Poisson Forward 4.5% 73.6% 79.1% 70.5% 77.8%
Inverse 20.0% 75.0% 115.0% 118.5% 73.9%

Helmholtz Forward 8.8% 77.6% 67.7% 84.8% 79.2%
Inverse 22.6% 100.7% 125.3% 131.6% 103.7%

Non-bounded
Navier-Stokes

Forward 6.9% 96.5% 93.3% 91.6% 106.1%
Inverse 10.4% 71.9% 87.8% 89.3% 108.6%

Bounded
Navier-Stokes

Forward 3.9% 89.1% 80.8% 81.2% 84.4%
Inverse 2.7% 88.6% 47.3% 48.7% 82.1%

training the DeepONet model on 500 uniformly random points for each training sample in the context
of the forward problem of Darcy Flow leads to testing outcomes that are consistently similar, as
illustrated in Fig. 14, regardless of the testing input. This pattern suggests that the model tends to
generate a generalized solution that minimizes the average error across all potential solutions rather
than converging based on specific samples. Furthermore, the partial-input-trained model exhibits
poor generalization when faced with a different distribution of observations from training, indicating
that it lacks flexibility—a critical attribute of our DiffusionPDE.

500 Observed Points 1000 Observed Points Full Observation

Figure 14: Predicted solutions obtained using the DeepONet model trained with 500 observation
points across different numbers of observation points.

H Baseline Optimization

We further refine the noisy outputs generated by baseline methods such as DeepONet, PINO, FNO,
and PINNs. Specifically, given a partially observed parameter a for the PDE f(c;a,u) = 0 and a
pre-trained forward operator F ′, we address the problem by solving the optimization equation:

min
a
Lpde(a,F ′(a); f) (15)

and the results are shown in Table 5 and Fig. 15. Optimization reduces errors and smooths the
solutions. However, the resulting values are smaller due to the smoothing effect from minimizing
PDE loss, and the overall error compared to the ground truth remains much higher than DiffusionPDE.
This may be due to the difficulty in optimizing the derivatives of noisy a and u.

I Standard Deviation of DiffusionPDE Experiment Results

We further assess the statistical significance of our DiffusionPDE by analyzing the standard devia-
tions for forward and inverse problems under conditions of 500 sparse observation points and full
observation, respectively, as detailed in Table 6. We evaluate our model using test sets comprising
1,000 samples for each PDE. Our findings confirm that full observation enhances the stability of

21

130311 https://doi.org/10.52202/079017-4140



FNOPINODeepONet PINNsObservations

S
o
l
u
t
i
o
n
s

S
o
l
u
t
i
o
n
s

C
o
e
f
f
i
c
i
e
n
t
s

C
o
e
f
f
i
c
i
e
n
t
s

Relative Error: 77.8%

Relative Error: 73.9%

x

x

y

y

Relative Error: 79.1%

Relative Error: 115.0%Relative Error: 75.0%

Relative Error: 4.5%

Relative Error: 20.0%

Relative Error: 73.6% Relative Error: 70.5%

Ground Truth

Forward

DiffusionPDE

Inverse

Relative Error: 118.5%

500 Random Points

Figure 15: Results of Poisson equation after optimizing baseline methods.

the results, a predictable outcome as variability diminishes with an increase in observation points.
The standard deviations are notably higher for more complex PDEs, such as the inverse problems
of the Poisson and Helmholtz equations, reflecting the inherent challenges associated with these
computations. Overall, DiffusionPDE demonstrates considerable stability, evidenced by relatively
low standard deviations across various tests.

Table 6: Standard deviation of DiffusionPDE when solving forward and inverse problems with sparse
or full observations.

Sparse Observations Full Observations

Darcy Flow Forward 2.5± 0.7% 2.2± 0.1%
Inverse 3.2± 0.9% 2.0± 0.1%

Poisson Forward 4.5± 0.9% 2.7± 0.1%
Inverse 20.0± 1.8% 9.8± 0.7%

Helmholtz Forward 8.8± 1.0% 2.3± 0.1%
Inverse 22.6± 1.7% 4.0± 0.6%

Non-bounded
Navier-Stokes

Forward 6.9± 0.9% 6.1± 0.2%
Inverse 10.4± 1.0% 8.6± 0.3%

Bounded
Navier-Stokes

Forward 3.9± 0.2% 1.7± 0.1%
Inverse 2.7± 0.2% 1.4± 0.1%

J Runtime Analysis

We evaluate the computing cost during the inference stage by testing a single data point on a single
A40 GPU for the Navier-Stokes equation, as shown in Table 7. DiffusionPDE has a lower computing
cost compared to Shu et al. [54], which autoregressively solves the full time interval. This advantage
becomes more significant when we increase the number of time steps.

Table 7: Inference computing cost of sparse-observation-based methods.
Method DiffusionPDE (Ours) GraphPDE Shu et al. (2023) OFormer

#Parameter (M) 54 1.3 63 1.6
Inference time (s) 140 84 180 3.2
GPU memory (GB) 6.8 3.6 7.2 0.1

Further, we evaluate the inference runtimes on one single A40 GPU of vanilla full-observation-based
methods and also the optimization time of them during the inference as introduced in Appendix H.
The optimization runtimes are significantly slower, especially when using Fourier transforms.
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Table 8: Average inference runtimes (in seconds) of full-observation-based methods with and without
optimization.

Method PINO FNO DeepONet PINNs

Vanilla 1.0e0 9.8e-1 7.4e-1 1.5e0
With Optimization 6.7e2 6.7e2 3.5e1 3.7e1

K Robustness of DiffusionPDE

We find that DiffusionPDE is robust against sparse noisy observation. In Fig. 16, we add Gaussian
noise to the 500 observed points of Darcy Flow coefficients. Our DiffusionPDE can maintain a relative
error of around 10% with a 15% noise level concerning the forward problem, and the recovered
solutions are shown in Fig. 17. Baseline methods such as PINO also exhibit robustness against
random noise under sparse observation conditions; this is attributed to their limited applicability to
sparse observation problems, leading them to address the problem in a more randomized manner.

Figure 16: Relative errors of recovered Darcy Flow solutions with sparse noisy observation.
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Figure 17: Recovered solutions for Darcy Flow with noisy observations.

Robustness on Sampling Patterns Moreover, as mentioned in the main document, we investigate
the robustness of DiffusionPDE on different sampling patterns of the observation points. Here,
we address the forward problem of Darcy Flow using 500 observed coefficient points, which are
non-uniformly concentrated on the left and right sides or are regularly distributed across the grid,
as depicted in Fig. 18. Our results demonstrate that DiffusionPDE flexibly solves problems with
arbitrary sparse observation locations within the spatial domain, without re-training the neural network
model. However, the CFG method faces challenges when solving with varying sampling patterns,
as demonstrated in Fig. 19. In this figure, we compare the reconstruction results of DiffusionPDE
and Diffusion with CFG for the unbounded Navier-Stokes equation, where all observation points
are located on the left side of the grid. The CFG approach struggles with this asymmetric sampling
pattern, while DiffusionPDE maintains more accurate reconstructions.

23

130313 https://doi.org/10.52202/079017-4140



Relative Error: 6.2%

Recovered SolutionsObserved Coefficients

Forward

Relative Error: 8.3%

Recovered SolutionsObserved Coefficients

Forward

Relative Error: 2.3%

Recovered SolutionsObserved Coefficients

Forward

Figure 18: Recovered solutions for Darcy Flow with observations sampled using non-uniform
distributions.
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Figure 19: Comparison between DiffusionPDE and Diffusion CFG under different sampling patterns
for non-bounded Navier-Stokes equation.

Stochasticity Evaluation Since we employ a deterministic diffusion model, with partial observa-
tions as input, the only source of stochasticity or uncertainty in our approach arises from the initial
random noise. To examine this, we conducted experiments to assess the impact of different noise
seeds on both the initial and final states of the Navier-Stokes equations, as demonstrated in Fig. 20.
Our findings indicate that the diffusion model exhibits some degree of uncertainty in its predictions,
despite the deterministic nature of the underlying framework.
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Figure 20: Different predictions of DiffusionPDE generated by different initial noise for non-bounded
Navier-Stokes equation.

L Solving Forward and Inverse Problems with Different Numbers of
Observations

We also investigate how our DiffusionPDE handles varying degrees of sparse observation. Experi-
ments are conducted on the Darcy Flow, Poisson equation, Helmholtz equation, and non-bounded
Navier-Stokes equation. We examine the results of DiffusionPDE in solving forward and inverse
problems when there are 100, 300, 500, and 1000 random observations on a, u, or both a and u,
as shown in Fig. 21. We have observed that the error of DiffusionPDE decreases as the number
of sparse observations increases. Overall, we recover u better than a. DiffusionPDE can recover u
with approximately 2% observation points at any side pretty well. DiffusionPDE is also capable of
recovering both a and u with errors 1% ∼ 10% with approximately 6% observation points at any
side for most PDE families. We also conclude that our DiffusionPDE becomes insensitive to the
number of observations once more than 3% of the points are observed.
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(a) Error rates for Darcy Flow and relative errors for other PDEs of recovered coefficients or initial states a.

(b) Relative errors of recovered solutions or final states u.

Figure 21: Error rate or relative error of both coefficients (or initial states) a and solutions (or final
states) u with different numbers of observations.

M Solving Forward and Inverse Problems across Varied Resolutions

To evaluate the generalizability of DiffusionPDE, we implemented the model on various resolutions,
including 64× 64 and 256× 256, while maintaining the same percentage of observed points. For
resolutions of 64× 64, 128× 128, and 256× 256, we observe 125, 500, and 2000 points on a or u
respectively, which are approximately 3% for each resolution. Overall, DiffusionPDE is capable of
handling different resolutions effectively. For instance, Table 9 presents the forward relative errors
of the solution u and inverse error rates of the coefficient a for the Darcy Flow, demonstrating that
DiffusionPDE performs consistently well with similar error rates across various resolutions.
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Table 9: Forward relative errors and inverse error rates of Darcy Flow across different resolutions.
Resolution Forward Relative Error Inverse Error Rate

64× 64 2.9% 4.3%
128× 128 2.5% 3.2%
256× 256 3.1% 4.1%

N Comparison with Other Baselines

We have compared the results using the RBF kernel [60], as shown in Fig. 22. For the forward process
of solving the Poisson, Helmholtz, and Darcy Flow equations, the RBF kernel achieved solution
errors of approximately 14.3%, 23.1%, and 18.4%, respectively, with 500 random observation points.
However, when addressing the inverse problem, the errors increased significantly to 141.2%, 143.1%,
and 34.0%, respectively. This increase in error is likely due to the inherent challenges of solving
inverse problems with such a straightforward method.
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Figure 22: Forward and Inverse Results of Poisson equation recovered by 500 observation points
using RBF Kernel.

Additionally, we compare our DiffusionPDE method with a single U-Net model. The U-Net is trained
based on our EDM diffusion model, where we initially train it to map between 500 fixed input points
and the full output space, as illustrated in Fig. 23. For the Navier-Stokes equation, the prediction of
the final state results in an average test error of approximately 39%, which is significantly higher than
the error produced by our diffusion model. Furthermore, when making predictions using 500 different
sampling points, the relative error increases to approximately 49%. We also train another U-Net
model to map between 500 random input points and the full output space, but this model results in a
test error of 101%, indicating that the U-Net struggles to adapt to varying sampling patterns and fails
to flexibly solve different configurations.
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Ground Truth DiffusionPDE

Relative Error: 6.5% Relative Error: 38.9% Relative Error: 100.9%

UNet Trained on Random 

Observation Points

UNet Trained on Fixed 

Observation Points

Figure 23: Comparison between DiffusionPDE and U-Net regarding non-bounded Navier-Stokes
equation.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We clearly state our contribution to solving forward and inverse problems of
PDEs simultaneously with partial observation in the abstract and introduction (Section 1).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We include the limitation of our work and future direction in Section 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We include theoretical results with full assumptions and complete proofs in
Section 3.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include all implementation details for reproducibility in the supplemental
materials (Sections B and C).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: In the Abstract, we include the URL to our project page, which provides access
to the data and code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We include implementation details of data generation and sampling in the
supplemental materials (Sections B and C).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report the standard deviation of our DiffusionPDE in the supplemental
materials (Section I).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We talk about the compute resources in Sections 4.2 and J.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We follow the NeurIPS Code of Ethics in every respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our work, which concentrates on solving both forward and inverse problems
of partial differential equations (PDEs) with sparse observations, promises to significantly
advance scientific and engineering disciplines that rely on these computations. The potential
negative impacts are minimal, as this research primarily aims to provide more accurate and
efficient computational methods without adverse effects on existing systems or practices.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: The paper does not use existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

33

130323 https://doi.org/10.52202/079017-4140




