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Abstract

Real-world applications of reinforcement learning often involve environments
where agents operate on complex, high-dimensional observations, but the
underlying (“latent”) dynamics are comparatively simple. However, outside
of restrictive settings such as small latent spaces, the fundamental statistical
requirements and algorithmic principles for reinforcement learning under latent
dynamics are poorly understood.

This paper addresses the question of reinforcement learning under general latent
dynamics from a statistical and algorithmic perspective. On the statistical side,
our main negative result shows that most well-studied settings for reinforcement
learning with function approximation become intractable when composed
with rich observations; we complement this with a positive result, identifying
latent pushforward coverability as a general condition that enables statistical
tractability. Algorithmically, we develop provably efficient observable-to-latent
reductions—that is, reductions that transform an arbitrary algorithm for the latent
MDP into an algorithm that can operate on rich observations—in two settings:
one where the agent has access to hindsight observations of the latent dynamics
[LADZ23], and one where the agent can estimate self-predictive latent models
[SAGHCB20]. Together, our results serve as a first step toward a unified statistical
and algorithmic theory for reinforcement learning under latent dynamics.

1 Introduction

Many application domains for reinforcement learning (RL) require the agent to operate on rich,
high-dimensional observations of the environment, such as images or text [WSD15; LFDA16;
KFPM21; NRKFG22; Bak+22; Bro+22]. However, the environment itself can often be summarized
by latent dynamics for a low-dimensional or otherwise simple latent state space. The decoupling
of latent dynamics from the complex observation process naturally suggests a modular framework
for algorithm design: first learn a representation that decodes the latent state from observations, then
apply a reinforcement learning algorithm for the latent dynamics on top of the learned representation.
This paper investigates the algorithmic and statistical foundations of this framework. We ask: Can
we take existing algorithms and sample complexity guarantees for reinforcement learning in the
latent state space and lift them to the observation space in a modular fashion?

There is a growing body of theoretical and empirical work developing algorithms that combine
representation learning and reinforcement learning to develop scalable algorithms. On the empirical
side, a plethora of representation learning objectives have been deployed to varying degrees of
success [PAED17; Tan+17; ZMCGL21; LSA20; YFK21; Lam+24; Guo+22; HPBL23], but we lack
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a mathematical framework to systematically compare these objectives and understand when one
might be preferred to another. On the theoretical side, all existing approaches suffer from three
primary drawbacks: (a) they are tailored to restricted classes of latent dynamics models (tabular
MDPs [KAL16; DKJADL19; MHKL20; ZSUWAS22; MFR23], LQR [DR21; Mha+20], or factored
MDPs [MLJL21]), limiting generality; (b) the analyses, despite focusing on restrictive settings, are
unwieldy, limiting progress in algorithm development; and (c) they are not modular, in the sense
that the representation learning procedures are specialized to specific choices of latent reinforcement
learning algorithm, limiting ease of use.

1.1 Contributions

We address the aforementioned limitations by introducing a new framework, reinforcement learning
under general latent dynamics.

Reinforcement learning under general latent dynamics (Section 2). In our framework, the agent
performs control based on high-dimensional observations, but the dynamics of the environment are
governed by an unobserved latent state space. Following prior work (particularly the so-called Block
MDP formulation [DKJADL19]), we assume that the latent states can be uniquely decoded from
observations, but that the true decoder is unknown and must be learned. To aid in the decoding
process, we supply the learner with a class of representations that is realizable in the sense that it is
powerful enough to represent the true decoder. Our point of departure from prior theoretical works is
that we do not assume specific structure (e.g., tabular or linear dynamics) on the Markov decision
process (MDP) that governs the latent dynamics. Instead, we make the minimal assumption that the
latent dynamics belong to a base MDP class which is statistically tractable, in the sense that when
the latent states are directly observed there exists some reinforcement learning algorithm with low
sample complexity that is capable of learning a near-optimal policy for every MDP in the class. We
take the first steps toward building a unified and modular theory for reinforcement learning in this
setting.

Contributions: Statistical modularity (Section 3). A central consideration for reinforcement
learning under latent dynamics is that representation learning and exploration must be intertwined:
an accurate decoder is required to explore the latent state space, but exploration is required to learn
an accurate decoder. To develop provable sample complexity guarantees, one must prevent errors
from compounding during this interleaving process, a challenging statistical problem which prior
work addresses through strong structural assumptions on the base MDP [KAL16; DKJADLI19;
MHKL20; ZSUWAS22; MFR23; DR21; Mha+20; MLJL21]. For the general latent-dynamics setting
we consider, it is unclear whether similar techniques can be applied, or whether the setting is even
statistically tractable, ignoring computational considerations. Thus, our first contribution considers
the question of statistical modularity:*

If a base MDP class is tractable when observed directly, is the corresponding latent-dynamics
problem tractable?

Statistical modularity adopts a minimax perspective by assuming that the base MDP lies in a given
class, and demands that the sample complexity of the latent-dynamics setting is controlled by a
natural bound on the sample complexity of the base MDP class. We show, perhaps surprisingly,
that most well-studied reinforcement learning settings involving function approximation [RVR13;
JKALS17; SIKAL19; MJTS20; AJSWY20; Li09; DVRZ19; WSY20; ZGS21; Du+21; JLM21;
FKQR21] do not admit statistical modularity (Theorem 3.1). In other words, statistical tractability
of an MDP class does not extend to the latent-dynamics setting. We complement these negative
findings with a positive result, identifying pushforward coverability as a general structural condition
on the latent dynamics that enables sample efficiency (Theorem 3.2).

Contributions: Algorithmic modularity (Section 4). Beyond developing a modular understanding
of the statistical landscape, we investigate modular algorithm design principles for RL under general
latent dynamics. Specifically, we consider the question of observable-to-latent reductions, whereby
RL under latent dynamics can be reduced to the simpler problem of RL with latent states directly
observed:

Can we generically lift algorithms for a base MDP class to solve the corresponding latent-dynamics
problem?

>This question and associated definitions are restated formally in Section 3.1.
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This property, which we refer to as algorithmic modularity, enables modular, greatly simplified
algorithm design, allowing one to use an arbitrary base algorithm for the base MDP class to solve the
corresponding latent-dynamics problem. Algorithmic modularity is a stronger property than mere
statistical modularity, and thus is subject to our statistical lower bound. Accordingly, we consider two
settings that sidestep the lower bound through additional feedback and modeling assumptions. Our
first algorithmic result considers hindsight observability [LADZ23], where latent states are revealed
during training, but not at deployment (Theorem 4.1). Our second considers stronger function
approximation conditions that enable the estimation of self-predictive latent models [SAGHCB20]
through representation learning (Theorem A.1). Both results are fully modular: they transform
any sample-efficient algorithm for the base MDP class into a sample-efficient algorithm for the
latent-dynamics setting. Thus, they constitute the first general-purpose algorithms for RL under
latent dynamics.

Together, we believe our results can serve as a foundation for further development of practical,
general-purpose algorithms for RL under latent dynamics. To this end, we highlight a number of
fascinating and challenging open problems for future research (Section 5).

2 Reinforcement Learning under General Latent Dynamics

In this section we formally introduce our framework, reinforcement learning under general latent
dynamics.

MDP preliminaries. We consider an episodic finite-horizon online reinforcement learn-
ing setting. With H denoting the horizon, a Markov decision process (MDP) M* =
{X, A AP, {R;}_,, H} consists of a state space X, an action space .A, a reward distribution
Ry : X x A — A([0, 1]) (with expectation 7} (x, a)), and a transition kernel P} : X x A — A(X)
(with the convention that Pg (- | () is the initial state distribution).?

At the beginning of the episode, the learner selects a randomized, non-stationary policy m =
(m1,...,mH), where 7, : X — A(A); we let Il denote the set of all such policies. The episode
evolves through the following process; beginning from z; ~ PJ(- | (}), the MDP generates a trajec-
tory (z1,a1,71), ..., (¢H,am, ) viaap ~ mTh(xh), rh ~ Rf (2h, an), and p1 ~ Pr(- | zn, ap).
We let PM*>™ denote the law under this process, and let E*"*™ denote the corresponding expectation,
and likewise let P*>™ and E™ ™ denote the analogous laws and expectations in another MDP M. We

assume that Zthl rp, € [0, 1] almost surely for any trajectory in M™*.

For a policy m and MDP M, the expected reward for 7 is given by J (7) = EM-™ [Zthl Thls

and the value functions are given by  V,"""(z) = EMT~ [Zi:h rne | xp, = z], and

2 (xa) = EMT[SY o | an = xa, = a]. Welet my, = {mun}iL, denote an
optimal deterministic policy of M, which maximizes V"™ (over ) at all states (and in particular,
satisfies 7,, € argmax, .py J" (7)), and write Q* = Q™. For f : X x A — R, we

write mp(x) = argmax, f(z,a) as well as Vy(z) = max, f(z,a). For MDP M, horizon
h € [H], and g : X — R, we let 7, denote the Bellman (optimality) operator defined
via [TMgl(x,a) = EY[r, + g(@ht1) | @, = x,an, = a], and we overload notation by letting
[T fl(z,a) = [TMVil(xz,a). We also let 7, denote the Bellman evaluation operator
defined via [T, fl(z,a) = B [rp + Eo/omy iy (lons) f @hs1, )] | @h = 2, an = a], for any

7 € Ilrns. We define the occupancy measures for layer h via d;"" (z) = Pz}, = z] and

dy" " (z,a) =Pz, = x, a5 = al.

Online reinforcement learning. In online reinforcement learning, the learning algorithm ALG
repeatedly interacts with an unknown MDP M™* by executing a policy and observing the resulting
trajectory. After T rounds of interaction, the algorithm outputs a final policy 7, with the goal of
minimizing their risk, defined via

Risk(T,ALG, M*) = J™ (mp) — J (7). 6))

3To simplify presentation, we assume that X and A are countable; our results extend to handle continuous
variables with an appropriate measure-theoretic treatment.
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Framework: Reinforcement learning under general latent dynamics. In reinforcement learning
under general latent dynamics, we consider MDPs M™ where the dynamics are governed by the evolu-
tion of an unobserved latent state sy, while the agent observes and acts on observations x;, generated
from these latent states. Formally, a latent-dynamics MDP consists of two ingredients: a base MDP
Mgt = {S, A, { Pratn HL o, { Riat,n 111, H} defined over a latent state space S, and a decodable
emission process ¥ = {1y, + S — A(X)}L_,, which maps each latent state to a distribution over
observations. The former is an arbitrary MDP defined over S, while the latter is defined as follows.

Definition 2.1 (Emission process). An emission process is any function ¢ := {1, : S — A(X)}L |,
and is said to be decodable if

Vh,Vs' #£s€S8: suppyn(s) Nsuppyn(s) =0. . )
When v = {4, }IL_, is decodable, we let 9y~ := {1, ' : X — S}H_, denote the associated decoder.
With this, we can formally introduce the notion of a latent-dynamics MDP.

Definition 2.2  (Latent-dynamics @ MDP). For a Dbase MDP M, =
{S, A, {Plat7h}hH:0, {Riaen}_ |, H}, and a decodable emission process 1, the latent-dynamics
MDP (M, ¥) := {X, A, {Pobs,h}}ll{:oy {Robsyh}thl, H} is defined as the MDP where the latent
dynamics evolve based on the agent’s action ap, € A via the process spy1 ~ Piat n(Sn,an) and
TR~ Rlat’h(sh, ap). The latent state is not observed directly, and instead the agent observes
xp, € X generated by the emission process xy, ~ Y1 1(sp).*

Note that under these dynamics, the decoder 1) ~! associated with ¢ ensures that w;l(xh) = sp
almost surely for all h € [H]. That is, the latent states can be uniquely decoded from the observations.
To emphasize the distinction between the latent-dynamics MDP (M ,¢, 1)) (which operates on the
observable state space X) and the MDP M, (which operates on the latent state space S), we refer
to the latter as a base MDP rather than, for example, a “latent MDP”, and apply a similar convention
to other latent objects whenever possible.’

Departing from prior work, we do not place any inherent restrictions on the base MDP, and in
particular do not assume that the latent space is small (i.e., tabular). Rather, we aim to understand—in
a unified fashion—what structural assumptions on the base MDP M, are required to enable
learnability under latent dynamics. To this end, it will be useful to considers specific classes (i.e.,
subsets) of base MDPs M, and the classes of latent-dynamics MDPs they induce.

Definition 2.3 (Latent-dynamics MDP class). Given a set of base MDPs M.t and a set of decoders
O C{X — S}, welet

{(Maae, @) = {{Maae, ¥0) : Mrax € Mo, ) is decodable, ™" € @} 3)
denote the class of induced latent-dynamics MDPs.

Stated another way, (M ,¢, @) is the set of all latent-dynamics MDPs (Mia¢, ¢)) where (i) the
base MDP M, lies in M ¢, and (ii), the emission process v is decodable, with the corresponding
decoder belonging to ®. The class M, represents our prior knowledge about the underlying
MDP M ,¢; concrete classes considered in prior work include tabular MDPs [KAL16; DKJADLI19;
MHKL20; ZSUWAS22; MFR23], linear dynamical systems [DMRY20; DR21; Mha+20], and
factored MDPs [MLJL21]. In particular, the class M;j,; may itself warrant using function
approximation. At the same time, the class ® represents our prior knowledge or inductive bias
about the emission process, enabling representation learning. In what follows, we investigate
what conditions on M,; make the induced class { M., ®) tractable, both statistically (statistical
modularity; Section 3) and via reduction (algorithmic modularity; Section 4).

3 Statistical Modularity: Positive and Negative Results

This section presents our main statistical results. We begin by formally defining the notion of
statistical modularity introduced in Section 1, present our main impossibility result (lower bound) and
its implications (Section 3.2), then give positive results for the general class of pushforward-coverable
MDPs (Section 3.3).

*Equivalently the dynamics can be described via Rops, i (n, an) = Ruiat (5, ' (z1), an) and Paps p(Tht1 |

-1 -1 -1
Th,an) = Prat, (Y01 (Tna1) [y, (@n), an) - Yrr (@ngr | Y50 (@he1).
SFor example, in Section 4 we will be concerned with reductions from observation-space algorithms to “base
algorithms” that operate on the latent state space.
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3.1 Statistical modularity: A formal definition
We first define the statistical complexity for a MDP class (or, model class) M.

Definition 3.1 (Statistical complexity). We say that an MDP class M can be learned up to e-
optimality using comp(M, e, §) samples if there exists an algorithm ALG which, for every M € M,
attains

Risk(T,ALG, M) <¢

with probability at least 1 — 0, after T' = comp(M, ¢, 8) rounds of online interaction in M.

We say that a base MDP class M, admits statistically modularity if, for any decoder class @, the
induced latent-dynamics MDP class {M,¢, @) can be learned with statistical complexity that is
polynomial in: (i) the statistical complexity for the base class, and (ii) the capacity of the decoder class.

Definition 3.2 (Statistical modularity). We say the MDP class M, is statistically modular under
complexity comp(Mat, €, 8) if, for every decoder class ®, we have

comp({Mat, @), €,6) = poly(comp(Myat, <, 6), log|D|). )

We say that M ¢ admits strong statistical modularity if Eq. (4) holds when comp(M 4, €, 8) is the
minimax sample complexity for M.

In the sequel, we examine well-studied MDP classes M, (e.g., those which admit low Bellman
rank [JKALS17]) and choose comp(M ¢, e,d) based on natural upper bounds on their optimal
sample complexity; in this case we will simply say they are (or are not) statistical modular, leaving
the complexity upper bound comp implicit. Following prior work [KAL16; DKJADL19; MHKL?20;
ZSUWAS22; MFR23; DR21; Mha+20; MLJL21], we use log|®| as a proxy for the statistical
complexity of supervised learning with the decoder class ®.

The two most notable examples of statistical modularity covered by prior work are: (i) taking
M, as the set of tabular MDPs admits strong statistical modularity [DKJADL19; MHKIL.20;
MFR23], and (ii) taking M+ as the set of linear MDPs admits statistical modularity with complexity
poly(d, H,|A|,e 1, log(67")) [AKKS20; UZS22; MCKJA24; MBFR23].” Interestingly, the latter
does not admit strong statistical modularity, because the optimal rate for M, does not scale with
|A|, but the rate for { M,¢, ®) necessarily does [LS20; HLSW21]. The results of Mhammedi et al.;
Misra et al.; Song et al. [Mha+20; MLJL21; SWFK24] can also be viewed as instances of statistical
modularity for other base MDP classes.

3.2 Lower bounds: Impossibility of statistical modularity

Our main result in this section is to show that for most MDP classes M,: considered in the
literature on sample-efficient reinforcement learning with function approximation [RVR13; JKALS17,;
SIKAL19; MJTS20; AJSWY20; Li09; DVRZ19; WSY20; ZGS21; Du+21; JLM21; FKQR21],
statistical modularity (under the natural complexity upper bound for the class of interest) is impossible.
Our central technical result is the following lower bound, which shows that statistical modularity
can be impossible even when the base MDP is known to the learner a-priori. The lower bound is a
significant generalization of the result from Song et al. [SWFK24]; we first state the lower bound,
then discuss implications.

Theorem 3.1 (Impossibility of statistical modularity). For every N > 4, there exists a decoder class
@ with |®| = N and a family of base MDPs M, satisfying (i) |Miat| = 1, (ii) H < O(log(N)),
(iii) |S| = |X| < N2, (iv) |A| = 2, and such that

1. Foralle,é > 0, we have comp(Mt,€,6) = 0.
2. For an absolute constant ¢ > 0, comp({Mat, @), c,c) > Q(N/log(N)).

In other words, even when the base dynamics are fully known, strong statistical modularity
(in this case, poly(log|®|) complexity) is impossible; any algorithm will require at least
min{v/S, 2" /u, |®|/10g|®|} episodes to learn a near-optimal policy for a latent-dynamics MDP

<<M1ata 7/}» € <<Mlat7 (P»

0ur main results easily extend to infinite classes through standard arguments.

"In the latter case, the latent-dynamics class {Ma¢, ) may be seen to be a set of low-rank MDPs (that
is, linear MDPs with unknown features), so that low-rank MDP algorithms may be applied directly on the
observations (Appendix E.2).
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Statistical
Base MDP class M ¢ Modularity?

Tabular v

Contextual Bandits v
Low-Rank MDP v Figure 1: Summary of statistical

Known Deterministic MDP (|M.¢] = 1) v modularity (SM) results.
Low State Occupancy (V7 : S — A(A)) v /: SM is possible for a nat-
Model Class + Pushforward Coverability /* ural choice of comp(:) (e.g.,
Linear C.B./MDP X poly(|S|, |Al, H,e™*, 10g(5*1))
Model Class + Coverability (V7 : M € M) X for tabular MDPs).
Known Stochastic MDP (|M.¢| = 1) X X: SM is not possible with natural
Bellman Rank (Q-type or V-type) X choices of comp(-).
Eluder Dimension + Bellman Completeness X ?: open.
Q*-Trrelevant State Abstraction X *: SM is possible if willing to pay
Linear Mixture MDP X for (suboptimal) |.A| complexity.

Linear Q* /V™* X See Appendix E.2 for precise
Low State/State-Action Occupancy (V my : M € M) X descriptions of each setting and
Bisimulation our choices for their complexities.

Low State-Action Occupancy (V7 : S — A(A)) *

Model Class + Coverability (V7 : S — A(A))

Intuition for lower bound. The intuition behind the lower bound in Theorem 3.1 is as follows: the
unobserved latent state space consists of N = |®| binary trees (indexed from 1 to V), each with N
leaf nodes. The starting distribution is uniform over the roots of the N trees, and the agent receives a
reward of 1 if and only if they navigate to the leaf node that corresponds to the index of their current
tree. The observed state space is identical to the latent state space, but the emission process shifts the
index of the tree by an amount which is unknown to the agent. Despite the base MDP being known
and the decoder class satisfying realizability, the agent requires near-exhaustive search to identify the
value of the shift and recover a near-optimal policy.

A taxonomy of statistical modularity. As a corollary, we prove that many (but not all) well-studied
function approximation settings do not admit statistical modularity by embedding them into the
lower bound construction of Theorem 3.1 (as well as a variant of the result, Theorem E.1). Our
results are summarized in Figure 1. Our impossibility results highlight the following phenomenon:
many MDP classes M, that place structural assumptions via the value functions (e.g., MDPs
with linear-Q* /V* [Du+21] or MDPs with a Bellman complete value function class of bounded
eluder dimension [JLM21; WSY20]) become intractable under latent dynamics. Intuitively, this
is because it is not possible to take advantage of structure in value functions without learning a
good representation, and, simultaneously, these assumptions are too weak by themselves to enable
learning such a representation. Meanwhile, MDP classes M ¢ that place structural assumptions on
the transition distribution (e.g., MDPs with low state occupancy complexity [Du+21] or low-rank
MDPs [AKKS20]) are sometimes (but not always) tractable under latent dynamics.8

We point to Appendix E.2 for background on all the settings in Figure 1 and proofs that they are (or
are not) statistically modular. We remark that it is fairly straightforward to embed most of the MDP
classes of Figure 1 into the construction of Theorem 3.1 since it only uses only a single base MDP
M ¢, and we expect that many other base MDP classes can similarly be shown to be intractable.
However, proving the positive results in Figure 1 requires establishing several new results showing
that certain base classes are tractable under latent dynamics; most notably, we next discuss the case
of pushforward coverability.

3.3 Upper bounds: Pushforward-coverable MDPs are statistically modular

Our main postive result concerning statistical modularity is to highlight pushforward coverability
[XJ21; AFK24; MFR24]—a strengthened version of the coverability parameter introduced in Xie
et al. [XFBJK23]—as a general structural parameter that enables sample-efficient reinforcement
learning under latent dynamics.

81f one is willing to pay for suboptimal |.A| factors, then more (but not all) classes become statistically
tractable (e.g., linear MDPs [JYWJ20] and MDPs with low state-action occupancy [Du+21]).
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Definition 3.3 (Pushforward coverability). The pushforward coverability coefficient Cpys for an
MDP M, with transition kernel P\, is defined by
. Plat h—l(s/ | S, a)
Coush(M15¢) = max  inf sup : . 5)
P ( t) he[H] peA(S) (s,a,s")ESXAXS :u(sl)

Concrete examples [AFK24; MFR24] include: (i) tabular MDPs M, admit Cpysh(Miat) < |S|; and
(ii) Low-Rank MDPs M, (with or without known features) in dimension d admit Cpysh (M1at) < d.
Further examples include analytically sparse Low-Rank MDPs [GMR24] and Exogenous Block
MDPs with weakly correlated noise [MFR24]. Our main result is as follows.

Theorem 3.2 (Pushforward-coverable MDPs are statistically modular). Let M, be a base MDP
class such that each Mo € Mo has pushforward coverability bounded by Cpusn(Miat) < Cpysh.
Then, for any decoder class ®, we have:

1. comp(Mat,€,6) < poly(Cpush, |Al, H,log| M|, e, log(671)), and
2. comp({(Miat, @), €,8) < poly(Cpush, |Al, H, log| Miae|,log|®|,e 1, log(671), log log|S|).

Theorem 3.2 shows that, modulo a term that is doubly-logarithmic in |S|, latent pushforward cover-
ability enables statistical modularity. That is, when the base (latent) dynamics satisfy pushforward
coverability, there exists an algorithm for the latent-dynamics setting which scales with the statistical
complexity of the base MDP class and log|®|. We suspect that the additional log log|S]| factor is not
essential and can be removed with a more sophisticated analysis. We note that the complexity comp
chosen above is not the minimax complexity for M;,¢, since every set of pushforward coverable
MDPs is also a set of coverable MDPs with a potentially smaller coverability parameter [AFK24].

Let us provide some intuition for this result. We firstly note that when M7, has pushforward cover-
ability parameter Cp,sh, it holds that for any emission process 1, the observation-level MDP M :=
(M7, v*) also satisfies pushforward coverability with the same parameter Cpysn (Lemma D.5). Yet,
despite access to realizable base MDP class M, and decoder class @, it is unclear whether the latent-
dynamics MDP M . satisfies any of the observation-level function approximation conditions required
by existing approaches that provide sample complexity guarantees under pushforward coverability.
In particular, known algorithms for this setting either require a Bellman-complete value function
class [XFBJK23], a class realizing certain density ratios [AFJSX24; AFK24], or a realizable model
class [AFK24], and it is highly nontrivial to construct these for the latent-dynamics MDP M}, =
(M7, ™) given only the base MDP class M, and the decoder class ®. Intuitively, this is because
the former observation-level function approximation classes capture properties of the observation-
level dynamics which cannot be obtained without some knowledge of the emission process.

Our main technical contribution is to establish a new structural property for pushforward-coverable
MDPs (Lemma F.1): low-dimensional linear embeddings of their latent models can approximate the
Bellman updates for an arbitrary set of test functions (as long as the set is not too large). We use
this property to construct low-dimensional linear features that can approximate Bellman backups
in observation-space, allowing us to (approximately) satisfy the Bellman completeness assumption
required to apply GOLF [JLM21] to the latent-dynamics MDP. A fascinating open question is whether
a similar approach can be used to establish that standard (as opposed to pushforward) coverable
MDPs are statistically modular, which would encompass all other known positive cases of statistical
modularity (cf. Figure 1). We refer interested readers to a more detailed technical overview in
Appendix F.1, as well as the full proof in Appendix F.2.

4 Algorithmic Modularity

‘We now turn our attention to algorithmic modularity. Specifically, we aim for observable-to-latent
reductions, whereby—via representation learning—RL under latent dynamics can be efficiently
reduced to the simpler problem of RL with latent states directly observed. Since algorithmic
modularity is a stronger property than statistical modularity, we sidestep the previous lower bounds in
Section 3 through additional feedback and modeling assumptions. Our main result for this section is a
new meta-algorithm, O2L, which, under these assumptions (and when equipped with an appropriately
designed representation learning oracle), acts as a universal reduction in the sense that, whenever the
representation learning oracle has low risk, the reduction transforms any sample-efficient algorithm
for any base MDP class into a sample-efficient algorithm for the induced latent-dynamics MDP class.
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Algorithm 1 O2L: Observable-to-Latent Reduction

1: input: Epochs T, episodes K, decoder set @, rep. learning oracle REPLEARN, base alg. ALGj,¢.
2: fort=1,2,---,T do

3 REPLEARN chooses a representation ¢ : X — S € ® based on data collected so far.

4 Initialize new instance of ALG1,¢.

5 for k = 1, 27 e ,K do // ALG1,; plays K rounds in the “¢'")-compressed dynamics.”
6: ALG14t chooses policy 7i5!” : S x [H] = A(A).

7 Deploy 1.t 0 ¢ to collect trajectory {z\™) a{™ rt YV H_

8 Update ALG,¢ with compressed trajectory {gb(”( . '”)) ay ™t e

9 end for R
10: ALGj 4t returns final policy 7 : S x [H] — A(A), deploy 7 0 ¢® to collect one trajectory.
11: end for R R
12: return 7 = Unif (7™ o o™, ... . 7™ 0 ¢™).

Setup and O2L meta- algorithm For the results in this section, we denote the (unknown) latent-
dynamics MDP of interest by M, := (M5, ¢* ), and use ¢* := (¢*) ! to denote the true decoder.
The O2L meta-algorithm (Algorithm 1) learns a near-optimal policy for M by alternating between
performing representation learning and executing a black-box “base” RL algorithm (designed for the
base MDP) on the learned representation; this approach is inspired by empirical methods that blend
representation learning and RL in the latent space (e.g., [GKBNB19; SAGHCB20; Ni+24]).

Concretely, the algorithm takes as input a representation learning oracle REPLEARN and a base RL
algorithm ALG ¢ that operates in the latent space. In each epoch t € [T], REPLEARN produces a new

representation ¢ : X — S based on data observed so far (potentially using additional sidf informa-
tion, which we will elaborate on in the sequel). Then, the reduction invokes ALG1,¢, using ¢ to sim-
ulate access to the true latent states. In particular, ALG1,¢ runs for K episodes, where at each episode
k: (i) ALG1,t produces a latent policy mat " : S x [H] — A(A), (ii) the latent policy is transformed

into an observation-level policy via composition with ¢, i.e. ma¢** 0 ¢, which is then deployed

to produce a trajectory {zj"" a;f 9 PV Cand (i) the trajectory is compressed through ¢

and used to update ALG,; via {@” (z\"*)), a{", 7" ML (cf. Line 8 of Algorithm 1).% After the
K rounds conclude, ALG,¢ produces a final latent pohcy 7o+ S x [H] — A(A). The final policy
7 chosen by the O2L algorithm is a uniform mixture of 7}, o (;5(” over all the epochs.

The central assumption behind O2L is that the base algorithm ALG;,¢ can achieve low-risk in
the underlying base MDP M7, if given access to the true latent states s, = ¢*(xp,). Beyond this
assumption, we require that the representation learning oracle REPLEARN can learn a sufficiently
high-quality representation. In our applications, this will be made possible by assuming access
to a realizable decoder class ® and two distinct assumptions: hindsight observability (Section 4.1)
and conditions enabling self-predictive representation learning (Section 4.2). We will show that
under these conditions, we can instantiate a representation learning oracle such that O2L inherits
the sample complexity guarantee for ALGj,¢, thereby achieving algorithmic modularity.

4.1 Algorithmic modularity via hindsight observability

Our first algorithmic result bypasses the hardness in Section 3 by considering the setting of hindsight
observability, which has garnered recent interest in the context of POMDPs [LADZ23; GCWXWB24;
SLS23; LXJZV24]. Here, we assume that at training time (but not during deployment), the algorithm
has access to additional feedback in the form of the true latent states, which are revealed at the end of
each episode.

Assumption 4.1 (Hindsight Observability [LADZ23]). The latent states (¢3(x1), ..., o5 (xm)) are
revealed to the learner after each episode (x1,a1,71,...,TH,aq,ry) concludes.

We emphasize that in the hindsight observability framework, the learner must still execute observation-
space policies Tops : X X [H] — A(A), as the latent states are only revealed at the end of each episode.
Under hindsight observability, we can instantiate the representation learning oracle in O2L so that the

Note that, if $ is inaccurate, the compressed trajectory cannot necessarily be viewed as being generated by a
latent MDP, and must instead be viewed as coming from a Partially Observed MDP (Appendix I.1.1).
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reduction achieves low risk for any choice of black-box base algorithm ALG1,¢. In particular, we make
use of online classification oracles, which use the revealed latent states to achieve low classification
loss with respect to ¢* under adaptively generated data. We first state a guarantee based on generic
classification oracles, then instantiate it to give a concrete end-to-end sample complexity bound.

Formally, at each step ¢, the online classification oracle, denoted via REPj,ss, iS given the

states and hindsight observations collected so far and produces a deterministic estimate ¢ =
REP1ass ({2}, &7 (23) Yict,n<mr) for the true decoder ¢*. We measure the regret of the oracle via
the 0/1 loss for classification:

T H
Regerass(T) = D O Broop BT [I{35) (21) # 7 (en)}]
t=1 h=1

where p*) represents a randomization distribution over the policy 7. Our reduction succeeds under
the assumption that the oracle has low expected regret.

Assumption 4.2. For any (possibly adaptive) sequence 7, with 7™ ~ p'), the online classification
oracle REP.1,ss has expected regret bounded by

]E[Regclass(T)] < EStClaSS(T)v
where EStciass(T') is a known upper bound.

We apply such an oracle within O2L as follows: at the end of each iteration ¢ € [T] in
O2L, we sample k ~ [K] uniformly, and update the classification oracle with the trajectory
(2, a™ e, (@l re™); see the proof of Theorem 4.1 for details. We let
Riskeps(7T'K) denote the risk of the O2L reduction when run for T epochs of K episodes, and
we let Risk, (K) := E[Risk(K, ALG1at, M7, )] denote the expected risk of ALG1,+ When executed

on M7, with access to the true latent states sp, = ¢*(z,) for K episodes.

Theorem 4.1 (Risk bound for O2L under hindsight observability). Let ALG1,t be a base algorithm
with base risk Risk, (K), and REP14ss a representation learning oracle satisfying Assumption 4.2.
Then Algorithm 1, with inputs T, K, ®, REP.1ass, and ALG1at, has expected risk

2K
]E[Riskobs(TK)] < Risk*(K) + TEStclass(T)~

This result shows that we can achieve sublinear risk under latent dynamics as long as (i) the base
algorithm achieves sublinear risk Risk, (/) given access to the true latent states, and (ii) the classifi-
cation oracle achieves sublinear regret Estc)ass(7"). Notably, the result is fully modular, meaning we
require no explicit conditions on the latent dynamics or the base algorithm, and is computationally
efficient whenever the base algorithm and classification oracle are efficient.

To make Theorem 4.1 concrete, we next provide a representation learning oracle (EXPWEIGHTS.DR;
Algorithm 3 in Appendix G.1) based on a derandomization of the classical exponential weights
mechanism, which satisfies Assumption 4.2 with Est1ass < H log |®| whenever it has access to a
class ® that satisfies decoder realizability.

Lemma 4.1 (Online classification via EXPWEIGHTS.DR). Under decoder realizability (¢* € D),
EXPWEIGHTS.DR (Algorithm 3) satisfies Assumption 4.2 with'°

EStclass(T) = O(H 10g|(1)|)

Instantiating Theorem 4.1 with the above representation learning oracle, we obtain the following
algorithmic modularity result.

Corollary 4.1 (Algorithmic modularity under hindsight observability). For any base algorithm
ALGi,t, under decoder realizability (¢* € ®), O2L with inputs T, K, ®, EXPWEIGHTS.DR, and
ALG1 ¢ achieves
HK log|®
E[Riskeys (TK)] < Risk, (K) + %".
Consequently, for any ALGat, setting T ~ K H log|®|/Risk,(K) achieves E[Riskops(TK)] <
Risk, (K) with a number of trajectories TK = O(K*Hlog|®|/risk, (K)).

11n this section, the notations (5, ~, and < ignore only constants and logarithmic factors of H.
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Beyond achieving algorithmic modularity, this result shows that under hindsight observability, we
can achieve strong statistical modularity (modulo possible H factors) for every base MDP class
M., an important result in its own right.!! As an example, suppose that Risk, (K) = O(K~1/2),
which is satisfied by many standard algorithms of interest [JKALS17; JYWJ20; JLM21; FKQR21].
Then, setting T" according to Corollary 4.1 obtains an expected risk bound of ¢ using O(H log|®|/<%)
trajectories.

Remark 4.1 (Online versus offline oracles). Theorem 4.1 critically uses that assumption that REP¢; 455
satisfies an online classification error bound to handle the fact that data is generated adaptively based

on the estimators (}S\“), e $(T> it produces, which is by now a relatively standard technique in the
design of interactive decision making algorithms [FR20; FKQR21; FR23]. We note that under
coverability and other exploration conditions, online oracles for classification can be directly obtained
from offline (i.e. supervised) classification oracles [XFBJK23; BRS24; FHQR?24].

4.2 Algorithmic modularity via self-predictive estimation

We complement the above results by studying the general online RL setting without hindsight
observations. To address this more challenging setting, we design an optimistic self-predictive
estimation objective (Eq. (7)), which learns a representation by jointly fitting a decoder together
with a latent model. We prove that any representation learning oracle that attains low regret with
respect to this objective can be used in O2L to obtain observable-to-latent reductions for any low-risk
base algorithm ALG, (for a formal statement, see Theorem A.1). We provide a (computationally
inefficient) estimator (SELFPREDICT.OPT; Algorithm 4 in Appendix H.1) which we show attains
low optimistic self-regret under certain statistical conditions (namely, coverability of the base MDP
and a function approximation condition enabling us to express the self-prediction target as a latent
model, see Lemma A.1 for a formal statement), thereby obtaining an end-to-end reduction for the
general online RL setting. For lack of space, these results are deferred to Appendix A.

5 Discussion

Our work initiates the study of statistical and algorithmic modularity for reinforcement learning under
general latent dynamics. Our positive and negative results serve as a first step toward a unified theory
for reinforcement learning in the presence of high-dimensional observations. To this end, we close
with some important future directions and open problems.

Statistical modularity. Can we obtain a unified characterization for the statistical complexity of RL
under latent dynamics with a given class of base MDPs M, ? Our results in Section 3 suggest that
this will require new tools that go beyond existing notions of statistical complexity. Toward resolving
this problem, concrete questions that are not yet understood include: (i) Is coverability [XFBJK23]
(as opposed to pushforward coverability) sufficient for learnability under latent dynamics? (ii) Is the
Exogenous Block MDP problem [EMKAL22; MFR24]—a special case of our general framework—
statistically tractable? Lastly, are there additional types of feedback that are weaker than hindsight
observability, yet suffice to bypass the hardness results in Section 3?

Algorithmic modularity. Can we derive a unified representation learning objective that enables
algorithmic modularity whenever statistical modularity is possible? Ideally, such an objective would
be computationally tractable. Alternatively, can we show that algorithmic modularity fundamentally
requires stronger modeling assumptions than statistical modularity? Toward addressing the problems
above, a first step might be to understand: (i) What are the minimal statistical assumptions under
which we can minimize the self-predictive objective in Section 4.2? (ii) How can we encourage
finding good representations via self-prediction beyond the use of optimism over the base (latent)
models; and (iii) when can we minimize self-prediction in a computationally efficient fashion?
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"Formally, while we have defined the statistical modularity condition in terms of high-probability risk bounds,
it is straightforward to extend it to instead consider expected risk bounds.
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A Omitted Results from Section 4: Algorithmic Modularity via
Self-predictive Estimation

In this section, we remove the assumption of hindsight observability used in Section 4.1 and instantiate
O2L in the general online RL setting. Rather than assume access to additional side-information,
we adopt a model-based representation learning approach, and augment our ability to perform
representation learning by equipping the representation learning algorithm with a set of base MDPs
Mt in addition to the decoder class ®. We will learn a representation by jointly fitting a decoder
and the base (latent) dynamics, which is a common approach in practice [GKBNB19; HLBN19;
Haf+19; HLNB21; Sch+20; SAGHCB20; Guo+22]. We firstly present in Appendix A.l a new notion
of optimistic self-predictive regret which combines self-predictive representation learning with a form
of optimism over a learned latent model. We then show in Appendix A.2 that any representation
learning oracle that attains low regret, when used within O2L (Algorithm 1), leads to observable-to-
latent reductions that ensure low risk for any base algorithm ALG,¢, thereby achieving algorithmic
modularity. Lastly, in Appendix A.3, we instantiate this oracle under natural structural and function
approximation conditions, yielding end-to-end modularity and sample complexity guarantees.

A.1 Self-predictive estimation

Our self-predictive representation learning oracles learn to fit a representation ¢ such that the induced
latent transitions (¢p,(xp,) to ¢p41(xp+1)) can be accurately modeled by some base (latent) MDP
Myt € Miat. To describe the objective, let us first introduce some notation. For a given MDP M
over either S (resp. X)), we write M}, (1n, Sh41 | Sk, an) (tesp. My, (rh, Zht1 | zn, ap)) for the joint
conditional distribution over rewards and next states. Next, for any ¢ € &, we define the pushforward
model for M7 _, induced by ¢ via:

obs,h
[¢h+1ﬁMo*bs,h} (T7 s' | T, a) = Z Mgbs,h(rv ' ‘ €, a)' (6)

@’ :ppy1(z’)=s'
The pushforward model for ¢ captures the forward probability of the estimated latent state ¢(z’)
given a current observation x. To measure distance between models, we will use squared Hellinger
distance (e.g, Foster et al. [FKQR21]), defined via D2 P,Q) = \ / 315 dQ ®dv for a common

dominating measure v. Then, for a base model M, and a decoder ¢, the self predzctzve error of
(Mat, ¢), at state-action pair xy, ap, is given by

[Ap(Miat, 9))(xn, an) = Da (M1a:,h(¢h (7n), an), |:¢h+lﬁM;bsyh:| (zh, ah))~

This term captures the ability of M., , (¢, (zp),ap) to predict the next latent state ¢p41(zp+1)
which is obtained by the pushforward model [QS,LHﬁM;b& h] (zp, ap,). Formally, in our model-based
representation learning setup, we consider oracles which, for each iteration ¢ within O2L, take as
input the trajectories collected so far and produce an estimate (M. 1(;)tv d)(”) for the decoder and base

model. The representation learning oracle’s self-predictive regret, for the sequence (M5, o), is
then defined as

T H
Regaerr(T) = D D By B™ [[An(M(, )] (s an),

t=1 h=0
where p® represents a randomization distribution over the policy 7*.

On its own, minimizing this regret may lead to degenerate solutions, a widely observed phenomenon
in practice [Tan+23]. For example, in a standard combination lock MDP (e.g., Agarwal et al.; Misra
et al. [AJKS22; MHKL20]), a degenerate decoder-model pair that maps all observations to a single
latent state will have zero self-predictive loss until we reach the goal, which can take exponentially
long.12 We address this via the notion of optimistic estimation used in Zhang; Foster et al. [Zha22;
FGQRS23], which biases the objective towards latent models with high return. This leads to the

"2This is similar to the observation that naive value function approximation methods, such as Fitted Q-Iteration,
can fail to explore in online RL without optimism. We expect that given access to additional exploratory data
(e.g., in the Hybrid RL setting of Song et al. [SZSBKS23]), the latent optimism term can be removed.
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following optimistic self-predictive regret, defined for a parameter v > 0, via

Regseir; opt Z Z E () ~op(t) E” [[ (Ml(;)w ¢m)]($h7 a’h)
t=1 h=0
_ * 17t
+ Ay (IMe (g ) — T (). (7

lat

We assume going forward that REPge1r,0pt Obtains low optimistic self-predictive regret; in Ap-
pendix A.3 we provide a maximum-likelihood-type estimator and conditions under which this holds.

Assumption A.1. For a parameter v > 0 and any (possibly adaptive) sequence T, with 7 ~ p®,

the online representation learning oracle REPseif,0pt IS proper (i.e. outputs Mf;ft € Mg, for all
t € [T)) and satisfies

E [REgself;opt (Ta 7)} < Estse1fiopt (T7 7)7
where Estsei.opt (T',7Y) is a known upper bound.

We note that only the decoder (5“) is used within O2L; the model M. {;)t is only used for analysis (and
possibly within the representation learner REPge1f;0pt).

A.2 Main result

We now state the main guarantee for O2L with self-predictive representation learning. Recall
that Riskops(T'K) denotes the risk of the O2L reduction. Compared to the hindsight-observable
setting, we require a slightly stronger performance guarantee from the base algorithm ALG,¢: our
result scales with the worst-case expected risk for ALG1,¢ over all My,x € Mi,e, defined via
Riskpase (/) = supyy,. e pmy,, E[Risk(K, ALG1at, M1at))].

Theorem A.1 (Risk bound for O2L under self-predictive estimation). Suppose REPse1f.0pt Satisfies
Assumption A.1 with parameter v > 0. Then Algorithm 1, with inputs T, K, ®, REPge1f.0pt, and
ALG,t has expected risk

) . K _
E[Rlskobs(TK)} <cp- Rlskbase(K) + coy - ?EStself;opt(T7 '7) + c3y L. KH,

for absolute constants c1,ca,c3 > 0.

Theorem A.1 achieves sublinear risk as long as (i) the latent algorithm achieves sublinear risk
Riskpase (K) given access to the true states, and (ii) the self-predictive representation learning oracle
achieves sublinear regret Estse1f,0pt (1, ) for an appropriate choice of ~. 13 Intuitively, our result
scales with Riskpase(K) instead of Risk, (K) due to potential symmetries in the self-predictive

ObJeCthG For example, there might be a representation-model pair (Mlat, d)) that is identical

o (Mi, @) up to permutations of the latent state space; these cannot be distinguished by a
representation learning oracle that does not observe the latent states directly, and thus the base
algorithm may be tasked with solving either of these base MDPs. As with Theorem 4.1, this
result achieves algorithmic modularity (since O2L inherits the risk of the base algorithm), and is
computationally efficient whenever the base algorithm and self-predictive representation learning
oracle are efficient.

Let us provide some intuition behind the proof of Theorem A.1. Recall that, within the inner loop

of O2L, the latent algorithm ALG;,¢ interacts with the gg“)—compressed dynamics generated by

compressing the observations x,, ap through the current decoder gb(t) (Line 8). The crux of the
analysis is the following observation: by the self-predictive representation learning guarantee, these
dynamics, despite being possibly non-Markovian and generated from a POMDP (Definition I.1), are

well approximated in squared Hellinger distance by the base model M. {at estimated by REPge1;0pt (cf.
Lemma I.2). We can then show that ALG),¢, when given data from the ¢<’>-compressed dynamics,
has risk (for solving Ml(?t) that is proportional to: i) its base risk if it were to observe states from
M {;)t and ii) the Hellinger distance between .Ml(at and the process induced by its dﬂ”-compressed

BFor example, in our estimator of Appendix A.3, we can first set 7 = K H /Riskpase(K) so that the third
term matches Riskbase(K ), and then set 7" so that the second term does.
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dynamics. The last ingredient is the use of latent optimism in Eq. (7), through which the risk on M7,
is upper bounded by the risk on M{%,.

In the above, showing that ALGy,¢ obtains low risk for M%), (despite given data from a different

process) is done by establishing a certain form of corruption robustness (Definition 1.2). Indeed,
Theorem A.1 is a special case of a more general theorem (Theorem H.1), which provides a bound
that adapts to ALG,¢’s level of robustness. We obtain Theorem A.1 by showing that any algorithm
satisfies the property we require (for a suitably slow rate), but we further show that tighter rates can
be achieved by analyzing the specifics of various algorithms of interest (Appendix 1.1.4).

A.3 Instantiating the self-predictive estimation oracle

We now present an algorithm, SELFPREDICT.OPT (Algorithm 4 in Appendix H.1), which satisfies
Assumption A.1 under additional technical conditions, allowing us to instantiate Theorem A.1 to give
end-to-end guarantees. Before stating the main guarantee, we highlight a few technical difficulties
regarding obtaining finite-sample guarantees for (online) self-predictive estimation, and use them to
motivate our statistical assumptions and algorithm design.

The statistics of (online) self-predictive estimation. The first challenge is a realizability issue:
when ¢ # ¢*, we may not even be able to represent the objective @M}, ¢ as a latent model using
only decoder and latent model realizability. Since we can never guarantee that ¢ = ¢* exactly in the
presence of statistical errors, we must introduce a modelling assumption which lets us capture the
pushforward models ¢ M7 .. To this end, we introduce the mismatch functions, which are defined
as follows.

Definition A.1 (Mismatch functions). For a decodable emission process ¥* and decoder ¢ € P,
the mismatch function for ¢, Ty, = {Tp.p : S = A(S)}L |, is defined, for every h € [H], as the
probability kernel

Lon(sh | 8n) = Poy s (sn) (Bn(wn) = 53,).

In the context of self-prediction, we show that the following mismatch completeness assumption
suffices to capture the pushforward models @M, ..

Assumption A.2 (Mismatch completeness). We have a model class L such that, for each ¢ € ®, and
Mt € Miat, we have I'y o Mo € L, where

Dy © Miatly, (rhy s | snyan) =Y Miaen(Tns shyy | Snean)Donr1(sni | shi)-
s, €S

In particular, Lemma D.8 establishes that
[Gh+18Mgos (- [ 7, a) = [T 0 MYy ], (- | (), ).
Accordingly, we view this assumption as a minimal way to realize the pushforward models @M.

The second challenge is a double-sampling issue, which appears because the decoders in Eq. (7)
are coupled at different horizons. We address this with a novel “debiased” maximum likelihood
procedure that subtracts a form of excess risk (cf. Eq. (60)) to recover an unbiased estimator [Jia24].
Our debiased estimator and the mismatch completeness assumption can be viewed as analogous
to the techniques and assumptions that are required for squared Bellman error minimization in the
context of value function approximation [CJ19; JLM21].

The last issue stems from seeking an online estimation guarantee: the policies chosen by the latent
algorithm are a function of the estimated decoders, which precludes the use of randomized estimators
(e.g. exponential weights). We bypass this issue by appealing to the structural condition of coverability
[XFBJK23], which allows us to restrict our attention to estimators that achieve low offline estimation
error (via Lemma C.7).'4

Definition A.2 (State Coverability). The state coverability coefficient for an MDP M and a policy
class II defined over a state space Z, Ceoy st (M, 11), is given by

M,
Ceov.st(M,I1) := max min max max dy " (2) . (8)
’ he[H| peA(Z) well zeZ M(Z)

“More generally, we expect that our results can be extended to any “decoupling coefficient” [Zha22; AZ22].
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We require coverability in M, over the set of (observation-space) policies played by the O2L
reduction (cf. Line 7). Again appealing to the mismatch functions, we can express this as an
assumption about the base dynamics M7,,; we show (Lemma D.1) that the latter is equivalent to
assuming coverability in M5, over the set of stochastic policies

Iy oIl == {[F¢ o 71'1at]h(a ‘ 5) = Z F¢,h(5l | S)Wlat,h(a | 5,) | ¢ € P,mat € Hlat}a 9)
s'eS

where II;,¢ denotes the set of policies that ALG),+ may execute. While this set may appear compli-
cated, it is sufficient to assume coverability over the set of all deterministic non-stationary policies on
M l*at : 15

Guarantee for our self-predictive estimation oracle. With these prerequisites, the main guarantee
for our estimator, SELFPREDICT.OPT (Algorithm 4), is as follows.

Lemma A.1 (Optimistic self-predictive estimation via SELFPREDICT.OPT). Let Il;,; denote the
set of policies played by ALG1at, and Ceoy st = Ceov,st (M5, T'a 0 I1at) be the state coverability
parameter on M7, over the set of stochastic policies I'g o Il15¢ (Eq. (9)). Then, for any v > 0,
under decoder realizability (¢* € ®), base model realizability (M7,, € Miat), and mismatch
Sfunction completeness with class L5+ (Assumption A.2), the estimator in Algorithm 4 with inputs
O, Mat, Liat, and v satisfies Assumption A.1 with!®

EStself;opt<T7 ’7) = 6(\/ Hccov,stA|T10g(|Mlat||L‘1at||¢'|))-

Instantiating Theorem A.1 with the above representation learning oracle, we obtain the following
algorithmic modularity result.

Corollary A.1 (Algorithmic modularity via SELFPREDICT.OPT). Under the same conditions as in
Lemma A.1, and for any base algorithm ALG1,t, O2L with inputs T, K, ®, SELFPREDICT.OPT, and
ALG1 ¢ achieves

. ) K _
E[Rlskobs<TK)] § Cl‘Rlskbase(K)‘i’CQV'ﬁ HCcov,st|~A| 10g(|Mlat||£lat||(I)|)+03’Y I'KHv

Sor absolute constants ¢y, ca, cs. Consequently, for any ALG1at with base risk Riskpase (K), setting
~ and T appropriately gives

E[Riskeps(T'K)] < Riskpase(K),
with a number of trajectories TK = (5(K5H3Ccov,st|«4\ 1og? (| Mt || L1at [P 1)/ (Riskipse ()4 ).

For example, if ALGy, is a base algorithm with Riskpase(K) = O(K~'/2), setting
and T appropriately gives an expected risk of € with a number of trajectories TK =
O (H? Ceov,st| Al (log (| Mat || £1a:]1®1))* /c14) | This result shows that statistical modularity can be achieved
up to log(|L1at|) factors for every base MDP class M, which is subsumed by coverability, in-
cluding tabular MDPs and low-rank MDPs.!” Compared to our positive result for the case of
pushforward coverability (Section 3.3), this imposes less dynamics assumptions (since coverability
is implied by pushforward coverability) but requires more representational assumptions (namely,
access to the mismatch-complete class £1,¢). We further remark that the mismatch completeness
assumption always holds for i) the Block MDP setting, since we can always construct £,¢ such that
log(|£1at]) = O(HS?), and ii) every MDP class Mi,; whenever we also have a realizable set of
emission processes (¢* € ¥), since we can construct £1,¢+ such thatlog(| £1at]) = log(|® || Miat||¥]).
However, the mismatch completeness assumption may be more general than either of these settings.

5This follows from Lemma D.3 by noting that each maximum on the right hand side of Eq. (13) is attained
by a deterministic non-stationary policy.

1In this section, the notations O and < ignores constants and logarithmic factors of: H, Ceov,st, |4, T, and
log(|Muat|| L1at||D]).

This provides a partial answer to the “Model Class + Coverability” open question of Figure 1.
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Our results can be viewed as providing a theoretical justification for self-predictive representation
learning, which has been widely used in empirical works [GKBNB19; SAGHCB20]. We consider
self-prediction’s ability to obtain universal observable-to-latent reductions as a strong indicator that it
merits further theoretical study. In particular, many empirical works propose heuristics to alleviate the
degeneracy/non-uniqueness issues inherent with self-prediction [GKBNB19; SAGHCB20; HPBL23;
Tan+23]. Our methods provide a principled way to address these, and it would be interesting to
investigate whether this is also empirically effective. In general, however, it is unclear whether our
loss admits a computationally efficient implementation, due to the presence of optimism. Towards
this, a fascinating direction for future work is understanding how self-predictive estimation can be
used to obtain algorithmic modularity without the addition of optimism over the base (latent) models.
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B Additional Discussion of Related Work
In this section, we discuss aspects of related work not already covered in greater detail.

Reinforcement learning under latent dynamics (or, with rich observations). Reinforcement
learning under latent dynamics (or, with rich observations) has received extensive investigation in
recent years, however most works have been focused on the Block MDP model in which the latent
state space is tabular/finite [KAL16; DKJADL19; MHKL20; ZSUWAS22; MFR23] (see also the
the closely related framework of Low-Rank MDPs [AKKS20; MCKIJA24; ZSUWAS22; UZS22;
MBFR23]). Beyond tabular spaces, Dean et al.; Dean et al.; Mhammedi et al. [DMRY20; DR21;
Mha+20] consider continuous linear dynamics, Misra et al. [MLJL21] considers factored (but discrete)
latent dynamics, Efroni et al.; Efroni et al.; Mhammedi et al. [EMKAL22; EFMKL22; MFR24]
consider the Exogenous Block MDP problem in which a tabular latent state space is augmented with
a non-controllable (“exogenous”) factor, and Song et al. [SWFK24] consider Lipshitz continuous
dynamics. To our knowledge, our work is the first to: i) explore reinforcement learning under general
latent dynamics, in particular in settings where the latent space itself admits function approximation,
and ii) take a more modular approach (cf. the taxonomy of Section 3).

On the algorithmic side, the works of Uehara et al. [UZS22] and Zhang et al. [ZSUWAS?22], which
consider Low-Rank MDPs and Block MDPs respectively, can be viewed as interleaving representation
learning with “latent” reinforcement learning algorithms that assume access to a good representation,
and were an inspiration for this work. However, the algorithmic details and analyses are highly
specialized to Block/Low-Rank MDPs, and unlikely to be directly applicable to reinforcement
learning under general latent dynamics. Other works with a modular flavor include:

» Feng et al. [FWYDY20] solve tabular Block MDPs by combining a black-box latent algorithm
with an “unsupervised learning oracle” for representation learning. This approach only leads to
guarantees for tabular Block MDPs, and it is unclear whether the unsupervised learning oracle their
approach requires can be constructed in natural settings.

* Wuetal. [WYDW21] solve tabular block MDPs by combining a corruption-robust latent algorithm
with a representation learning procedure based on clustering. Again, this work is restricted to the
tabular setting, and requires a separation condition which may not be satisfied in general.

General complexity measures for reinforcement learning. Another line of research provides
general complexity measures that enable sample-efficient reinforcement learning, including Bellman
rank [JKALS17; SJKAL19; Du+21; JLM21], eluder dimension [RVR13], coverability [ XFBJK23],
and the Decision-Estimation Coefficient (DEC) [FKQR21; FGH23; FGQRS23]. Bellman rank and
other complexity measures based on average Bellman error [JKALS17; SJKAL19; Du+21; JLM21]
are insufficient to characterize learnability under general latent dynamics, as there are classes Mt
that are known to be learnable, yet do not have bounded Bellman rank or Bellman-Eluder dimension
[EMKAL22; XFBJK23]. Meanwhile, variants of Bellman rank based on squared Bellman error
or related notions of error can [XFBJK23; AFJSX24] address this problem for some settings, but
satisfying the modeling/realizability assumptions (e.g., Bellman completeness) required by these
methods in the latent-dynamics setting is non-trivial. For example, the crux of our sample complexity
bounds under latent pushforward coverability in Section 3 (Theorem 3.2) is to prove a rather involved
structural result which shows that Bellman completeness can indeed be satisfied under this assumption,
but it is unclear whether these techniques can be applied to more general latent dynamics classes. We
expect that it is possible to bound the Decision-Estimation Coefficient [FKQR21; FGH23; FGQRS23]
for the framework, but deriving efficient algorithms using this framework is non-trivial.
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C Technical Tools

Lemma C.1. For any sequence of real-valued random variables (X,),<r adapted to a filtration
(F1) i<, it holds that with probability at least 1 — 6,

zT:Xt < szlog(Et_l [exf]) + log(é_l).

t=1 t=1

Lemma C.2 (Freedman’s inequality (e.g., Agarwal et al. [AHKLLS14])). Ler (X;);<7 be a real-
valued martingale difference sequence adapted to a filtration (F;)<7. If | Xi| < R almost surely,
then for any n € (0,1/R), with probability at least 1 — 0,

ZXt<nZEt [x2] + log(67)

n

Lemma C.3 (Corollary of Lemma C.2). Let (X;)i<1 be a sequence of random variables adapted to
a filtration (F,)i<r. If 0 < X; < R almost surely, then with probability at least 1 — 0,

T 3 T
d X < 3 > Er X))+ 4Rlog(267"),
t=1 t=1

and

T T
> Eia[Xy] <2) X; +8Rlog(2071).

t=1 t=1

Lemma C.4 (Lemma D.2 of Foster et al. [FHQR24]). Let (X1,51), ..., (X0, &n) be a sequence of

measurable spaces, and let XV = Hizl X, and FV = ®i_,T,. For each i, let P and Q™ be
probability kernels from (X~ F0=Y) 10 (X;, ;). Let P and Q be the laws of X1, ..., X,, under
X;~ PO | Xy,4-1) and X; ~ QW (- | X1.i—1), respectively. Then it holds that

n

Di(P,Q) <TEp ZDa(P(i)(' | X1:-1), @V (- | X1:4-1))

=1

Lemma C.5 (Lemma A.11 of Foster et al. [FKQR21]). Let P and Q be probability measures on
(X,5). Forallh : X — Rwith0 < h(X) < R almost surely under P and Q, we have

Eg[h(X)] < 3Eq[h(X)] + 4RD} (P, Q).

Lemma C.6 (Lemma 1 of Jiang et al. [JKALS17]). Forany f : X x A — [0,1], 7 : Sx[H] — A(A),
we have

E.’El [f(xlv (zl ZE xhvah Tﬂf(xha ah)]'

Lemma C.7 (Offline-to-online conversion under coverability [ XFBJK23; FHQR24]). Let M be an

MDP over state space Z, I1 be a policy set, and Coy = Ceoy (M, I1) be the (state-action) coverability

coefficient for M and 11 (Definition D.3). Let p® € A(II) be a sequence of distributions over 11, and
“’ : Z x A —[0,1] be a sequence of functions. Then we have that

ZZEWMP«)E [ W (n, an)]

t=1 h=1

t—1

H
<0 HC, IOg(T) Z Z Eﬂ(i)mp(i) Eﬂ—(l) [9;(;)(9%, ah)] + HCoy
t=1 h=1i=1
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D Structural Properties of Coverability and Mismatch Functions

This appendix contains structural results regarding coverability and the mismatch functions. We
firstly recall the definition of the mismatch functions.

Definition D.1 (Mismatch functions). For decodable emission process 1*, decoder ¢ € ® and
h € [H], we define the mismatch function for ¢, I'y 1, : S — A(S), as the probability kernel

Lon(sh | s) = Popmpr (sn) (B (20) = 83).
We also recall the definition of state coverability.

Definition D.2 (State Coverability). The coverability coefficient for an MDP M and a policy class 11
defined over a state space Z, Ceoy st (M, I1), is given by

M,
Ceov,st (M, II) := max min maxmax{ dy " (2) } (10)
’ he[H) peA(Z) nell ze2 | pu(2)

We also define the related notion of state-action coverability.

Definition D.3 (State-Action Coverability). The coverability coefficient for an MDP M and a policy
class 11 defined over a state space Z and action space A, Ceoy(M,11), is given by

M,
Ceov(M,1II) := max min max max {dh(z,a)} (11)
hE[H] peA(ZxA) mell za€ZxA | u(z,a)

In the remainder of the section, we let ).« C {S x [H] — A(.A)} denote an arbitrary set of latent
policies, and

Iy olliae = {[F¢ omatln(als) = Z Lyn(s' | $)matn(als) | ¢ € P, mae € Hlat}- (12)
s'eS

Lemma D.1 (State coverability is invariant to rich observations). Let M}, = (M7,.,v* ). Then, we
have

Ccov,st (Mo*bsa My, 0 (‘P) = C'cov,st (Ml*atv I'po Hlat)~
Furthermore, letting {pnat,n, € A(S)} helH] denote the distribution which witnesses the right-hand-
side, the left-hand-side is witnessed by the distribution

probs,h (%) = U (2 | ¢, (2))pae.n (07, ().
The lemma follows from the following two observations.

Lemma D.2. Let {T'y}, 4 denote the mismaich functions for emission *, and let Mops =
(Myae, *). Then, for any mar € I, ¢ € @, h € [H|, x € X, we have

Ayt ™0 () = i (x| g (2))dy T (G ().

Proof of Lemma D.2. Below, we write s;, = ¢*(x;). We proceed by induction, simply writing

o,y = di™ ™% and dyp j, == d%“"moma‘. The base case (b = 1) is obtained by noting that

d1at,1(8) = Prat,1(s | 0) while dops,1(2) = Pops1 (2 | 0) = ¢7(z | $)Prat,1(s | 0). For the general
case, via the Bellman flow equations, we have

dops,n(xn) = Z Pops,n(@n | Th—1, an—1)dobs,h—1(Th—1)T1at (@n—1 | ¢(Th-1))
Th_1,ap-1EXXA

U(zn | sn) Z Praen(sn | Sh—1, 0n—1)d1at,h—1(sh—1)V(Th-1 | Sh-1)

Th—1,an—1€EXXA

X Tiat(an—1 | ¢(zp-1))

=(zn | sn) Z Praen(sh | Sh—1,an—1)d1at, h—1(Sh—1)
Sh—1,an_1ESXA

x Z Y(xh—1 | Sh—1)T1at(@n—1 | ¢(Th-1))-

Th—1:0*(Th—1)=Sh—1
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The result is obtained by noting that
Iy omat(an—1 | sp—1) = Z Ly(s' | sp—1)mat(an—1 | s')
s'es

=> > Y(en—1 | sn-1){p(xn—1) = 8" }ma(an | s)

s'€Sxp_1:90* (Th—1)=5n—1

— 3 Y(@h—1 | Sh—1)mMat(an—1 | ¢(xp—1)),

Tho1:¢* (Th—1)=8n—1

where the second line follows from the definition of the mismatch functions. O

Lemma D.3 (Equivalence of state coverability and cumulative state reachability). Let M be an MDP
defined over a state space Z. The following definition is equivalent to Definition D.2:

Ceovst(M,TI) = max > max a7 (2). (13)
zZEZ

Proof of Lemma D.3. Straightforward adaptation of the proof of Lemma 3 from Xie et al.
[XFBJK23]. O

Proof of Lemma D.1. Using Lemma D.2 and Lemma D.3, we have

T1at O
C’cov,st (Mob57 1_[1a1: © (I)) = max max dol;;t (:E)
he[H] Jopg Tlat,P

= max Y max ¢ (¢ | ¢*(2))dy 7™ (¢ (2))

he[H] Joppd Tlat,P

—max > > maxe’(e]s)d dy ™ (s)

lata

SGSCE o* ()=
I a
= max Y maxdS *(s) E v*(z ] s)
hE[H] Tat
seS z:p* (x)=s

= Ccov,st(Mlata I'so Hlat)-
O]

Lastly, we show that state-action coverability is bounded by state coverability times the size of the
action set.

Lemma D.4 (State-action coverability bound). For any MDP M and policy set 11, we have
Ocov(M7 H) S C(cov,s’l:(]\47 H) |A‘

Proof of Lemma D.4. Let ys € A(Z) witness Ceoy,st (M, II). Fix h € [H], which we omit below
for cleanliness. Then, we have

. dM™(z,a) dM™ () (a d"(z)m(a | 2)
min max max —— = » < max max
fs,a €A(ExA) TEIL 2,a€ZxA | s o(2,a) 7€M 2,aEZ x A M z 1/|A\

-

well zeZ
= cov,st(M7H |

O

Lemma D.5 (Pushforward coverability is invariant to rich observations). Let Cpysh(M) denote the
pushforward coverability parameter for an MDP M (Definition 3.3), and M, .= (M7, ¥ ). Then,
we have

Opush (Mobs) C’push (Mlat)
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Furthermore, letting {p1at,n € A(S)}, c[H denote the distribution which witnesses the right-hand-
side, the left-hand-side is witnessed by the dlstrlbutlon

probs, i (€) = P (@ | ¢, (2)) r1at,n (07, (2))-
This follows from an analogous equivalence of pushforward coverability and cumulative conditional
reachability.

Lemma D.6 (Equivalence of pushforward coverability and cumulative conditional reachability). Let
M be an MDP defined over a state space Z with transition kernel P. The following definition is
equivalent to pushforward coverability (Definition 3.3):

Croush(M) = max E max Ppn(2' | z,a).
z aEZXA

Proof of Lemma D.6. Fix h € [H], whose dependence we omit below. For the first direction, letting
1 denote the pushforward coverability distribution, we have:

P(Z | z,a
max P(z'|z,a) = max M ) < Coush Z Cpush-
7 % JaEZXA seg 2,a€EZXA ,LL(Z ) ez

For the second direction, taking ;(2') o« max, , P(2' | z,a), we have

) P(Z | z,a) Pz | z,a)
min max — =< max — max P(Z' | z,a)
HEA(Z) z,a,2 €ZXAXZ  p(Z) za,2'€ZxAxZ maxz g P(#' | Z,a) — Za

< g max P(z' | z,a).
z,a
Z/

O
Proof of Lemma D.5. This result follows by Lemma D.6 since,
C1push(]\4obs) = Z maX Pobs | x, a)
r'eX
= Z Z ma;xw*(x’ | s")Prac(s" | ¢*(2),a)
s'€S z':p* ( ’
=y rga&xplat § ¢ (x),a) > ]S
s'es x/:p* (x')=s'
= Z max Plat(s | S (L) Cpush(Mlat)~
s'es
O

We next show that the mismatch functions can be used to express the observation-level backups for
any function of the decoders. For any g : S — R, h € [H], we define the function [I'y j,09] : S - R

Tonogl(s)=> Ton(s'| s)g(s).
s'eS

We further overload the Bellman operator notation and define, for any ¢ : S — R and My, =
(Tlah Plat), u
[7;L 1atg](57 (1) = Tlat(& (l) + ]Es'wPlat(s,a) [g(sl)]

Lemma D.7. Let Myys = (Mat, ¥*), ¢* = (¢¥*)7L, ¢ € ®, and Ty be the mismatch function for
emission V* (Definition D.1). Then, for any fiat : S x A = R, h € [H], and (z,a) € X x A, we
have

TV (frae o ¢h+1)} (z,a) = {T *(Lonrr 0 Vfl“)} (¢h(x), ).
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Proof of Lemma D.7. Let f := fi.¢, h € [H], and (z,a) € X x A be given. Then, we have:
[T (£ 0 6nsn)| (2,)
= Tlat7h(¢2 (l‘), a) + ESh,+1NPIat,Iz(¢;:(I)7a) Ewh,+1~¢i+1(5h,+1) [Vf (¢($h+1))]

= T1at,n(05(2), @) + Eg,  w Py (61 (2),0) Z Y (Tha1 | Sh1)Vi(d(2hg1))

Thi1€EX

= Tlat,h(¢2($)7 a) + Esh+1~Plat,h(¢;(m),a) Z F¢(Sl | 3h+1)Vf(3/)
s'eS

= T1at,h (9, (2), @) + B, P i (67 (2),0) [T © Vi (Sh41))]
= [T (0s 0 V)| (h(2); ),
where the third line follows from the definition of the mismatch function I'. O

We next show that the mismatch functions can be used to realize the pushforward dynamics ¢ M .,
which we recall are defined as:

[d)ﬁMc?bs,h} (T7 S/ | z, a) = Z M:bs,h(ra ‘T/ | &€, a)' (14)
' :p(z!)=s'

We also recall the notation [Ty, ;11 © Miat],,, defined via:

Ly o Miat]y, (T, Shet | s, an) = Z Miat,n(hs iyt | Shyan)Dgng1(Snet | Shy1)-
s’h+165

Lemma D.8 (Pushforward model realizability via mismatch functions). Forall ¢ € ®, h € [H], we
have:

[Dn418Mos 5](- | 2,0) = [Ty 0 My ], 0 63 (- | 2, a) (15)
Proof of Lemma D.8. Note that I'4 can alternatively be written as:

Ton(sh [sn) = D> (x| sn).

xp:p(zn)=s),
We have
On418M s 1 (Tht 15 Sht1 | T, an)

*
= E : Mobs,h(rh-‘rla Th+1 | Th, ah)

Tha1:Pnt1(The1)=Snt1

= > > My (rs' | Gh(n), an)h (@aga | )
Thi1:Pnt1(The1)=snt1 \78'ERXS

= > M u(ns | Gh(zn),an) > Vi1 (@ns1 | 8)
r,s'ERXS Thy1:Pnt1(Thi1)=Snt1

= Z My (rys" | 5 (xn), an)Tgnr1 (s | Sna1)
r,s’ERXS

= [F¢ © Ml*at]h(r? Sh+1 ‘ Qﬁz(‘rh)v ah)v

as desired. [
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E Proofs and Additional Results for Section 3.2: Impossibility Results

This section contains additional information and proofs related to our impossibility results regarding
statistical modularity (Section 3.2), and is organized as follows:

* Appendix E.1 contains the statement for an additional lower bound that is useful for establishing
the impossibility results of Figure 1.

* Appendix E.2 contains details for each entry of Figure 1.

* Appendix E.3 contains for proofs for our main lower bound (Theorem 3.1) and the additional lower
bound (Theorem E.1).

E.1 Additional Lower Bound

Theorem E.1 (Alternative lower bound). For every N > 4, there exists an emission class V and a
decoder class ® with || = |®| = N and a family of latent MDPs M4t satisfying (i) |Miat| = 1,
(ii) H = 1, (iii) |S| = |X| = N, (iv) |A| = N, and such that

1. Foralle,é > 0, we have comp(M,t,€,6) = 0.
2. For an absolute constant ¢ > 0, comp({Miat, PY, c,c) > Q(N/log(N)).
Proof of Theorem E.1. See Appendix E.3.2. O

E.2 Details for Figure 1

Below, we provide details on each entry in Figure 1. More precisely, for each latent class M,¢, we
will give a (brief) description of the MDP class M ¢, give our choice of latent complexity comp for
M.t, and prove that the class is or is not statistically modular for that choice of latent complexity.
We view our choices of latent complexities as natural complexities for the respective classes.

Tabular MDPs (V).
* Latent class M, Tabular MDPs M1, = (S, A, Piat, Riat, H). [AOM17]

* Latent complexity comp: We take comp(M,¢,e,8) = poly(|S|,|Al, H,e~ !, log d—1), which is
attainable, for example, via the UCB-VTI algorithm of Azar et al. [AOM17]

* Statistical modularity (v'): Known Block MDP algorithms (e.g. MUSIK [MFR23], BRIEE
[ZSUWAS?22]) have sample complexities of poly(|S|, |Al, H,e ™!, logd~1,1log |®]).

Contextual Bandits (v).

* Latent class Mj,¢: Contextual bandits with context space S, action space A, reward function
et S x A — [0,1] and a finite realizable function class satisfying 7* € Fi,¢.

« Latent complexity comp: We take comp(Mat, €, ) = poly(|.Al,log|Fiat],e 71, log 6—1), attain-
able via, e.g., the SQUARE-CB algorithm [FR20].

* Statistical modularity (v'): We note that Fiot 0 ® = {[fo ]| f € F,¢ € ®} is a realizable
function class for the observation-level reward function 7%, since r = [r1,; © ¢*] € Frat 0 .
Thus, applying the SQUARE-CB algorithm directly on the observations z*, o™, r® will give
complexity poly(|A|log(|F1at]|®]),e 71, log d71) = poly(|A|,log | Fiat|, log |®|,e 71, log 6 1).

Low-rank MDP (V).

e Latent class My,:: MDPs M1, = (S, A, H, Piat, m1at) such that there exists Mot n € R4,
0%,¢.» € RY, and a known set of features Zy,¢ = {glat ={&ath: Sx A— Rd}le} such that
for all h € [H] we have 114t (sh, an) = (€51 1, (Shs an), 05, ) as well as

Plat7h(sll+1 | Shs ah) = <€fat,h(5ha ah)uui(at,h—i-l(sh-‘rl» (16)
for some &7, € Eiat.

* Latent complexity comp: We take comp(M ¢, €,0) = poly(d, |A|, H,log |Z1at|,e 1, log 57 1),
which is attainable via the VOX algorithm of Mhammedi et al. [MBFR23].
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» Statistical modularity (v): This is obtained by noting that the observation-level dynamics also
satisfy the low-rank property with the same dimension. Formally, letting P, be the transition
kernel for (Mi,¢, %) and ¢* = (1*) 1, we have

Popsn(@nar | nsan) = > Praea(sner | 0% (@n), an)¥hy (@i | sna)
Sh+1E€ES
= Z <€fat,h(¢2(x)aa)’Mfat,h+1(3h+1)>w}t+l(xh+1 | Sh-‘rl)
Sh+1€S
= <§fat,h(¢;($)aa)v Z N’Yat,h—&-l(Sh-‘rl)wz-&-l(xh-Fl | 5h+1)>'
Shy1€S

Thus, the transition kernel Fp,s is a low-rank MDP with pops pr1(@pt1) =
D sns Matna1(5h+1)Uh 1 (@hgr | she) and feature class

Hlat 0 ® = {glat op= {gh odp x> Eh(¢h($>7a)}hH:1 ‘ &lat € Ziat, @ € Q)}

Lastly, since 7ops = [r1at © ¢*], the reward function is also linear with the same unknown feature
class. Thus we can apply VOX directly on top of the observations, with the feature class Z;,¢ o D,
which will achieve a complexity poly(d, | A|, H,log|Z14¢ |, log|®|,e 7, log(671)).

Known Deterministic MDP (| M1a¢| = 1) (V).

o Latent class Myat: Mgt = {Miar = (S, A, Prat, Riat, H)} is a set of MDPs of size 1 with both
deterministic rewards and deterministic transitions.

* Latent complexity comp: We take comp(Mat,€,d) = 0, which is attainable as M, is known and
we can simply deploy its optimal policy.

* Statistical modularity (v'): We note that, due to determinism, the latent optimal policy can be
chosen to be open-loop without loss of generality, and thus will always experience the same
trajectory (s7,af, ..., s}, a%). We can define the observation-level policy which commits to this
same sequence of actions, i.e. Tobs,p(z1,) = a}, for all xj. This will be an optimal policy for any
Mayps = {Mat, 1), and can also be learned in 0 samples.

Low State Occupancy (V7 : S — A(A)) (V).

 Latent class Mya: My = {Miae = (S, A, Prat, Riat, H)} is a set of MDPs for which
we have a realizable value function class, and such that there exists a feature map (1.t =

{CGath : S — Rd}thl such that for all 7 : S — A(A) and for all M1, € My, we have

Vhe [H] 39,07 . drheT(s) = <Qat7h(3)’ 92413‘,#>'
Note that the feature map does not need to be known.

* Latent complexity comp: We take comp(Ma¢,e,8) = poly(d, |Al, H,log|Frat|,e 71, log(671)),
which is attainable by the BILIN-UCB algorithm of Du et al., since i) MDPs with this property have
Bilinear rank bounded by d|.A| (see Definition 4.3 and Lemma 4.6 of Du et al. [Du+21]), and ii)
one can construct the value function class Fio¢ = {QM=t* | My, € M1, }, which is realizable
and has size log|F1at| = log|Mat|-

* Statistical modularity (v'): We firstly note that one can construct a realizable value function class
for the set (M1a¢, @), via the set Fops = { QM=% 0 ¢ | M1ae € Mg, ¢ € @} This is realizable
since, for any Mops = (Miat, ), letting ¢* = 1~ 1, we have Q™Movs* = @Mzt 0 ¢9*, and that this
class has size log| M,¢||®|. We can then show that the occupancies d™es:™as , for fops € Fobss
can also be expressed as d-dimensional linear function for an appropriate choice of features,
which will imply that the BILIN-UCB algorithm run directly on M,s will attain a complexity of
poly(d, |A], H,log M4, log @, %, 1log(671)). To obtain this, we recall the following lemma:
Lemma D.2. Let {T'y} scd denote the mismatch functions for emission *, and let Mys =
(Mar, ™). Then, for any miat € Iae, ¢ € O, h € [H], © € X, we have

obs T 1at O * * Miat,I'¢ommiat /%
dy' Y(z) = h(x | ¢ (@))dy, T (G ().
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Thanks to the above lemma, we have
A (an) = d(an | ¢ (@)dys™ (& (21))

= Uan | & (@) [Gaen © 03] wn), 67 )

= (lan | 6" @) [Grae © G5 (on), 7+

and so d,/°? is linear with feature mapping v (x, | ¢*(21))[Clat,n © ¢} ] and parameter §1=t-To0ms,

Recall that the feature map need not be known, so that BILIN-UCB can still be applied despite not
knowing v and ¢*.

Model class + Pushforward Coverability (v').

o Latent class Miat: Mige = {Miar = (S, A, Plat, Riat, H)} is a set of MDPs that all satisfy
pushforward coverability Cpysh(Miat) < Cpysh (cf. Eq. (28) for the definition).

e Latent complexity comp: We take comp(Maat, €, 9) =
poly(Coush, |Al, H,log|Miat|,e7*,log(671)), which is attainable by the GOLF algorithm
via the results of Xie et al. [XFBJK23] (see also Lemma F.3). We obtain this by noting that i)
Ceov < Cpush|Al, where Ctoy is defined in Definition 2 of Xie et al. [XFBJK23], and ii) a realizable
model class can be used to construct a realizable value function class F and a Bellman-complete
value function helper class G with sizes log|F| = log| M| and log|G| = O(log| M|).

* Statistical modularity (v): This is obtained via Theorem 3.2.
Linear CB/MDP (X*).

* Latent class My,c: MDPs My = (S, A, Piat, Riat, H) that are linear with respect to a known
feature map &5, : S X A — R? (i.e. such that Eq. (16) holds for Eae)-

* Latent complexity comp: We take comp(M ¢, €,8) = poly(d, H, e 1, 10g(5*1)), which is attain-
able via the LSVI-UCB algorithm of Jin et al. [JYWJ20]. Note that this guarantee does not depend
on the number of actions.

« Statistical intractability (X): The latent model used in the construction of Theorem E.1 is a set (of
size 1) of linear MDPs with d = 1. In particular, that construction was a contextual bandit so we
only have to realize a reward function, and since there is only one latent model so we can trivially
embed this with d = 1 via &, (s, a) = r1at(s, a), where 1, is the reward function of the MDP
used in Theorem E.1.

* Statistical modularity with additional |.4|-dependence: As in the Low-rank MDP case above,
(Muat, ¢)) is low-rank with unknown feature set &' = {&,, 0 ¢ | ¢ € ®}. Thus, by the same
conclusion, a the VOX algorithm will have complexity poly(d, |A|, H,log |®|), which is of the
desired form if we allow suboptimal dependence on |A|.

Model class + Coverability (V ,, : M € M) (X).

* Latent assumption: My, = {Miae = (S, A, Plat, Riat, H)} is a set of MDPs that all satisfy
coverability with respect to the policy class ITy = {m,, | M € M}, i.e. we have

dMlauﬂ'

< 0
(oo}

VMt € Miat : Ceoy(Miat) = inf sup sup ’
Lr€A(SXA) he[H] melnm

Uh

» Latent complexity comp: We take comp(M,¢,€,6) = poly(Ceoy, H, log| M1at|, 71, log(é_l)),
which is attainable by the GOLF algorithm via the results of Xie et al. [XFBJK23] (see also
Lemma F.3). We obtain this by noting that a realizable model class can be used to construct a
realizable value function class F and a complete value function class G of sizes log|F| = log| M|
and log|G| = O(log| M]).

* Statistical intractability (X): The latent models used in the construction of Theorem 3.1 are a set of

coverable MDPs — in particular, these are trivially coverable with C.,, = 1 since there is a single
latent model and we can take ;1 = dMie ™M We remark that it is an interesting open question
whether this impossibility result continues to hold if we require coverability with respect to the

class II of all possible latent policies.
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Known Stochastic MDP (| M1,¢| = 1) (X).
o Latent class M0 Miae = {Miae = (S, A, Piat, Riat, H)} is a set of MDPs of size 1.

* Latent complexity comp: We take comp(Mat,&,0) = 0, which is attainable as M1, is known and
we can simply deploy its optimal policy.

* Statistical intractability (X): This is precisely the setting of Theorem 3.1, which shows that at least
Q(N/log(N)) samples will be needed, where N = |®|.

Bellman rank (Q-type or V-type) (X)

* Latent assumption: Mia = {Miar = (S, A, Prat, Riat, H)} is a set of latent models such that
each My, € M, has Q-type Bellman rank d or V-type Bellman rank d [JLM21]. Letting F be a
realizable value function class for M,¢, in the Q-type case, this means that the |IIz| x |F| matrix

5}?(77 f)=E" [fh(sha ap) —rp — max Jn1(8ng1, a’/):|7
admits a rank d factorization. In the V -type case, the matrix
EN (7, ) = Egymndr aprm, [fh(shaah) — Th — mMax fh+1(5h+17a/)}

admits a rank-d matrix factorization.

* Latent complexity comp: We take comp(Mia¢,e,8) = poly(d, H, |A|log|F|,e~!,log(67"))
for the V-type Bellman rank case, which is achievable by the OLIVE algorithm of Jiang et al.
[JKALS17], and comp(M ¢, £,6) = poly(d, H,log|F|,e~!,log(6 1)) for Q-type Bellman rank,
which is achievable by the BILIN-UCB algorithm of Du et al. [Du+21].

* Statistical intractability (X): We note that the construction in Theorem 3.1 has M| = 1,
which trivially has Bellman rank equal to 1, so Theorem 3.1 precludes statistical modularity with
complexity comp.

Eluder dimension + Bellman Completeness (X)

* Latent class My¢: Mgt = {Miar = (S, A, Piat, Riat, H)} is a set of MDPs such that there is a
function class Fi,¢ satisfying

vflat € flat; Miae € Mg : 7-J\/Imflat € Flat-

Furthermore, each M;,¢ € M, has Bellman-Eluder dimension bounded by d (see Definition 8 of
[JLM21)).

* Latent complexity comp: We take comp(M ¢, €, ) = poly(d, H,log| F|,e~*,log(6 1)), which
is attainable by the GOLF algorithm of Jin et al. [JLM21].

* Statistical intractability (X): As in the Bellman rank case, the construction in Theorem 3.1 has
|Miat| = 1, so we can take Fiae = {QMiet* | My, € Mia} which is evidently complete
for 7Mut| and has Eluder dimension 1, so Theorem 3.1 precludes statistical modularity with
complexity comp.

Q*-irrelevant State Abstraction (X)

o Latent class Myt: Miae = (S, A, Plat, Riat, H) such that there is a known state abstraction
function (14t : S — Z such that (14t () = (1at(s") implies that Q*=+* (s, a) = QMe=* (s, a) for
alla € A.

« Latent complexity comp: We take comp(M,¢, £,8) = poly(|Z],|A|, H,e~!,log(6~1)) which is
attainable by the OLIVE algorithm of Jiang et al. [JKALS17].

* Statistical intractability (X): We take M1, = { M1t} as the MDP class from the construction of
Theorem 3.1. Let Q},, := Q"==*. Note that we have Q7,,(s, a) € {0, 1} forall s, a, so we can take
a latent abstract state space Z = {(0,0), (0,1), (1,0),(1,1)} and a state abstraction function (¢
such that (14t (s) = (4,7) if Q7,(s,0) = i and Q7. (s, 1) = j. This satisfies the property of a Q*-
irrelevant abstraction, since (14t () = C1at(s’) = (4, j) implies that Q7. (s,0) = QF,.(s',0) = ¢
and Q%,.(s,1) = Q.. (s',1) = 7. This has a constant-sized abstract space (|Z| = 4) and |A| = 2,
so Theorem 3.1 precludes statistical modularity with complexity comp.
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Linear Mixture MDP (X).

* Latent class My,.: MDPs M1, = (S, A, Piat, Riat, H) such that there is a known feature map
Cat = {Catp 1 8, 5,0 — R such that

Vh e [H],30, € R Pran(s' | s,a) = (Caen(s | s,a),0n)

* Latent complexity comp: We take comp(Mat, €, ) = poly(d, H, e}, log(é_l)), which is attain-
able by the UCRL-VTR™ algorithm of Zhou et al. [ZGS21]

* Statistical intractability (X): We take M1, = {M1at} to be the construction of Theorem 3.1. Here,
there is a single latent model, so this is trivially embeddable with Cia¢ 1 (8" | s,a) = Pl n(s"]
s,a) € RY. This has dimension d = 1, so Theorem 3.1 precludes statistical modularity with
complexity comp.

Linear Q*/V* (X).

* Latent class Mi,: MDPs M = (S, A, Piat, Riat, H) such that there are known features
maps a1, : S x A — R? and Bt © S — R? such that for all M, € My, there exists
unknown parameters g, 0y € R such that Q=% (s,a) = (a1at(s,a),0q) and Vv (s) =

(B1at(s),0v).

* Latent complexity comp: We take comp(M,¢, €,8) = poly(d, H, e ?, 10g(5‘1)), which is attain-
able by the BILIN-UCB algorithm of Du et al. [Du+21].

* Statistical intractability (X): We can take M, to be the latent MDP class from the construction
of Theorem 3.1. Since there is a single latent model, this is trivially embeddable with dimension
1, i.e. we can take (1a¢(s,a) = Q7.¢(s,a) and B1at(s) = V5 (s). This has dimension d = 1, so
Theorem 3.1 precludes statistical modularity with complexity comp.

Low State or State-Action Occupancy (V,, : M € M) (X).

* Latent class M,¢: In the Low State Occupancy model, M1t = {Miar = (S, A, Piat, Riat, H)}

is a set of MDPs such that there exists a feature map Cl‘gt = {Clat’h S — Rd}thl such that for
all 7 € {mpp,,, | Miat € Miae} and for all My, € Miae, we have

i e [H] 300 () = (Glonlo), 01,

For the State-Action Occupancy model, we have that there exists a feature map Cgt =

{CGatpn : Sx A— Rd}thl such that for all 7 € {mpz,, | Miat € Mia} and for all My, €
Ma,¢, we have

Vhe [H] 30207 . a5 a) = <<1Qat7h(5aa)70£/jlat7ﬂ>.

Note that the feature map does not need to be known in either case.

* Latent complexity comp: We take comp(M,¢,£,8) = poly(d, |Al, H,log| Frat|,e 1, log(671))
for the state occupancy case and comp(Ma¢, €,6) = poly(d, H,log| Mat|,e 71, log(é_l)). Both
are attainable by the BILIN-UCB algorithm of Du et al., since i) MDPs with this property have
Bilinear rank bounded by d|.A| and d respectively (see Definition 4.3 and Lemma 4.6 of [Du+21]),
and ii) one can construct the value function class Fioe = {Q™t* | My, € Mya} which is
realizable and has size log|Fiat| = log| Miat|.

* Intractability: We can take the construction of Theorem 3.1, which has [M,¢| = 1 and thus is

trivially embeddable with dimension 1, i.e. we can take (1}, (s) = d1=™ M. (s) and Cgt (s,a) =
dMats Ty (5’ CL).

Bisimulation (?)

* Latent class M14¢: MDPs My, = (S, A, Piat, R1at, H) such that there is a known state abstraction
function (15t : S — Z such that (1,¢(s) = (1at(S) implies that Ry (s, a) = Riat (S, a) for all
a€ Aaswellas ) .y Prat(s' [ s,0) = 3 0. (9)2s Plat(s’ | 5,a) forall /.
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* Latent complexity comp: We take comp(M ¢, £,8) = poly(|Z],|A|, H,e~!,log(6~ 1)) which is
attainable by the OLIVE algorithm of [JKALS17].

* Openness (7): A negative result does not follow from existing constructions, since the dynamics
from the tree-based construction of Theorem 3.1 are not bisimilar unless | Z| = |S|, which allows for
the application of tabular methods. At the same time, a positive result does not follow from existing
methods, since it is non-trivial to extend existing Block MDP methods to use the bisimulation state
abstraction in a way that only pays for | Z|.

Low State-Action Occupancy (V7 : S — A(A)) (7*)

* Latent class Myae: Mgt = {Miar = (S, A, Piat, Riat, H)} is a set of MDPs such that there

exists a feature map Cgt = {Cath : S x A — Rd}thl such that for all 7 : S — A(.A) and for
all My, € Miat, we have

e [H] 3 e (s,0) = (0 n0) 007,

Note that the feature map does not need to be known.

* We take comp(M ¢, €,0) = poly(d, H,log|Miac|, e, log(67")), which is attainable by the
BILIN-UCB algorithm of Du et al., since i) MDPs with this property have Bilinear rank bounded
by d (see Definition 4.3 and Lemma 4.6 of [Du+21]), and ii) one can construct a realizable value
function class of size log|F| = log|M|.

* Openness (7): A negative result does not follow from existing constructions, since the dynamics
from the tree-based construction of Theorem 3.1 do not have linear occupancies forall 7 : S —
A(A) unless d = |S], which allows for the application of tabular methods, and the dynamics from
the bandit-based construction Theorem E.1 do not have linear occupancies for all 7 : S — A(A)
unless d = |.A|. At the same time, unlike the low state occupancy case, a positive result does not
follow as it is unclear if we can express the observation-space occupancies linearly.

* Statistical tractability with additional (suboptimal) |.A|-dependence (v'): Note that we can reduce
to the Low State Occupancy case (v), since

dﬂ-(s) = Z dﬂ'(saa’> = <97T7 Z Cgt(s7a)> = <9W,C1‘gt(3)>'
acA acA

However, this blows up the feature norm bound of the feature map (7, (s) by a factor of |A|, which
will appear logarithmically in the bound obtained by BILIN-UCB.

Model class + Coverability (V7 : S — A(A)) (7).

* Latent class Miat: Miae = {Miae = (S, A, Prat, Riat, H)} is a set of MDPs that all satisfy
coverability with respect to all policies mat : S — A(A), i.e. we have

dMlan‘“'

< o0
o0

VMt € Mgt : Ceoy(Miat) = inf sup  sup ‘
B EA(SXA) he[H] m:S—A(A)

Hh

« Latent complexity comp: We take comp(Ma¢, €, 8) = poly(Ceov, H, log|Miat|,e 71, log(671)),
which is attainable by the GOLF algorithm via the results of Xie, Foster, Bai, Jiang, and Kakade (see
also Lemma F.3). We obtain this by noting that a realizable model class can be used to construct a
realizable value function class F and a complete value function class G of sizes log|F| = log| M|
and log|G| = O(log| M]).

* Openness (7): A negative result does not follow from the existing constructions. The tree-based
construction of Theorem 3.1 satisfies coverability with Ceoy = exp(Q2(H)) and the bandit-based
construction of Theorem E.1 satisfies coverability with C¢o, = |.A]. In both cases, the lower bounds
cannot be used to rule out statistical modularity with the above latent complexity. Similarly, it
unclear how to obtain a positive result for the latent-dynamics class ({ Mja¢, ).
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E.3 Proofs for Lower Bounds (Theorems 3.1 and E.1)

E.3.1 Main lower bound (Theorem 3.1)
We will prove the following result.

Theorem 3.1 (Impossibility of statistical modularity). For every N > 4, there exists a decoder class
® with |®| = N and a family of base MDPs M, satisfying (i) |Miat| = 1, (ii)) H < O(log(N)),
(iii) |S| = |X| < N2, (iv) |A| = 2, and such that

1. Foralle,é > 0, we have comp(M,t,€,6) = 0.
2. For an absolute constant ¢ > 0, comp({Miat, @), c,c) > Q(N/log(N)).

Proof. Let N be given and assume without loss of generality that it is a power of 2. We first
construct the class of latent-dynamics MDPs, following Song et al. [SWFK24].

Latent MDP. The construction has a single “known” latent MDP M ¢, so that the only uncertainty
in the family of latent-dynamics MDPs we construct arises from the emission processes. We set
Mt = {Miat}. Set H = logy(N) 4+ 1 and A = {0,1}. We define the state space and latent
transition dynamics as follows.

» The state space can be partitioned as S = S*,...,SV.
* Each block S° corresponds to a standard depth- H binary tree MDP with deterministic dynamics
(e.g., Osband et al.; Domingues et al. [OVR16; DMKV21]). There is a single “root” node at layer

h = 1, which we denote by si,,, and N “leaf” nodes at layer H, which we denote by {sfe’gf}j N’

For each h = 1,..., H — 1, choosing action 0 leads to the left successor of the current state
deterministically, and choosing action 1 leads to the right sucessor; this process continues until
we reach a leaf node at layer H.

« The initial state distribution is Piat 1(0) = Unif(skes, - - -5 SXor)-
* There are no rewards for layers 1, ..., H — 1. For layer H, the reward is
Ry (sigle. ) = 1{j = i} (17)

This construction can summarized as follows. At layer 1, we draw the index of one of N binary trees
uniformly at random, and initialize into the root of the tree. From here, we receive a reward of 1 if
we successfully navigate to the leaf node whose index agrees with the index of the tree itself, and
receive a reward of 0 otherwise.

Note that the total number of latent states in this construction is |[S| = N - |S;| = N(2N — 1)

Observation space and decoder class. Let us introduce some additional notation. For each
block 8¢, let S}, := {s}’} je2n-1] denote the states in block ¢ that are reachable at layer h, so that

Si = {8ioo} and Si = {572} je(n)- We define X' = S so that | X| < 4N2, and consider a class of
emission processes corresponding to deterministic maps. Let 3. denote the set of cyclic permutations
on NN elements, excluding the identity permutation. That is, each o; € ¥ takes the form

o;:k—k+i mod N forie{l,...,N}.
For each o € X, we consider the emission process
(.0)y
R sp”) = Lewan.

That is, 17 shifts the index of the binary tree containing sﬁf’j " according to 0. Let ¥ = {97 | 0 € T},
Consider the decoder class

d=0""={s s | e v},
which has |®| = N. We consider the class of rich-observation MDPs given by
(Miag, @) := {M" := (Mo, ¥7) | 0 € B} (18)

It is clear that this class of rich-observation MDPs satisfies the decodability assumption for emissions
v,
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Sample complexity lower bound. To lower bound the sample complexity, we prove a lower bound
on the constrained PAC Decision-Estimation Coefficient (DEC) of [FGH23]. For an arbitrary MDP
M (defined over the space X) and ¢ € [0, 2'/?], define'®

A — d M _TM 2 AT 2
dec. (M, M) 7p7qénAf(H) Ailelg/t{Eﬂ-Np[J (mar) = I ()] | Erng[ DR (M (), M(7))] <%},

where M () denotes the law over trajectories (z1, a1,71), ..., (T, am, ry) induced by executing
the policy 7 in the MDP M, J (7) denotes the expected reward for policy 7 under M, and 7,
denotes the optimal policy for M. We further define

dec. (M) = supdec. (M, M),
M

where the supremum ranges over all MDPs defined over X and .4. We now appeal to the following
technical lemma.

Lemma E.1. Forall e* > 4/N, we have that dec.({M1a¢, @) > 3.

In light of Lemma E.1, it follows from Theorem 2.1 in Foster et al. [FGH23]" that any PAC RL
algorithm that uses 7" episodes of interaction for T'log(T) < ¢-N must have E[J (7,,) — JY(7)] >

¢’ for a worst-case MDP in M, where ¢, ¢’ > 0 are absolute constants. This implies that any PAC RL
which has E[J" (7,,) — J*(7)] < ¢’ must have T'log(7T") > ¢- N and thus T' > ¢ - N/ log(N).

O

Proof of Lemma E.1. Define M. as the l;atent—spﬂre MDP that has identical dynamics to M, but,
has zero reward in every state, and define M := <<M lat, id>> as the rich-observation MDP obtained

by composing M, with the “identity” emission process id that sets x5, = sj,. Observe that M and
M?*, induce identical dynamics in observation space if rewards are ignored: For all policies 7,

IP)M’“[(arl, ai),...,(xg,ag)=-]= Pﬂli’“[(:cl,al), oy (zH,ag) =] (19)
It follows that for each i, for all policies 7, we have
D (M (), M ()
D (((Maae, vi) (), (( M1at, id))) ()

P [z = s - DR (11, To)

|
&MZ

<
Il
—

|
-

M, i (9).9)
P [xH = Sleaf :I

_ ) e
IPM,W [xH _ Sl(eazf(J) 7) |f£1 _ S:'oobt(J))L (20)

=]

N

o1
M, _ Gy TG )
P |:$H = Seaf | Tl = Sréot ) 2D

2w

1

J

since the learner receives identical feedback in the MDPs M? and M unless they reach the observation
(4 (

zg = s for some j (corresponding to latent state s in M?), in which case they receiver

reward 1 in M* but reward 0 in M. We now claim that for any ¢ € A(II), there exists a set of at least
N/2 indices Z, C [N] such that

Erng [D (M (), M(m))] < (22)

2] -

"®For measures P and Q, we define squared Hellinger distance by D (P, Q) = [(v/dP —7\/dQ)2.
"“Theorem 2.1 in Foster et al. [FGH23] is stated with respect to SUP 7 c conv( ) d€C< (M, M), but the actual

proof (Section 2.2) gives a stronger result that scales with sup j; dec. (M, M).
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for all ¢ € Z,. To see this, note that by Eq. (21), we have

N N

M, _ G 1/’ (J)) )
Z ZP [ sleaf L1 = Sroot
=1 i=1
N

j=1

Eimunit((V)) Brmg [P (M (), M(7))] < Erng

=
==

2
N’

IA
=]~

Ernq

2\1\3

: : N o )
where the second inequality uses that Y, P*7™ {:c g=sor gy = sﬁg’ot} < 1, as the events

in the sum are mutually exclusive (and the event we condition on does not depend on 7). We conclude
by Markov’s inequality that P;yni((n]) [Erng [Df (M (), M(7))] > 4/N] < 1/2, giving Z, >
N/2.

From Eq. (26), we conclude that for all g2 > 4/N,

d M) > f f oy | JM (0,,:) — JM )
el M M) 2 se At peAm 1o, { ”{ {0 (7)”

To lower bound this quantity, observe that for any index ¢ and any policy 7, we have

i (l) i ]
M ) M M (¢5(3),9) _ (i)
I (i) — J =N g P H 7 Sjout T1 = Spodt }
N
—1_ l PMW,W[ — i) |21 = S(u:;(m]
= N TH = Sieaf root
j—l
_ Mﬂ' _ i(3):3) (¥;(3))
=1-—= g P s,eaf | 1 = 8,58 ]
1 N
o M,T _ Gy O RC))
=1 — N E P {xH Sleaf | L1 = Syoot | »
Jj=1

where the third inequality uses Eq. (19). We conclude that for any distribution p, ¢ € A(II),

sup {]E,r,vp [JMi (Tari) — JM (7T):| }

i€z,
> EiNUnif(Iq){ETer [JMi (mai) — J (W)] }
1 & :
Ve GO j
>1- N ZEiNUnif(Iq) P [Z‘H = S|e73fpl ’ | 21 = Sﬁéét}
j—l
P]u T _ (J vy L)) N )] >1— L > 1
Z Z Sleaf | T1 = Sroot| = =9
| q\ Z,]

aslong as N > 4, where the second-to-last inequality uses that for all 7, the events {x H= sl(;a}b X |

T = S%Lt} are disjoint for all 7. Since this lower bound holds uniformly for all ¢,p € A(II), we

conclude that

dec. (( M, @Y, M) >

E.3.2 Proof of alternative lower bound (Theorem E.1)
We will prove the following result.
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Theorem E.1 (Alternative lower bound). For every N > 4, there exists an emission class V and a
decoder class ® with || = |®| = N and a family of latent MDPs M, satisfying (i) |[Miat| = 1,
(ii) H = 1, (iii) |S| = |X| = N, (iv) |A| = N, and such that

1. Foralle,é > 0, we have comp(Mt,€,6) = 0.
2. For an absolute constant ¢ > 0, comp({Miat, @), ¢, c) > Q(N/log(N)).

Proof of Theorem E.1. We repeat more or less repeat the same proof as Theorem 3.1, but with the
appropriate modifications to translate from the contextual tree-based construction in Theorem 3.1
to the contextual bandit-based construction in the theorem statement. Let NV be given and assume
without loss of generality that it is a power of 2.

Latent MDP. Our construction has a single “known” latent MDP M ,¢; that is, the only uncertainty
in the family of rich-observation MDPs we construct arises from the emission processes. Set
Miat = {Miat}. Set H =1 and A = [N]. We define the state space and latent transition dynamics
as follows.

» The state space can be partitioned as S = S!,... SV,

* Each block S? corresponds to a single state s° with N actions denoted by a’, i € [N].
» The initial state distribution is Pa¢ 1(0) = Unif(st, ..., s™V).

¢ The reward function is
Ry(s",0’) ={j = i}. (23)

Informally, this construction can summarized as a contextual bandit (with uniform context distribu-
tion), with a reward of 1 if and only if we play the action corresponding to the index of the context
drawn.

Note that the total number of latent states in this construction is |S| = N and the number of actions
is |A| = N.

Observation space and decoder class. We define X = S so that |X'| = |S], and consider a class of
emission processes corresponding to deterministic maps. Let 3 denote the set of cyclic permutations
on IV elements, excluding the identity permutation. That is, each o; € ¥ takes the form

o;:k—k+i modN, forie{l,...,N}.

For each o € X, we consider the emission process
CHOEDES R0
That is, )¢ shifts the context s’ according to 0. Let ¥ = {17 | 0 € ¥}. Consider the decoder class
d=0"":= {sl ) | e W},

which has |®| = N. We consider the class of rich-observation MDPs given by

(Maae, @) := {M" := (M, 0°") | 0, € S} (24)
It is clear that this class of rich-observation MDPs satisfies the decodability assumption for emissions

v,

Sample complexity lower bound. To lower bound the sample complexity, we prove a lower bound
on the constrained PAC Decision-Estimation Coefficient (DEC) of [FGH23]. For an arbitrary MDP
M (defined over the space X) and ¢ € [0, 2'/?], define®
decc(M, M) = inf  sup {E.p[J"(ms) — JY(7)] | Exng[Di(M(r), M(7))] <2},
p,q€A(ID) Mem

where M (7) denotes the law over observations (x1, a1, 1) induced by executing the policy 7 in the
MDP M, J* () denotes the expected reward for policy = under M, and 7,, denotes the optimal
policy for M. We further define

dec. (M) = sup dec. (M, M),
M

where the supremum ranges over all MDPs defined over X and .A. We now appeal to the following
technical lemma.

»For measures PP and Q, we define squared Hellinger distance by D (P, Q) = [(v/dP — /dQ)®.
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Lemma E.2. Forall e > 4/N, we have that supy; dec. (M, M) > %

In light of Lemma E.2, it follows from Theorem 2.1 in Foster et al. [FGH23]?! that any PAC RL algo—
rithm that uses 7" episodes of interaction for 7'log(T") < ¢ - N must have E[J" (7,,) — JY(7)] > ¢

for a worst-case MDP in M, where ¢, ¢’ > 0 are absolute constants. This implies that any PAC RL
which has E[J" (7,,) — J"(7)] < ¢ must have T'log(T") > ¢- N and thus T > ¢- N/log(N). O

Proof of Lemma E.2. Define M.; as the latent-space h@P thaﬂlas identical dynamics to M ¢
but, has zero reward for every state-action pair, and define M := <<M lat, id>> as the rich-observation
MDP obtained by composing M,: with the identity emission process that sets z;, = sj. In the rest

of the proof, we use the shorthand v; := 1)°. Observe that M and M?, induce identical dynamics in
observation space if rewards are ignored, i.e. for all policies 7 : X — A(A),

Pﬁ’ﬂ—[(fl]l,al) = ] = IP)Mi’”[(xl,al) = ] (25)
It follows that for each i, for all policies 7, we have
D (M (w), M (r))
= D} (((Maat, ¢:) (), (( M1at, id))) (7))

N
_ ZP7,W [371 _ Swi(j),a1 — aa} - D3 (I, T)

I
[\
[]=
~
=
3
—
8
|
®
&
S
S|
=
|
Q
<
| I

since the learner receives identical feedback in the MDPs M® and M unless they play the action
ay = a’ given observation z; = s%() (corresponding to latent state s* in M*), in which case they

receiver reward 1 in M* but reward 0 in M. We now claim that for any ¢ € A(II), there exists a set
of at least V/2 indices Z, C [N] such that

Ernq[Di (M (m), M(m))] < (26)

2] -

for all 7 € Z,. To see this, note that by Eq. (21), we have

Eitnit((N]) Enng [Df (M (), M(7))] < Erng

m{aﬁa O) |z = j

= \

2\
an

< By

2 \

i

We conclude by Markov’s inequality that IP’iNUnif([N]) [Eﬁwq [DH (Ml(w)7 ]\7[(7r))] > 4/N] <1/2,
giving Z, > N/2.

From Eq. (26), we conclude that for all g2 > 4/N,

dec. (( M1, @), M) > inf  inf sup{]EWNp [JW(WW) - JMi(’]T)} }

q€A(I) peA() je7,

*'Theorem 2.1 in Foster et al. [FGH23] is stated with respect to SUP 7 c conv( ) d€C< (M, M), but the actual
proof (Section 2.2) gives a stronger result that scales with sup 57 decc (M, M).
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To lower bound this quantity, observe that for any index ¢ and any policy 7, we have

N
T (i) = JM () =1 — NE :IE”M< )’”[al = a | zp = sWO]

j=1

XN
=1- ¥ Zpﬁm[al =aV |z = "))
J=1

1—

[
=zl

~
Il
-

M. .71 . .
P [a1 — Wi | gy = Sm},

where the third inequality uses Eq. (25). We conclude that for any distribution p, ¢ € A(II),

sup {E,mp [JMi (Tpi) — I (W)} }

ieZ,

> EiNUnif(Iq){Eﬂ'Np [JMi (i) = T (77)} }

N
1 pr 1, )
_72: . : _ ey Ne)
>1 N < 1]E1~Un1f(Iq)IP [al—a 7 |x1_37}
j=

1L 1
4l

TN
Jj=1 €Ly

_ —1,. .
Z P |:a1 — g @) | T, = S(J)] >1—- — >

1

NN

IZ4]

as long as N > 4. Since this lower bound holds uniformly for all ¢, p € A(II), we conclude that

dec. (M, @), 3) > %
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F Proofs for Section 3.3: Positive Results

This section is dedicated to our upper bound establishing that pushforward-coverable MDPs are
statistically modular (Theorem 3.2). We provide a technical overview in Appendix F.1, and provide a
full proof in Appendix F.2.

F.1 Technical Overview: Low-dimensional embeddings for pushforward-coverable MDPs.

The idea behind our positive result is to show that under the conditions of Theorem 3.2, it is possible
to construct an (approximately) Bellman-complete value function class for the latent-dynamics MDP
M., at which point we can apply the GOLF algorithm of Jin et al. [JLM21]. We achieve this via two
technical contributions. The first is the introduction of the mismatch functions I 4, formally defined

as follows.

Definition F.1 (Mismatch functions). For a decodable emission process V* and decoder ¢ € P,
the mismatch function for ¢, Ty, = {Tp.p : S = A(S)}L |, is defined, for every h € [H], as the
probability kernel

Lon(sh | 8n) = Poy s (sn) (Bn(wn) = 53,).

The mismatch functions allow us to express functions of the decoders as latent objects, and we revisit
them in the context of self-predictive estimation (Appendix A). For the present result, we show
(Lemma D.7) that the mismatch functions can capture the observation-level Bellman backups for
any function of the decoders. That is, for any 2, ay, letting s;, = (¢*)~!(x1,) denote the true latent
state, we have that for any fi,; : S X A — R and ¢ € &:

M* *
[T (frae © Sns))(@nsan) = [T * (Do ns1 © Vi)l (s an). 27)
That is, the Bellman update of fi,¢ © ¢ in the latent-dynamics MDP M, can be expressed as

a Bellman update in the base MDP M7, for a different (latent) function I'y ;41 © Vi, (Sp41) =
> Ty, h+1(3h+1 | $h+1) max,s flat(5h+1a a').

However, the mismatch functions I'y embed some knowledge of the emission process, and (with only
decoder and base model realizability) are unknown to the learner. Our second technical contribution
bypasses this by establishing a new structural property for pushforward-coverable MDPs (Lemma F.1):
there exist low-dimensional linear embeddings of their transition kernels which can approximate
Bellman backups for an arbitrary and potentially unknown set of functions, as long as the set is not
too large.

Sha1

Lemma F.1 (Pushforward-coverable MDPs admit low-dimensional embeddings). Let M be a
known MDP with reward function r, transition kernel P, and pushforward coverability parameter
Coush- Let p = {in }he(m) denote its pushforward coverability distribution (i.e. the minimizer of
Definition 3.3) and F C (S x [H] — [0,1]) be an arbitrary class of functions. Suppose that we

sample W € {:i:l}dxs as a matrix of independent Rademacher random variables, and define

W (Pl | s.a)/ul/2()) e R

Up(s,a) =rp(s,a) ® ﬁ s

and
_ 1 1/2 d+1
wrp =10 \/EW@’T ()fh+1())_€$€R .

Then for any eapx € (0, 1), as long as we set
i > 99 Cousn 108 (16171 HO ™ /2ap:)
= Eapx )

we have that for all f € F and h € [H|, with probability at least 1 — §:
. 2
K, ounifca) {(Cllp[o,z][(wf,hﬂbh(saa)>] — Thfn+1(s,a)) } < €apxs
as well as maxs qp|tn(s, a)||2 < Cpusn(161og(|S||A|H) + 11) and maxy p||wy, h||2 <

16log(|F|H) 4+ 11. We emphasize that the feature map i = {z/Jh}h | is oblivious to F, in the
sense that it can be computed directly from M without any knowledge of F.

We use this property, in conjunction with latent model realizability, to construct linear features that
can approximate the right-hand-side of Eq. (27), thus yielding an (approximately) Bellman-complete
value function class for the latent-dynamics MDP MY
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F.2 Proofs for Latent Model Class + Pushforward Coverability (Theorem 3.2)

In this section, we establish positive results under latent MDP classes which satisfy pushforward
coverability. We assume that every model in M, satisfies pushforward coverability, defined as
follows:

Definition F.2 (Pushforward coverability). The pushforward coverability coefficient Cypysh for an
MDP M with transition kernel P is defined by
P _ /
Cpush(M) = max  inf sup Lw.
he[H] p€A(S) (s,a,5")ESx AXS /’L(S )
The pushforward coverability coefficient for an MDP class M is defined by
Cpush (M) = J\I}?f\(/[ CPuSh (M)

(28)

Note that for any MDP M we always have
C(cov (M7 1_[rns) S C1push (M) |A‘7 (29)

where Cy,, is the state-action coverability coefficient (Definition D.3). Thus, an MDP with low
pushforward coverability is also an MDP with low state-action coverability for all policies (upto a
dependence on |.A|).

We will show the show the following result.

Theorem 3.2 (Pushforward-coverable MDPs are statistically modular). Let M, be a base MDP
class such that each Mo € Maae has pushforward coverability bounded by Cpysn(Miat) < Cpysh.
Then, for any decoder class ®, we have:

1. comp(Miay, €, 60) < poly(Cpush, |Al, H,log|Miat|,e 71, log(671)), and
2. comp({(Miat, @), €,8) < poly(Cpush, | Al, H, log| Miat],log|®|,e 71, log(671), log log|S|).

The proof comes in three parts. We will firstly show that MDP that satisfies pushforward coverabil-
ity admit low-dimensional feature maps that can approximate Bellman backups (Appendix F.2.1),
then establish that a regret bound for the GOLF algorithm [XFBJK23] under misspecification (Ap-
pendix F.2.2), and then combine these ingredients (Appendix F.2.3).

F.2.1 A structural result: Pushforward-coverable MDPs are approximately low-rank

Our central technical result for this section is Lemma F.1, which is based on a variant of the Johnson-
Lindenstrauss lemma and establishes that under pushforward coverability, we can define a linear
feature class which satisfies an approximate form of Bellman completeness. We define the clipping
operator via

clipjgg(z) = max{min{z, 2}, 0}.

We prove the following lemma.

Lemma F.1 (Pushforward-coverable MDPs admit low-dimensional embeddings). Let M be a
known MDP with reward function r, transition kernel P, and pushforward coverability parameter
Coush- Let 11 = {pin Y rheim) denote its pushforward coverability distribution (i.e. the minimizer of
Definition 3.3) and F C (S x [H] — [0,1]) be an arbitrary class of functions. Suppose that we

sample W € {:i:l}dxs as a matrix of independent Rademacher random variables, and define
1
Yr(s,a) =rp(s,a) @ ﬁW(Ph(. \ S,a)/uiﬂ(,))ES c R4,

and

1
wyp=1@ 7W(Mi/2(')fh+1<'))‘es e R

Vd

Then for any eapx € (0, 1), as long as we set

Chush 10g(16|.7—'|H5’1/53pX)

b

d>2°

€apx
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we have that for all f € F and h € [H|, with probability at least 1 — §:
. 2
E,., gunif(4) {(Cllp[o,z]wa,hﬂﬁh(S,a)>] — Tnfnt1(s,a)) } < Eapxs

as well as maxs7a7h||1ph(s,a)||§ < Cpusn(1610g(|S||A|H) + 11) and maXﬁhHwﬁhHE <

16log(|F|H) + 11. We emphasize that the feature map v = {wh}hH:l is oblivious to F, in the
sense that it can be computed directly from M without any knowledge of F.

Proof of Lemma F.1. Fix h € [H], whose dependence we omit for cleanliness. We begin by verifying
that, in expectation, (wy, (s, a)) is equal to T f(s, a). For this, note that

(wg, (s, a))

d
Z(Z W7 s’ ef/2| = ) <Z Wz 9”,u1/2 ”)f( ”)>

i=1 \s’eS s""eS

mM
CIJ
CIJ
Q
Clb
\_>
+

Ul
M&
EIJ\
—~
=l W
~
[

ACI)

—la
N
EIJ\
=
—
~
N
—~
—
~
—
CD\
\_:

Consequently, we have

1 P(s
THo0) = (bl = [3 3 3 Wawh S W 616, G0)

Note that this remaining noise term is zero-mean — we will show in the sequel that it can be made
small by picking d appropriately. We next examine the norms of the vectors (s, a) and wy. Note
that we have

(s, I3 = Z(Z WG ))>

i=1 \s’eS

:ZW+2i ZWZSWH” P(s'| s,a) P(s" | s,a)

/ 1/2(g! 1/2(gM
2 ) 22 2 PRECIRTEED
S/,¢S/
d
1 P(s'| s,a) P(s" | s,a)
< Chpush + = Wi o Wi g : —, (3D
pus d ;SIGS Sgs N1/2(5/) N1/2(S/I)

where we have used that

P2%(s' | s,a
Z¥ pusths‘sa push

!
ves M (s") s'ES
by definition of pushforward coverability. Further note that we have

d 2
g3 = 5> (Z Wi,s/ul/%s’)f(s’))

i=1 \s’€S
d
1
=Bl £+ D0 D ST Wi Wi 2() () - w2(") ()
i=1s'€S s""ecS
9//;ﬁs/
d
1
S1E ST S W Wawn ()1 1)), (32)
i=1s'€S g'eS
S/,#S/

We will now appeal to the following technical lemma to upper bound Eq. (30), Eq. (31), and Eq. (32)
by establishing that the Rademacher noise terms concentrate to their expectations. The proof of the
lemma will be given in the sequel.
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Lemma F.2. Let u,v € R", and let W ¢ {:I:l}dxn have independent Rademacher entries. Then
with probability at least 1 — 6,

321og(26 64log (261
jij S Wi Wasuve| < Jfullyllvll, - 44444£444424,”u”;”vug,44444&44441.(33)

ze [d] j€[n] k€[n] d
k#j

Furthermore, for any set of vectors ¥V C R”, we also have

grglaﬁ(z Z Z Wi ;Wi k050

i€[d] j€[n] k€[n]
pud

32log(26—1) 4
< 2(161og|V| + 9 2o === .
< max|[v{3(161oglV] +9) + ma o] + maol

64log(2671)
y —_—r,

d

Let (s,a) € Sx Aand f € F. Tobound [(¢(s,a), ws) —T f(s,a)| (cf. Eq. (30)), we apply the first
bound of Lemma F.2 with u = (P(s' | s a)/ul/z( §')) yeg and v = (,u1/2(s’)f(s’))s,es, which
gives

32Cpush log(20~! log (20" _
|<77[}(S7(l),1Uf> - 'Tf(s,a)| S \/ bush dg( ) + 64CPUSh% = 6(6 1)a (34)
where we have again used that ||ul|5 = D oses % < Cpush and also that [[v]|5 = 1 since

[[fllcoc < 1forall f € F. To bound Eq. (31), we apply the second bound of Lemma F.2 with

V= Py _1(s'|s,a)
= 172,
w7 (") s'eS s,a€ESX A
hx[H]

, which gives

2 32log(26-1) 64log(2671)
S,aESrSiT(hE[H]Hwh(& a)||2 < Cpush(16 10g|8||A|H + 9) + Cpush f Cpush#~
Lastly, to bound Eq. (32), we take V = {(/,L,ll/2($/)fh(8/)) S} rer in Lemma F.2, which
he[H]
establishes that

32log(26~1) = 64log(2671)
2 < 161 H .

Note that Eq. (34) establishes that the Bellman backup 7 f(s,a) is well-approximated by
(¢(s,a), wy) only at a single state-action pair (s, a). We can obtain an L..-approximation guar-
antee by taking a union bound over S and A, which would incur a dependence on log|S| in
the final sample complexity. Here, we bypass this by instead requiring only an approximation
guarantee under the Lo(p ® Unif(A)) norm. Via (pushforward) coverability, this will ensure

that E™ [((wf,w(s,a» - Tf(s,a))z} is well-controlled for all policies 7, which will be suffi-

cient for our downstream sample-complexity analysis of GOLF. However, directly establishing
an Ly(pu ® Unif(A)) approximation guarantee is technically challenging since it would require
establishing a fourth-order (rather than second-order) equivalent of Eq. (33). The remainder of the
proof will obtain an Lo(p ® Unif(.A)) approximation guarantee by instead sampling a dataset of size
n from p ® Unif(A) and taking a union bound over that dataset to ensure a uniform bound on all
state-action pairs in that dataset. Via an additional concentration bound, this will ensure that the error
is well-behaved under the Lo (p ® Unif(.A)) norm.

For each h € [H], sample a dataset D = {(s}"’,a}’)}7; i.i.d. from pj, ® Unif(A). By a union
bound over n, F, and H, we have that

Vien],f € F,he[H]: |<¢h(sh ,ah M, wf,h> 771fh+1(sh ,ah )‘ <e(n|F|HS )7 (35)
where we recall the definition of () from Eq. (34). Now, let

Xpn(s,a) = (cLipjo g [(¥n (s, ), wpn)] — Tifar(s,a))”.
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Note that | X7 5 (s,a)| < 4 and

Xfyh(sa a) < (<1/)h(8» a)a wf.,h> - 77th+1(57 a))2,
since T, frn+1(s,a) € [0, 2] and the clipping operator is 1-Lipshitz. Note that

. 2
B (s,a)~pnaunif(a) [Xrn(s,a)] =Ky, gunif(a) {(Cllp[o,z][Wh(S, a),ws)] — Thfnt1(s,a)) },

where this expectation is only over the sampling of the data point (s, a) (and not the Rademacher
matrix W). Let _ _
Xipn = Xpn(sy' ay)-
By boundedness of X (s, a) and Hoeffding’s inequality, we have that with probability at least
1-9:
log(26-1)
- .

<4

1 n
n Z Xi f.h — Eﬂ@Unif(A) [Xf,h(sv a)]
i=1

Taking another union bound over F and H as well as the event in Eq. (35) gives that

1 log(2| F|Hé 1)

H: 125X v —F oo I X <gqy =2

Vf e F, hel[H] ‘n; it.h — Epgunirca) [Xrn(s,a)]| < " ;

(36)

andVi € [n], f € F,h € [H]: Xifp <X(n|F|HS ™), (37

recalling the definition of £(-) from Eq. (34). Then, re-arranging Eq. (36) gives us that

E cunif(A) [(Clip[og] [(Yn(shyan), wp)] = Tnfn1(sn, ah))ﬂ

1
Xipp+4 /10g(2|];|H6 )

=1

—1
< e*(n|F|HS™Y) +4\/w, (38)

We now conclude the proof by picking n and d appropriately to ensure that the right-hand-side is
bounded by €,,x, which will ensure the desired claim that

<

S|

E ounif(a) {(Clip[o,z][Wh(sh»ah)vw.f)] = Tnfns1(sn, ah))ﬂ < Capx-

For convenience, we introduce absolute constants ¢ and ¢’ whose precise values may change from
line to line. We pick n = 64 log(2|F|H6 ") /e2,,. Plugging this into (38) gives

Eu@Unif(A) [(Clip[o,Q][Wh(Sh, an), wf>] - ﬁth+1(3h,ah)>2} < 52(”\]‘—|H571) +c-e (39

Noting that n < 128@2{7571 and plugging this into € (Eq. (34)) gives

4log(1 Hé 1! 1281log (16| F|HE 1 /eany
gmﬂH$USQQ¢6°QQﬁ£5/%ﬁ+qm %(|J [20) 4
Setting
J> 99 Cpush 1og(16|.7-"\H6‘1/5apX)
o Eapx
ensures that -
52(n|.7:|H6_1) < E(n|.7-'|H6_1) < ‘;px 41)
by Eq. (40). Combining Eq. (38) and Eq. (41), we get
. 2
Eu@Unif(A) {(Cllp[O,Q] [<wh(5h7 ah)7 wf>] - 7;th+1(5% ah)) ] < Eapx; 42)
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as desired. It only remains to establish the concentration results of Lemma F.2. O

Proof of Lemma F.2. We establish the first claim. Let ¢ € [d] be fixed, and consider the random
variable

Zi = Z Z Wi7jWi,kUjuk.
j€[n] keln]

K

Note that E[Z;] = 0 by independence of W; ; and W . for every j # k. By Exercise 6.9 of
Boucheron et al. [BLM13], we have that

log Elexp(AZ0)] < =% )23
Xp i)] > U v||5.
2(1 — 64[|ul3[lvf3A) "2
Since Z; are independent, it follows that
d
1672
logE [exp| A Z; < Hu||2Hv||2d
(Z ) 2(1 — Gal[ulof3n) 2

Hence, E?:l Z; is a sub-Gamma random variable with parameters v = 16||uH§||v||§d and ¢ =

64/ ul §||v||§, and it follows from Equation (2.5) on page 29 of Boucheron et al. [BLM13] that for all
e >0,

d
P(Z Zi 2 ||ull2]lv]l2v 32d€+64||U||3||v35> ses
i=1

Taking a union bound, and using that the random variable is symmetric, we obtain the desired claim.

We now establish the second claim. Let V C R”™ be a subset of vectors. Let 7 € [d] be fixed, and
re-consider the random variable

Zi = Iir)lea‘i{ Z Z Wi,jW@kUjvk.
j€[n] keln]
k#j
Again appealing to Exercise 6.9 of Boucheron et al. [BLM13], we have that

1612 2 9
. . < W W ;
log E[exp(A(Z; — E[Z;]))] 2(1 o1 )\) E Té@( E[ ]ké[ } i, Wi, kU Uk

L k#3j

n

162
<7 E 242
T 21 64BA) ey 2= ST
J,R=

2
— IOl
v 2

2(1 — 64B)\) ve

where B := max,cy ||v||3. Since Z; are independent, it follows that

d
exp ()\ > (zZi- E[ZA))

i=1

162
max|[v]5d.

logE < 7
8 = 2(1— 64BN) ve

Hence, Z?:l Z; is a sub-Gamma random variable with parameters v = 16 maxvey||v||;ld and
3, and it follows from Equation (2.5) on page 29 of Boucheron et al. [BLM13]

¢ = 64 max,eyp|jv
that for all € > 0,

d
1 o [32 4E B
P<d ;Zi > E[Zi] + 15135(U||4\/:+ 64111)1€a5<||v|2d> <e °.
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To conclude, it remains only to show the bound E[Z;] < max,||v||3(16 log|V| + 9). This follows by
a standard log-sum-exp approach. Below, we abbreviate p; := W; ;. We can observe that for any
A >0

E[Z;]=E rgleaéc Z Z PjPEV; Uk

JjE[n] ken]
k2]

log ZE exp| A Z Z P PEV; U

veY JE€[n] ke[n]
k#j

IN
> =

2

log ZE exp| A ijvj (43)
j=1

Note that X := } . p;v; is subGaussian with parameter |lv]|3, since:

n n n )\2,02 /\2
Elexp( A pjvj | | =[] Elexp(Apjv;)] < HeXp< 2J> = eXp<2||U||§)~
j=1

j=1 j=1

<

>

Then, it follows (e.g. Lemma 1.12 of Rigollet et al. [RH23]) that X2 — E[X?] satisfies a sub-
exponential MGF bound with parameter 16||v]|3, i.e.

256 1
E[exp()\(XQ _E[XQ]))} < eXP<2A2||U|§> VIAl < e
[0]13

‘We also note that .
E[X?] = ) vw; Eleig;] = ||v]l3.
ij=1

Adding and subtracting E[X?] in Eq. (43) gives

1
: A10g<ZE[eXP()‘(X2 ~ 1) + Avn%)])
veY
1
= Xlog (Z]E[exp()\(X2 —[vlI3))] exp()\v||§)>
veV
l 2 4 2 ;
< 3 log (%exp(l%/\ lv]l5 + )\|v||2)> VIA < YT
1
< X10g|V| + max 128\ ||v]|3 + IIlf}iXHUH% VA < om0

Picking A = > concludes the proof. O
2

1
16 max,, ||v||

F.2.2 GOLF with on-policy misspecification

Consider the version of GOLF [JLM21] in Algorithm 2. We have the following guarantee for the
regret of GOLF, which extends Jin et al. [JLM21] to allow for on-policy misspecification.

Lemma F.3. Suppose that QMas* € F and G satisfies Eapx-completeness in the sense that for

* 2
all h € [H] and f € Fpy1, there exists g € Gy, such that E" (g - 771M°bsf) < ez, for all

m €y = {my: f e F} Let Ceoy = Ceov(Ms, I1F) (Definition D.3). Then for an appropriate
choice of B, Algorithm 2 ensures that

Reg < H+/CeoyTlog(|F||G|HT/5) + HT\/Ceoy 10g(T)Eapx-
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Algorithm 2 GOLF [JLM21]
input: Function classes F and G, confidence width 5 > 0.
initialize: 7© « F, D" « ( Vh € [H].
1: for episodet =1,2,...,7T do
2: Select policy 7 < 7rf<t), where [ := argmax c ze-1) f(21,7f, 1(x1)).

3:  Execute 7 for one episode and obtain trajectory (z{”, a{”, r<1”), co (@9 a8y ).
4: Update dataset: D;” < Dy "V U {(z},ap’, ;) 1)} Vh € [H].
5: Compute confidence set:
FO {f € F: Ly (fny frt1) *gmeig LY (gn, fry1) < B Yh e [H]},
h h
2
where  L0(f, )= Y (fl@e)—r - max[(@a) VS S € F.
a’eA
(z,a,r x’)ED“)

6: end for

7: Output 7 = Unif(7®™),

Proof of Lemma F3. For each [y € Fht1, let  apx[fn]

arg min, g, P E”|(gn — Tafni1)’]. Let
50 =10 = Trfi () & 00 () = £ () = apx[£i,] (),

and note that by Jensen’s inequality we have that for all , E™[6;”(,-)] < E” [g,(;)(, )} + Eapx-

We further adopt the shorthand d’(z,a) = dgm(:c,a) and (Z;y(x,a) = > dy) (w,a). As
a consequence of realizability (ngs, n € Fp) and approximate Bellman completeness, standard
concentration arguments (proved in the sequel) lead to the following result.

Lemma F.4 (Optimism and small in-sample squared Bellman errors). With probability at least 1 — 9,
by taking § = clog(TH|F||G|/d) + Tcapx, we have that for all t € [T,

(1) Qo € F,and (i1) 3 (.0) (57 (2,0))” < ().

The rest of the proof proceeds similarly to the analysis of Section 3.2 in Xie et al. [XFBJK23].
Namely, by optimism (Lemma F.4) and a standard Bellman error decomposition (Lemma C.6) we
have

T H T H
Reg < Z Z (t) 5( (E a)] <TH - Eapx + Z Z]Ed(t) |: s (.’E a)}
t=1 h=1

t=1 h=1
Let us defining the burn-in time
Th(z,a) = min{t | J;:)(a:,a) > Ceovtiy (x,a)},

where uj is the coverability distribution for the set of policies II+ (i.e., the distribution pj, that
achieves the minimum in the coverability definition). Using the same decomposition into “burn-in
phase” and “stable phase” in Xie et al. [XFBJK23], we have:

T H
S > B [5( (a, a)] < 2HC oy + Z ZEdm [ Yz, a)I{t > 7 (z,a)}].

t=1 h=1 t=1 h=1
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Applying a change of measure argument on the second term then gives:

]It>7— (z,a d 2
5 eelitions o) n £ o

t=1 h=1 t=1 z,a

A

T

X Z Z ds (z,a) (g;;)(m, a))2

t=1 z,a

®)

By the same reasoning as in Xie et al. [XFBJK23], we have (A) < O(y/Ceovlog(T)), and by

Lemma F.4 we have (B) < O(y/AT). Using that 8 = log(TH|F|/6) + Te2,, gives the desired
result. It remains to establish the concentration results of Lemma F.4. ]

Proof of Lemma F.4. For any function f, define a random variable

Xi(h, ) = (fu(sys ) =) fh+1(3§fjr1))2*(771fh+1(3§f)>a;5)) ry)’ fh+1(sh+1))2'

Let §opn = {s\",a{”, 7", ..., s, a%), 70 }i<s. Note that

E[rs) + fusi(s5h0) | Sen] =B [T (sn,an). (44)
and thus that
ELXi(h, £) | Senl =B [(fn(snsan) = Tafu(sn,an))’].
Next, note that

Var(Xu(h, £) | §e] < E[(Xu(h, /) | o]
B[ (55, af) = Tfu(si i) (i af) + Tafulsiys o) + 2013 = fusa(20))° | §o
< 16E[ (s, i) = Tafalsisai)” | Sun| = 16ELXu(h, ) | ol

By Freedman’s inequality (Lemma C.2, Lemma C.3), we have that with probability at least 1 — §:

D Xi(h ) =Y EIX(h, f) | Finl| <

i<t 1<t

\/log 1/6) > "E[X;(h, f) | §in] +log(1/6)

1<t

Taking a union bound over [T'] x [H] x F, we have that for all ¢, h, f, with probability at least 1 — §:

> Xih, £) = SUE [(ulsnan) = Tofasn an))’] (45)
i<t i<t
Ly BT {(fh(sha an) = Tnfn(sn, ah)ﬂ +el, (46)
i<t
where ¢ = log(|F|HT/d). We now show that
> Xi(h f©) < B+ O(Teh +1) = O(B), (47)
i<t
which will imply, from Eq. (46), that
S E [(nlsnsan) = Tufusns an))] < O+ 8) = 0(8),
i<t
as desired. To see Eq. (47), let
Ac =3 (@px[Tafi] (57 ai) = v = S (si) = (T i s a?) = v = S (sii)
i<t
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and then note that:

(2 (2 K2 k2 2 k2 k2 k2 2
S Xlh, £9) = S (6 a8) — 1)~ F(si0)” — (T (s ai?) =) S ()
i<t i<t
k2 k2 K3 k2 k2 2
= U ) =i = fh i)
i<t
@\ 2
- Z (apx[Tr Syl ] sy ) = i) = Fili(siha))” + A
i<t
2
= Z f(t) (siay;) f}(lil( ))
1<t
. k2 k2 k3 K 2
= inf > (g(sy’,ay”) —r) = fida(siha)” + A
9h€Gh i<t
< B+ A
where the second-to-last line follows from apx [’77I f}(b"j_l} € G and the last line follows from the

definition of the confidence set. It remains to show that A; < O(Tsfpx + ¢), which we do via a
similar concentration argument. Namely, let

t t t t 2 t t t t 2
Yi(h, f) = (apx[Ta fasal sy, ai”) =3 = £ (5300)) = (TS’ @) = i = i (s33))

and note that, as before,

E[Y(hs £) | Fea) = B [@px{Ta fura)(sn, an) = Tafulsn, an)?],
and
Var[¥i(h, £) | §] < 16EYi(h, f) | o,

by the same calculation as earlier. Thus, by Freedman’s inequality and a union bound, we have that,
with probability at least 1 — 4,

> Yi(h, f) - ZW [ apx[Th fht1](sn, an) — 77th(8h7ah))2]‘ (48)

1<t i<t

<0 \/LZEWM [(apx[ﬁfhﬂ](smah) - Thfh(shaah))z} +el, (49)
i<t

where ¢ = log(|F|HT/d). Recalling the misspecification assumption, this implies that
> Yi(h, f) < O(tely + 1),
i<t
for all h, f, ¢, with high probability. This concludes the result for (iz). For (), this follows identically
to the proof of Lemma 40 in Jin et al. [JLM21], since this only uses the property that Q* € F.
O

F.2.3 Sample-efficient latent-dynamics RL under pushforward coverability
We conclude by combining the previous two results to obtain the main result for this section.

Theorem 3.2 (Pushforward-coverable MDPs are statistically modular). Let M, be a base MDP
class such that each My € Mgt has pushforward coverability bounded by Cpush(Miat) < Cpush.
Then, for any decoder class ®, we have:

1. comp(Mat,€,68) < poly(Cpush, |Al, H,log|Mat|,e 71, log(671)), and
2. comp((Mat, @), €,6) < poly(Cpush, [Al, H, log| M|, log|®],e 1, log(671), log log|S]).

Proof of Theorem 3.2. Let M}, = (M7, ¢v*) € (Miat, ) be the unknown latent-dynamics
MDP. Define observation-level value functions

f - {QMlat’* o ¢ I Mlat S Mlat»¢ S q)}7
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so that QMas * = QMiat*0¢* € F via decoder and model realizability, and log| Fy,| < log| Ma¢||®|.
Consider any function class £ C {S — [0,1]} and MDP M, = (71at, Piat). For a given value
€apx > 0, setting d according to Lemma F.1 implies that there exists a d-dimensional feature map

P (s, a) € RT such that for all ¢ € £ and h € [H], there exists wy 5, € R4 such that

2
E”Mlat@’unif(A) |:(Clip[012] [<¢M1at7h(s’ CL), w57h>] - 7—hjwmgh+l(57 CL)) :| < Eapxs (50)

where (1, 1S the pushforward coverability distribution for M,¢. Moreover, the map ¢y, is explicitly
computed as a function of Mj,; by a randomized algorithm with success probability 1 — §, with no
knowledge of the class £ required. We consider the class

L= {F¢ o QM (5, q) Z Ty(s' | 5)QM=*(s" a) | ¢ € D, Myae € Mlat} (51

s'eS

where I'y : & — A(S) is the mismatch function for decoder ¢ and emission ¢*, defined in
Definition F.1. Note that £ has size log|L| < , and that we have

7;74 obs( Miae,x o d)h)(x, a) — ,771]\/[13\: (F¢,h+l o VhMlat’*)(¢Z(x), a)
by Lemma D.7. By Lemma D.1 we have that pax n(x) = 95 (z | o5 () pary, n (@5 ()) is the
coverability distribution for MDP M}, ., and

obs?>

E;LMfat@bUnif(.A) [f(57 (l)] = E#M;bs ®Unif(A) [f(¢* (33)’ a)]

Now, define
Gunon = { (2,0) o CLippo o [{oar 1 (6(2), a), w)] | 6 € ®, [w]} < 11+ 16 1og(|Muacl |2 H) }.

Recall the definition of wy (for f : S x A — [0,1]) from Lemma F.1, and note that by the
norm bound maxsez||wel|3 < 11 4 16log(|Mat||®|H) given by Lemma F.1, we have (z,a) —
(O n (B(2), @), we) € Gy, forevery £ € L. Next, note that by the norm bound max; 4|1 (s, a)||3 <
Cpusn (11 + 161og(|S||.A| H)), given by Lemma F.1, we have every g, € G, 1 satisfies ||gn[|co <

cCL2 log(|Miat||®||S||A|H) = B for some absolute constant c. Therefore, Gy, » has size

push at
log|Gan...n] < O(d - log(B) + log|®|) = O(dlog 10g(\S|) ), where the O notation ignores
logarithmic factors of Cpush, | 4|, 1og| M1a¢|, and log|®|.%* Define G, = Ups,,, e My, Gty b Which
has size log|Gp| < log|Miat|+ (O(dloglog(|S|) + log|®|)). Together, these results with Lemma F.1
imply that for all f, 11 € Fp41, there exists g, € Gj, such that

M* 2
EyM:bs,,L(@Unif(A) |:(gh($h7 ap) — {7}1 °"th+1} (mh,ah)) < Eapx-
This, in turn, implies that for all wops € Il.ns we have

[ obs {(gh(gch, ap) — {EM"*bsfhﬂ} ($haah))2:| < Cpush| Aleapx,

since fipgx p @ Unif (A) satisfies coverability (Definition D.3) with parameter Coy (M 5, IIrns) <
Chush|A| (Eq. (29)).

Then, it follows by Lemma F.3 that if we run Algorithm 2 with the classes F and G we will get

Reg < H\/Cpush|A|Tlog(\Mlat\|<I>|HT/6)(dlog log(|S|) + log|®|) + HT\/C' s A2 Log(T')eapx

og(Cpush|./\/llat| |<I>\2H5*1/5apx) loglog(|S])

Eapx

1
H\/Cgush|A|T10g<Mlat|(I)|HT/6)

+ HT\/ push|~’4|2 1Og )gapx

ZFormally, this requires a standard covering number argument; we omit the details.
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Choosing e,px = ﬁ to balance leads to

Reg < HT3/4\/Cp5ush|A| log (| Mat||®|HT/8) log (Ca | Mat || ®[2HI~1T) log log(|S])

push

+ HT3*\[C2,,, | A[* log(T)

< HTY [ 30| A 1og ([ Mot [ ®[HT /8) log(TC2, g, Maael |2 H /5) log log(|5]).

which gives a risk bound of

. 1
Risk S 773 H y/ Cluan AP 108(1Maacl |01 HT/0) 10g (TCyep| Muat | [0]2 H/6) log log|S)).

Equating this to ¢ gives a sample complexity of
T = poly(Cpush, A, H, log|Miac, log|®[,e ™", log (67"), log log(|S])),

as desired. Note that we have not made much effort to optimize the rate; in particular, a faster rate is
likely possible by using the GOLF.DBR algorithm of Amortila et al. [ACK24], which improves over
the GOLF algorithm under the presence of misspecification. O
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G Proofs and Additional Information for Section 4.1: Hindsight RL

This appendix contains additional information and proofs related to algorithmic modularity under
hindsight observations (Section 4.1), and is organized as follows:

* Appendix G.1 contains the pseudocode and proofs related to the online representation learning
oracle EXPWEIGHTS.DR (Lemma 4.1).

* Appendix G.2 contains the proof for our risk bound of the O2L algorithm under hindsight observ-
ability (Theorem 4.1).

G.1 Pseudocode and Proofs for EXPWEIGHTS.DR (Lemma 4.1)

Algorithm 3 Derandomized Exponential Weights (EXPWEIGHTS.DR)

input: Decoder set
fort=1,2,---,7T do
Get dataset {x“) o*(z))

forh=1,...,H do
For ¢ € ®, compute

4 (én) ocexp< S 1[6n(a) # 61 a4 >}>

)}ie[tfl],he[H]

and set B
w (@) = argmaxP, oo (én(2) = 5). (52)
s€E v
end for B
Return ¢ = {¢}"HT
end for

The main result for this estimator is the following.

Lemma 4.1 (Online classification via EXPWEIGHTS.DR). Under decoder realizability (¢* € ®),
EXPWEIGHTS.DR (Algorithm 3) satisfies Assumption 4.2 with*®

Estetass(T') = O(H log|®|).

Proof of Lemma 4.1. For each h € [H], consider the realizable online classification problem where

x}f) ~ d” , for 7™ chosen adversarially, and y(” o (:c}f)) Consider the exponential weights
estimator

t—1
q, () o< exp (— > Te(xy) # ¢Z(w§f))]> :
i=1
For every sequence (z+' )7_, these distributions satisfy the deterministic regret bound
T
DB [1[9 ) # 6itei)] ] < 210510)
t:l 1 3

by Corollary 2.3 of Cesa-Bianchi et al. [CBL06]. Taking conditional expectations over x;f) ~ d;m

and using Lemma C.3 gives that with probability at least 1 — §:

T
XQE&)NQS) E™ (1 [ [ ©)(2,) # qsh(xh)ﬂ < 4log|®| + 8log(2071).
t=

Taking a union bound over h € [H| and summing over h € [H] we obtain that with probability at
least 1 — §:

~

H
ZEggwwq’(t) E™" [H{ i (zn) # ¢h($h)H < 4Hlog |®| + 8H log(2H5™").
t=1h=1

1n this section, the notations (5, ~, and < ignore only constants and logarithmic factors of H.
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Now, recall that at each time ¢, we define the improper decoder ¢}l” via:

7;;5)(33) = arg IgaXP¢§Lt)~q§Lt)(¢;:)(x) =) (53)

Let 0, (zp, q))) = ¢(t) ® (63 (1) # ¢} (z1)). Note that ¢ satisfies

T H T H
() t el + .
Z Z quEL‘)Nq}(Lt) E [ [ | )(‘Th) 75 ¢h($h)]] = Z Z E E¢§f)~q§f> [H [¢;1)(xh) 7é (ﬁh(q}h)]}
t=1 h=1 t=1 h=1
(54)
T H
=S N Bl wn,af))- (55)
t=1 h=1
By abuse of notation we also denote 1, (25, ¢1,) = I[dn(z) # ¢*(x)]. We will show that
V,t, h: €h(xh, ) < 20 (xh,qh ), (56)

from which we will obtain that with probability at least 1 — §:

Regc1ass (T’ Z ZE” (t) (xp) # ¢h(wh)ﬂ < 8Hlog |®|+ 16H log(2H6_1).
t=1 h=1

Integrating the high-probability regret bound gives
E[Regclass(T)] = O(H 10g(H‘(I>|)),

as desired. Towards establishing Eq. (56), let us fix = and let s;,,,x denote the argmax in Eq. (53).
There are two cases:

" Py (917 (@) = smax) 2 3
— If Smax = ¢*(2), £(x, ¢}’) = 0 so we are done.
— Otherwise, smax # ¢*(2) and we have /(z, ¢}) = 1. However, since ¢* () # Smax we have

;:)(93) = Smax — fbm( ) # &7 (x) and so

Py g0 (05 (2) 7# ¢4 (@) 2 Py o (0 (%) = Smax) 2 (w o))

N)M—l

' P¢§f)~q§f)(¢§zw (2) = Smax) < 3
— If Smax = 0% (), £(x, ¢}) = 0 so we are done.

— Otherwise, Smax 7 ¢*(x) and we have ¢(z, _E; ') = 1. However, by definition of s,y as the
mode we also have

¢<t> <t>(¢>h (z) = ¢p(z)) < ¢<t> o (03 (%) = Smax) < %7
so in particular we have
0 gf?) = By 0 (65(2) # 03(@) > 5 = 0w, 35).

G.2 Proofs for O2L Under Hindsight Observability (Theorem 4.1)

Theorem 4.1 (Risk bound for O2L under hindsight observability). Let ALG1,t be a base algorithm
with base risk Risk, (K), and REP1.ss a representation learning oracle satisfying Assumption 4.2.
Then Algorithm 1, with inputs T, K, ®, REP1,ss, and ALG1at, has expected risk

2K
E[Riskops (TK)] < Risky(K) +

T EStclass(T)~
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Proof of Theorem 4.1. Let (&”)tem denote the decoders chosen by REP.1,ss, and let p denote
the distribution over decoders induced at time ¢ from the interaction of REP¢1,ss, ALG1at, and M}

obs*
Let 75 == 7" 0 ¢ and pi* denote the distribution over (observation-space) policies played

at epoch ¢ and episode k, induced by the interaction of REP14ss, ALG14t, and M. We adopt
the notation w5 = 7Y ~ plL Y for the final policy output by ALGi,: in epoch ¢ and

(2 " Jagh Y D) for the trajectory collected from that (observation-level) policy 75, o .

We firstly note that by assumption, we have the guarantee
T K+1 H

E> S ME, 0k ET e’ { { n (xn) # ¢h(xh)”] < (K + 1)Esterass(T)

t=1 k=1 h=1

< 2KEstanss(T).  (57)
which follows by applying Assumption 4.2 to the distributions pypy = 3y SR PP and noting
that
H K+1
1 tk) )
Z Z E O (f k) E™ °b5 [ [ (:Eh) 7'é ¢h(wh)H
K+1 T obs Pobs
t=1 h=1 k=1

I
M=
Mm

E 0 B (1[5 (@1) # 6 ()] | < Esteruss(T).

Tobs ~Pobs

t

Let Risk(K, ALG1at, ¢, M} ) = JMO*bS(ﬂ'Mb ) — JMes(T1,¢ © ¢) be the random variable denot-
ing the risk of the final policy output by ALGi,¢ after K rounds of interaction with M . when

obs
given feature ¢ in any epoch ¢. For any ¢ : X — S, let E, denote the law over trajectories

(z,as? it ))ke[KH],he[H] and policies ({4, © @)re|x+1) generated after K rounds of interaction

when ALG,¢ is given feature ¢ in any epoch. (Recall that, for all of the above definitions, a new
instance of ALG,¢ is initialized at every epoch, so we do not have to specify which epoch it is, only
the current feature ¢). Finally, let G be the “good” event

Gt:{Vke[K—HLVhE[H]: SO (2P) = ¢ (x <“¢))}.

Recall that, in any round ¢, ALGj,+ only observes the latent (“‘compressed”) trajectories
(d)(’)( Y ay™ rit*) as history for choosing policies. We can therefore conclude that, when

o0 (] ‘. V) = ¢*(xy") forall k € [K + 1], h € [H], the distribution over final policies 7}, chosen
by ALGlat will be 1dent1cal as if we had chosen ¢* as our decoder. In particular, this implies

Ej0 [H{Gt}Rlsk(K ALGyat, 87, Mii,)| = Ege [[{Gy JRisk(K, ALGyat, ¢*, M, )]
< Risk, (K), (58)

where the second line simply follows by removing the indicator function, recalling that Risk, (K) =
E[Risk(K, ALG1at, M7, )], and using that Risk(K, ALG1at, ¢*, M) = Risk(K, ALG1at, M7y, ).

Then, we have:

1 h=1

T
E[RiskobS(TK)}:?Z tMm[ 50 [Rlsk(K ALG1t, 0 Obs)”

IN

Nl =
HMH |

t)Npm[ 2 {H{Gt}Rlsk(K ALG1,e, ¢ obs)”

HMH

A mup(®) { O] [H{ﬁGt}]}

T

1 . 1
t=1 t=1
T

= Risk, (K) + % > P(-Gy),
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where the first equality applies the tower rule for conditional expectation, the second equality applies

linearity of conditional expectations and the upper bound Risk(K, ALGat, o, M) <1, and the
third lines applies the upper bound Eq. (58). It remains to bound the last term. Here, note that by a
union bound,

K+1 H

P(-G;) <E Z ZEﬂ<t,k>NP<t,k> E”(t"m ]I{q?“)(g;;;v’”) £ qb*(a:}j""))}},

k=1 h=1

where we have used that trajectory & in round ¢ is sampled from policy 7*, which is in turn sampled
from p®*. Summing over ¢ and using the bound in Eq. (57) concludes the proof.

O
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H Proofs for Appendix A: Self-Predictive Estimation

This appendix contains additional information and proofs related to algorithmic modularity under
self-predictive estimation (Appendix A), and is organized as follows:

* Appendix H.1 contains the pseudocode and proofs related to the online representation learning
oracle SELFPREDICT.OPT (Lemma A.1).

» Appendix H.2 contains the proof for our risk bound of the O2L algorithm under self-predictive
estimation (Theorem A.1).

H.1 Pseudocode and Proofs for SELFPREDICT.OPT (Lemma A.1)

The pseudocode for our self-predictive estimation procedure is given in Algorithm 4.

Algorithm 4 Optimistic Self-Predictive Latent Model Estimation (SELFPREDICT.OPT)

1: input: Decoder set ®, Latent model class M., Mismatch-complete class £;,¢, Optimism
parameter -y
Set 3 := 1 /CeosHlog(T) /7
fort=1,2,---,Tdo
Get dataset D = {:v;:’), aﬁf), ?”,(:), x;:zrl}ie[t—l],he[H]
Compute

H n
(T0,5) = argmax {wm-w(m+ZZlog<Mh<r;:>,¢h+1<x;z’H>|¢h<xﬁz>>,a§i’>)

(M,$)E€(Miat,®) h=1i=1
(59)

n
— max log (M; (47, z (287, al?
(M’,¢’)€(Llat,<l>); g( Ry Onea(@50) [ (), ay, ))

(60)

6: Return qg(t) = {&;ﬁ} i

he[H]
7: end for

Our main result concerning the SELFPREDICT.OPT estimator for online optimistic self-predictive
estimation is the following. We recall our notation for the instantaneous self-prediction error

[An(Mat, §)|(2n, an) = Da (Mlat,h(d)h (zh),an), |:¢h,+1ﬁ o*bs,h] (Th, ah))'

Lemma A.1 (Optimistic self-predictive estimation via SELFPREDICT.OPT). Let I}, denote the
set of policies played by ALG1at, and Ceoy st = Ceoy,st (M5, 'a 0 l1at) be the state coverability
parameter on M7, over the set of stochastic policies I'g o Il15¢ (Eq. (9)). Then, for any v > 0,
under decoder realizability (¢* € @), base model realizability (M7,, € Maiat), and mismatch
Sfunction completeness with class L4+ (Assumption A.2), the estimator in Algorithm 4 with inputs
®, M1a¢, Liat, and 7 satisfies Assumption A.1 with®*

EStself;opt (T, 7) = 6 < \/ HCcov,st ‘A|T 10g(|Mlat| |£1at | |(I)|)) .
Proof of Lemma A.1. We will firstly establish that the algorithm obtains low offfine estimation error.

Lemma H.1 (SELFPREDICT.OPT attains low offline estimation error). For any v > 0, under decoder
realizability (¢* € @), model realizability (M7,, € Miat), and mismatch function completeness with
class Li1a¢ (Assumption A.2), the estimator in Algorithm 4 with inputs ®, Miat, L1at, and 7y satisfies

*In this section, the notations O and < ignores constants and logarithmic factors of: H, Cco,st, |A|, T, and
log(| Maat[[L1at||D]).
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that for all t € [T, with probability at least 1 — 6,

H t—1 _ L . i
ZZ]Eﬂ(i)Np(i) EW(L) |:[Ah(M(t)7¢(t))](xh7ah):| +’y_1 (JMlat (ﬂ-Ml*at) JM( )(Wﬂ(t)))
h=0 i=1

< O(1og(|Mustl|L1st |0 HT ). ©D

Given this result, we can appeal to offline-to-online conversions to establish the final result. Let
Ceov = Ceov(M s, 12 © @) denote the (state-action) coverability coefficient in M, over the
set of policies IT;,; o ®. Note that by Lemma D.1 we have Ccoy st (M5, II1at © @) = Clov st and
therefore by Lemma D.4 we have Ceoy (Mo, II1at © @) < Ceov,st]Al. Let > 0 be a parameter

to be chosen later, and Borr = O(log(|Muat||L1at||®[HTS~")) be the offline estimation error
guaranteed by Lemma H.1. We abbreviate o := \/Ccov H log(T), EP" [] = Ermpo G [], and
P = Zt ! 1 Bt mp@ E" [-]. Then, we have:

T A7t
S B [0 (T 3] o, )] 7 () 77 )
=1 h=1

~

T H N o7
ZZEP@) W (M, 6] (2, an) } s Z(JMM marg,) _gM® (my(t)))

<a
t=1 h=1 t=1
+ O(HCov)
7 om S i ® 1 - M
<a <222w (123, ¢<>>](xh,ah>}+2n>” DI CACTRERENC ™)
i1 1 t=1
( cov

where in the first inequality we have used Lemma C.7 with g} = Ah(M ) qb(t)) and in the second
inequality we have used the AM-GM inequality with parameter 7. Collectlng terms, we proceed via:

an Z(Z 02 [ (M, 3D (zn, an)| + (%)_1(JMQI(7TM{“) _gM® (wmt)))>
+ % + O(HCeoy)

(67 «
S gTﬁoff + 2777 + O<Hccov)

< O(\/Ccov,stA|H10g(T)Tﬁ0ff + HCcov,stA|>

< O<\/Hccov,stA|Tlog(T) log(|Mlat||£1at|‘I>HT§1)),

where in the first inequality we have used Lemma H.1 and the definition of ~y in Algorithm 4 (cf. Eq.
(59)) and in the second inequality we have chosen 7 = 1/v/T to balance the terms and used the bound
Ceov < Coov,st]A|. We convert to an expected regret bound by picking § appropriately, which gives
the final result. It remains to show Lemma H.1.

Proof of Lemma H.1. Fix an iteration ¢ € [T, and abbreviate M = M® and ¢ == ¢. We
follow the analysis of maximum likelihood estimation from Geer; Zhang; Agarwal et al. [GeeO0;
Zha06; AKKS20]. In particular, we quote Lemma 24 of [AKKS20], which in an abstract conditional
estimation framework with density class F states the following.

Lemma H.2 (Lemma 24 of Agarwal et al. [AKKS20]). Ler D = {(x;,y;)} be a dataset collected with
z; ~ P (214521, Y1:i-1) and y; ~ f*(- | z;), L(f, D) = > U(f, (xi,y:)) be any loss function
that decomposes additively, f : D — F be an estimator, D’ be a tangent sequence D' = {(z;,y;)}
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sampled independently via T; ~ p(x1.,-1,Y1.4-1) and §; ~ f*(- | ;). Then, with probability at
least 1 — 0, we have

“logEp exp(L( F(D). D')) < —L(f(D), D) +log(|Fl6~"), (62)

For our purposes, we have that 7 = M, o ®, the data distribution is collected adaptively (for each
) . . @
h € [H]) via 7@ ~ p@®, 2 0 ~ dy's ™" and v, 2l ~ M

L obs
function L, we take

L(M iil Ms rh+1’¢h+1(xh+1) ‘ fvii),aii))
og
h=0 i=1 [Mp 0 én](r),’ a;,’)
7

(- | 237, a}”). For the loss

O () |2y a
-1
T(JML’" (mag,) — T (7))
We begin by upper bounding the quantity L( (M\ 3) (D), D) appearing on the right hand side of
Eq. (62), or equivalently lower bounding L(( ,8)(D), D). Let us abbreviate V = J M (my7) and
V* = JMi (., ). Towards this, note that

1=

L((M, $)(D), D) jf:jijlog([ﬂ4hc>¢h}(rh O (@) | 2 7ah))
h=0 1

H -1
> 10g (Mas (11 Sna (a5iy) | 28, af)) + T (V = V)
h=0 i=1
H t e N N
> 33 tou([A 0 6| (117 G (52) | 247, 05)))
h=0 i=1
H t
= S tog ([0 0 G411, Snea(afls) | 2 ai))
£ (Mg € Lrso® £ ’ *
+%?W—vw
H t
> ZZIOg([Ml*at,h o ¢ﬂ (ry’ ¢h+1($h+1) [ aagl)))

t

(i) (4) (i) (4)

- Z e o CIATACREACERNIERES)
gl

+ g (V= V)
H t

=373 log([Miyp 0 03] (s B (30) | ) )
h=0 1=1

H t
3 S8 0 I i) | )
where in the second line we have used Lemma D.8 with Assumption A.2 and in the third line we
have used the ERM property of Mo $ together with decoder and model realizability. We claim that
this implies L
L((M,$)(D), D) = —log(|L1ae 0 D|H ™) (63)
by concentration. Indeed, for each h € [H],i € [t], and [M’' o ¢'] € L1at 0 D, let

[AF°¢] E——|
zh 9 0g

[M" o ¢')(r}”, h+1($h+1) | ,aﬁl)

( M;bs(rh ) 2+1(95h+1) |‘rh va;L))
)
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Applying Lemma C.1, we have that
zt:log< Mo*bs(rﬁf)ﬁﬁﬂ(xgjﬂ) | JI;Z),CL;Z))
[ )

Mo ¢/)(r), 5y (25y) | ), af

¢ * (D) @ @ @
i 1 MG (7, x ), a
Z Z _9 log Eﬂ—(i)wp(i) Eﬂ'( ) exp 75 10g /obs (, h S h—i;l( h—&-(})) | h - h ()i)
= [M" 0 ¢'|(ry”s &1 (Th) [y s ap”)

— log((S_l), (64)

i=1

with probability at least 1 — §, where we have recalled that data is gathered adaptively according to
7 ~ p» We now quote the following lemma from Zhang; Agarwal et al. [Zha06; AKKS20].

Lemma H.3 (Lemma 25 of Agarwal et al. [AKKS20]). Forany D € A(X) andp,q € [X — A(Y)],
we have

1
_210g Ew~D,y~q(~|z) exp <_2 log(q(ui)/p(yn))) > Esup [Da (Q( ‘ x)vp( | Jf))]

Proof of Lemma H.3. We include the proof for completeness. The result follows via the following
steps.

1
~2108 By ymq(-fz) €XP (2 log(qw>/p<y|x>)> = =210 By yg(-[x) VPP a(yle)
> 2(1 —Epnp,ymg(|2) p(y|z)/4(y\w))

Vz :log(z) <z —1)
—Epp [2 (1 — Eyeqila) p(y\z)/q(ymﬂ
=Eon [DR(p(- | 2),9(- | ©))]

By Lemma H.3, we have that the right-hand-side of Eq. (64) is further lower bounded by

: M;bs(rl(;)7 Z+1($;3rl) |$§Z’va§f))
ZIOg T (D ik 0) [OIRO)
=1 [M' o ¢|(r),’, h+1($h+1) |z, a;’)
t
7 (H) * * i i i i —
>3 B BT (DR (6541t Maps (- | 25, 04), [M 0 ¢')(- | 2, 0f))] — log(67")
i=1
Z - IOg((S_l)v

where the last line follows from the non-negativity of squared Hellinger. Taking a union bound over
M’ o ¢’ € L1510 ® and h € [H| gives the desired lower bound in Eq. (63).

To conclude the proof, it remains to lower bound the left-hand side in Eq. (62). Here, note that:

— _1

—logEp eXp(L((M, é)(D),D/)) + L(V* — ‘/7)

2
H ~) (i) @ @
1 M2 (777, T T, a
= —logEp: |exp| —= E g log | — °bSA( h ¢h+j( hHH h h)
i {M 0 }(r“) Pt (@) | 2?0, al)
h=11i=1 h h h s Ph+1\lpt1 h o %p

x () T (@) i) (@)
o) 1 Mobs(rh 7¢h+1(xh+1) |xh y Gy, )
log Ew<'i>~p<i> E exp —3 log

1 Moo 6n ] (11 Gresa (i) | 21 af)

h=11

t

(65)
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where we have used that in the “tangent sequence” D’ the current sample (7)., Z}", ; ) is independent

of (1" W Ty +1) To bound this term, we again appeal to Lemma H.3, concluding that

(%) (1))

H SN
B Zi 1 MJbs(Tﬁf),cbhH(th) ‘ Ty ap
h=1

10gEﬂm~p<z>E exp —ilog -
P [Mh o ¢h] (T;LL)v(bh-ﬁ-l(thrl) |z, ay))

H ot _ L
> % > Z Erapti) E™ [Dﬁ ([Mh o dn)(@n, an), dn+18Mhs (2, ah))}

Combining everything, we have:

% (i iEw(an(i) g [Da ( [M\h o M (s an), 1t Mg (T, ah))} bV - ‘7)>

h=11i=1

< log(|Luat||[®|HS ™) + log (| Maae|[@[671)

Taking an additional union bound over ¢ € [T'], we have that with probability at least 1 — §:

ZZEﬂ(7>NP<1> E™ [D2<[Mh°¢h} (Th, an), dhi1f obs(%ah)ﬂ
h=1i=1

+ ’7_1 (JM1at (7TM* ) _ J]w(t)

lat

(o)) < O(log(|Miatl | radl |9 HTS 1)),

for all ¢ € [T, as desired.
O

Corollary A.1 (Algorithmic modularity via SELFPREDICT.OPT). Under the same conditions as in
Lemma A.1, and for any base algorithm ALG1,t, O2L with inputs T, K, ®, SELFPREDICT.OPT, and
ALG,t achieves

E[Riskops(TK)] S c1-Riskpase(K)+c2y- HCoy st| Al log(|Muat||L1at||®]) + 37~ - KH,

f

Sor absolute constants ¢, ca, c3. Consequently, for any ALG1,t with base risk Riskpase (K), setting
~ and T appropriately gives

E[Riskops(TK)] < Riskpase(K),

with a number of trajectories TK = (5(K5H3Ccov,st|«4\ 108'2(|M1at||Llat||¢’D/(Riskbase(K))4).

Proof of Corollary A.l. The first inequality simply follows by plugging the bound
of Estseifopt from Lemma A.l into Theorem A.l. For the second inequality, let A =

co\/HCeoy st| Al log(|Miat||L1at]|®]). The result follows by setting v s.t. c3y 'HK =
RiSkosse(K) i.e. 7 = c3 il s, and T such that 28 = Riskpase (K) ie. T = 20 =
%. Then the result follows by direct substitution and by noting that % < 1 since

Riskpase (K) < 1.

O

H.2 Proofs for Main Risk Bound (Theorem A.1)

Our main risk bound (Theorem A.1) follows as a special case of a more general theorem (Theo-
rem H.1), which holds for algorithm that satisfies a property we refer to as CorruptionRobust-ness
(Definition 1.2). We now state the more general theorem, postponing its proof (and a formal definition
of corruption robustness) until Appendix I.
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Theorem H.1 (Risk bound for O2L under self-predictive estimation and CorruptionRobustness).
Assume REPs15,0pt Satisfies Assumption A.1 with parameter v > 0 and that M4 is realizable (i.e.
MY, € Maat). Furthermore, let ALG1,t be CorruptionRobust (Definition I1.2) with parameter .
Then, O2L (Algorithm 1) with inputs T, K, ®, ALG1,t, and REPge1.0pt has expected risk

. . K _
E[Riskeps(TK)] < ¢1 - Riskpase(K) + coy - ?Estself—‘;opt(T, ) +e3yt- (012 + H) (66)
for absolute constants c1,ca,c3 > 0.

Our main risk bound (Theorem A.1) follows from the following lemma, which establishes that
any ALG,t is CorruptionRobust in the sense of Definition 1.2 for a sufficiently large cor-

ruption robustness parameter. Below, for any POMDP M over state-action space S x A, we
write M (s1.5,a1.,) for the conditional probability over reward 7, and sp11 given si.p,a1.p, i.e.
Mh(sl:haal:h) = Mh(Th75h+1 = | Slzhaal:h)~

Lemma H.4. Let M™* be any reference MDP and M be any POMDP with the same state and action
space. Then for any algorithm ALG,t, we have

Eﬂ,ALGlat [RiSkM* (K)} <e ]EM*,ALGla: [RiSkM* (K)}

K H

M. M.k —~

+ co EM’ALGI&‘ [E E EIVI’ |:DE| (M;l((s}hah)aMh(Slzhvafl:h))}‘| ;
k=1h=1

where c1, co > 0 are absolute constants. In particular, ALG1,¢ is CorruptionRobust (Definition 1.2)
with o = covV KH.

Proof of Lemma H.4. Let us abbreviate ALG := ALG,¢. For i € [K], let 7¢? denote the trajectory
(si7,a{’,r{", . o s, af) riy). Let P i= PM7ALS denote the law of {(7, 7))}, under ALG
in the true MDP M*, and Q := PM-ALC denote the law of { (7", 79)}iex) under ALG under the
POMDP M. Let us write M *(7) and M (m) for the laws of trajectory 7 sampled from policy 7 in

M* or M respectively. Let 7 denote the policy output by the algorithm after K rounds of interaction
with the environment. By Lemma C.5 we have

EM,ALG [JM*(TFM*)_JM*(%)} SBEM*,ALG |:JM*(7TM*)_JM*(%):|+4Da(HDM*,ALG7]P)M,ALG).

By the subadditivity property for squared Hellinger distance (Lemma C.4) applied to the sequence
a® @ O O we have

~ K
Da (PM*7ALG7P]\/I,ALG) < 7EM,ALG lZDa(P(W(k) | 71_(1:19—1)’T(l:k—l))7@(ﬂ_(k) | 7T(1:k—1)77_(1:k—1)))+
k=1

Da(]P)(T(k) | ﬂ_(l:k)’T(l:k—l))’Q(T(k) | 7T(1;1c),7_(1:k1)))‘|
N K

_ 7EM,ALG [Z Da (]P)(T(k) | 7_‘,(1:k)’7_(1:k71>)’ Q(T(k) ‘ ﬂ_(l:k),T(l:kl)))‘|
k=1

K
_ 7RMALG lz D (M*(w(’“)), M(ﬂ:ﬁ))]
k=1
- K H
M,A M, 2 T,
SA9EMAE lz > EMT [DH (M;f(sh, an), Mh(Slzh,al:h))H
k=1h=1
where in the second step we have used that P(7® | 7% 7h=D) = Q(g® | gtk 70:k-1)
since the histories are equivalent, in the third step we have used that the trajectories are gener-

ated by the MDP/PODMP M™* and M, respectively, in the fourth step we have again applied
the subadditivity property of the squared Hellinger distance (Lemma C.4) to the sequence
(81,01,71, -+, SH, QH,TH)- O
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Theorem A.1 (Risk bound for O2L under self-predictive estimation). Suppose REPsei.opt Satisfies
Assumption A.1 with parameter v > 0. Then Algorithm I, with inputs T, K, ®, REPse1¢.0pt, and
ALG1,¢ has expected risk

. ) K _
E[Rlskobs(TK)} <e- Rlskbase(K) + coy - ?EStself;opt(T7 '7) + c3y . KH,

for absolute constants c1,ca,c3 > 0.

Proof of Theorem A.1. This follows from Theorem H.1 as well as Lemma H.4, by taking
o = covV K H and simplifying. O

https://doi.org/10.52202/079017-4228 133068



I Additional Results for Appendix A: Self-Predictive Estimation

This section contains a more general result for algorithmic modularity under self-predictive estimation
(Theorem H.1), from which our main result is derived as a special case, along with associated
background, applications, and proofs. This section is organized as follows.

» Appendix 1.1 presents: definitions for the ¢-compressed POMDP and CorruptionRobust algo-
rithms (Appendix I.1.1), statements for properties of the ¢-compressed dynamics (Appendix 1.1.2).
The risk bound for O2L under self-predictive estimation and CorruptionRobustness (Theo-
rem H.1) is given in Appendix I.1.3, and a statement that the GOLF algorithm is CorruptionRobust
(Appendix 1.1.4).

* Appendix 1.2 presents for the proofs for the properties of the ¢-compressed POMDPs.

* Appendix 1.3 presents a proof for the risk bound of O2L under self-predictive estimation and
CorruptionRobustness.

* Appendix 1.4 presents a proof that the GOLF algorithm is CorruptionRobust.

L1 O2L with Self-predictive Estimation and CorruptionRobust Base Algorithms

L1.1 Definitions: ¢-compressed POMDP and CorruptionRobustness

Consider iteration & € [K] of epoch ¢ € [T] within O2L. Suppose that REPLEARN has
chosen decoder ¢ = ¢ : X — S. Then, the latent algorithm has observed the data
DR = {g(xy ™), a0, ¢(xy 1)} collected from the preceding policies in the epoch:

mit o g™ L e 0 ¢ (Line 8). Due to possible inaccuracies in the decoder ¢, the dataset
D** may not be generated from a Markovian process and must instead be viewed as being generated
from a PODMP, formally defined as follows.

Definition I.1 (¢-compressed POMDP). The ¢-compressed POMDP M o induced by Mg, and ¢
is defined by:

1. Latent state space X

2. Action space A

3. Observation state space S

4. Latent reward functions Ry, , + X x A — [0, 1]

5. Latent dynamics Py}, + X x A — A(X)

6. (Deterministic) observation function Oy, : X — S defined by Oy (x) = ¢p(z),
7. Horizon H

8. Initial latent distribution P} (xq | )

Note that the latent space for the POMDP is the observation space of the latent-dynamics MDP M},

obs?
and vice-versa; we adopt this terminology because—from the perspective of the base algorithm, the

observations xj, can be viewed as a Markovian (yet partially observed process) that generates the
learned states ¢(x) on which the algorithm acts. We write ﬁgla‘ = PMé et for the probability
distribution over trajectories (', Sn, @n, Th)ne[m) in the ¢-compressed POMDP when playing policy
mMat : SX[H] = A(A), where 2, € X are th(iv POMDP’s latent states, s;, € S are the observed states,
and ay, € A are the actions. We let INE;ZM = EMé™e denote the corresponding expectation. We write
ﬁ¢,h(3h+1 | $1:hya1:) = ﬁ;j“‘(sml | $1:hya1:) and 7y p (74 | S1:0,01:8) = E;”“ (rn | S1:h, G1:1)
for the conditional distributions of next states and rewards given the first i state-action pgirs, which
are policy-independent. We also write M;(rh, Sh+1 | S1:hy01:8) = To n(Th | S1:0y@1:0) Pp n(Sht1 |
S$1:h, 1.5 ) for the joint one-step probability. We will abbreviate M,;(Sl:m a1.p) = Mg(rh, Sht1 =
- | 81:hy Q1:1)-
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Note that for any 714¢, Jggffl‘ (Sh+1 | Sn,apn) is a well-defined (Markovian, policy-dependent) proba-
bility kernel, which is equivalent to

ﬁ(;?ﬁt(shﬂ |snoan) =Y ﬁgﬁlﬁt(slzhflaalzhfl | Shyan)Pon(snir | s1nsarn)  (67)
$1:h—1,01:h—1
=TMat | 75

=By [Ponsnsa | s arn) | snsan (68)

=T lat

Similarly, 73%(rn | sn,an) is a Markovian and policy-dependent reward distribution which is
equivalent to

Frsrn | snean) = Y PrE(sun—1a1n-1 | snan)Ten(rh | sinsavs)  (69)
S1:h—1,01:h—1
~Tlat . .
=By [Fon(rn | s1:n,a1:) | Shyanl. (70)
Finally, we let
AT ~Tlat | T
M£32t7*(rh78h+1 | sp,an) = E(; [M(;(rh,shﬂ | $1:h,G1:1) | Sk, an (71)

denote the associated one-step model over joint rewards and transitions.
Our CorruptionRobustness condition asserts that the agent—when observing data from the ¢-
compressed dynamics )M ;—attains a risk bound for Mi,¢ which is proportional to its risk when

observing data from M. itself, plus a term that captures the degree of misspecification between M 5
and M 4¢.

Definition I.2 (CorruptionRobust algorithm). We say that ALGi,¢ is CorruptionRobust with
parameters « and RisKpase if there exists a constant ¢y such that, for any (¢, Miat) € ® X Miat, we
have

EM:ALGut R sk (K, ALG1at, Miat)] < 1 - RiSkoase ()

K H
— (k)
M?* ALG =M at 2 7
+ aEYe ALGLt E E wagwp(m Ey {DH(Mlat,h(3h7ah>7M;yh(sl:hyalz}»)} )
k=1 h=1

where we recall the definition of the random variable Risk(K, ALG1at, M1at) from Eq. (1), the

expectation EMéASt donotes the interaction protocol of ALG4t in the ¢p-compressed dynamics
M}, and p™* denotes the randomization distribution over latent policies that ALG,¢ plays.

I.1.2 Basic properties of the p-compressed dynamics (Definition 1.1)

We establish a number of basic properties for the ¢-compressed POMDP and their relation to the
self-prediction guarantee obtained by REPsc1f.0p:. These properties are proved in Appendix 1.2.
Firstly, we have the following change-of-measure lemma:

Lemma 1.1 (Change of measure lemma). Forany ¢ € ®, f € [S x A — [0,1]], h € [H], and
Tat € [S X [H] = A(A)], we have:

~Tlat

Ey " [f(sn, an)] = E™=°?[[f 0 ¢)(zn, an)]. (72)

The next lemma states that the kernels of the ¢-compressed POMDP are well-approximated by the
(Markovian) latent model fit by REPge1¢.0pc. We recall the instantaneous self-prediction error

(AR (M, §))(zh, an) = D (M (6 (n), an), [¢ns18Mps 1] (zn, an))-

Lemma I.2 (Near-markovianity of the ¢-compressed dynamics). For any decoder ¢, base model
Mg, and policy Tyt : S X [H| — A(A), we have:

H H
SOEL [DA(Muacn (s an), Mgy (st arn) )| < DB [AL (Magt, &)z, an)]. (73)
h=0 h=0
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F urthermore, we also have
H

z By | DR (Mot (snsan), MET" (snsan) )| < DB [[An(Magt, @) (s an)]. - (74)
h=0

A corollary is the following lemma establishing errors between expectations under M ,¢, the model
estimated by REPse1f.0pt, and those under the ¢-compressed POMDP M, (;

Lemma 1.3 (Simulation lemma). For any latent model Mi,: with Markovian transition kernel
{Plat,h }he(m), latent policy Tiat = S x [H] — A(A), and decoder ¢ € ®, we have that for all
f:SxA— [O, 1]:

|E]\11at,7'r1at [f(s}“ah)] — Eglat [f(Sh,ah)H
< Z Emat0¢ |:H[P1at o qﬁ]h(l‘h/, ah/) ¢h+1ﬁ obs, h( h’7ah/)

h'<h

W09

and thus for any sequence of policies T\"),, latent models M.}, and decoders ¢*, we have:

(t)

(t) =T at
Z Z| Zulat ’7T1at 3h7 ah)} — E¢1(t) [f(sh: ah)“ (76)

t=1 h=0

T H
< HVTH ZZ B2 [[A (M, 60)])(zh, an)]. (77)
t=1 h=0

I.1.3 Risk bound for O2L under CorruptionRobustness
We state the main risk bound for O2L under self-predictive estimation and the above definition of
corruption robustness.

Theorem H.1 (Risk bound for O2L under self-predictive estimation and CorruptionRobustness).
Assume REPgc15.0pt Satisfies Assumption A.1 with parameter v > 0 and that M, is realizable (i.e.
MY, € Maat). Furthermore, let ALG1,¢ be CorruptionRobust (Definition I1.2) with parameter o
Then, O2L (Algorithm 1) with inputs T, K, ®, ALG1,¢, and REPse1¢.0pt has expected risk

. . K _
E[Riskeps(TK)] < ¢1 - Riskpase(K) + coy - ?Estself;opt(T, ) +e3y e (a2 + H) (66)
for absolute constants c1,ca,c3 > 0.

I.1.4 Examples of CorruptionRobust algorithms

In this section, we establish that the GOLF algorithm satisfies the CorruptionRobust definition
(Definition I.2) with a parameter o ~ K ~'/2. This improves upon the rate that would be obtained
by invoking the generic guarantee in Lemma H.4. We expect that several other algorithms can
be analyzed in a similar way, thereby leading to tight rates in the same fashion. We restate the
pseudocode in Algorithm 5 for convenience.

Let Miae = (r1at, Piat) be given, and we let QY == Q"=*, and Tiae 1 f(s,a) = T1at,n(5, ) +
Eg P (s,0)[V7(8")]. We assume that the algorithm has a latent function class 1, which realizes
Q7,1 as well as a helper class Ga1g which is T1,¢-complete for F,.

Assumption L.1 (71,¢-completeness). We have:
Qfat € ]:alg, and 7—lat]:alg = galg
For our analysis of GOLF, it is most natural to quantify the corruption levels in the following way.

be such that, for any sequence of

2
tv:|
<e2 . (78)

rep

Assumption 1.2 (Corruption levels of M, and M* ¢) Let €2

polzczes 71'{';1_ played by the algorithm when interacting with the ¢-compressed POMDP, we have

rep

o) S (8)
Z ZE ) () ]E¢ |:(7"1at,h(3h7ah) — 755 (snyan))® + leat,h(smah) — Pj ., (sh.an)
k=1h=1
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Algorithm 5 GOLF [JLM21]
input: Function classes F and G, confidence width 5 > 0.
initialize: 7 « F, D(O) « 0 Vh e [H|.

1: for episodet =1,2,...,7T do

2: Select policy 7 < 7rf<t), where [ := argmax c ze-1) f(21,7f, 1(x1)).

3:  Execute 7 for one episode and obtain trajectory (z{”, a{”, r<1”), co (@9 a8y ).
4: Update dataset: D;” < Dy "V U {(z},ap’, ;) 1)} Vh € [H].

5: Compute confidence set:

]:(t) — {f EF:E;f)(fh;fh—i-l) 79H1€18 ‘C;Lt)(ghafh-‘rl) S 5 Vh € [H]}a

2
where  LiO(ff) = Y. (f@.a)—r—maxfa)) VS S € F.

(z,a,r x’)ED“)

6: end for
7: Output 7 = Unif(7®™),

‘We note that

(k) ~,

¢>lat |:D2 (Mlat h(Sha ah) M;7zlat (Sh7ah)>:|

K
repNE
K

k=1h=1
by the data-processing inequality (cf. Eq. (90) and Eq. (80)) and the inequality ||p—q||?, < D3(p, q),
and thus a CorruptionRobustness bound in terms of €, implies a CorruptionRobustness bound
in the sense of Definition 1.2.

IA

iﬁ
S

Trlat |:DE| (Mlat,h(s]h ah)a Mgﬁh(slzha al:h))]

Theorem 1.1 (Latent GOLF is CorruptionRobust). Under Assumption 1.1 and Assumption 1.2,
Algorithm 5 with 8 = c(log(|F||G|KHO™") + erep), has regret

K
3 M (ag,,,) — TV () < O(H\/C’COVKlog(K) log(lnglHK/é))

+ OB [KCeoylog(K)e2, ),
and consequently is CorruptionRobust (Definition 1.2) with parameters

3/2
o= Hﬁ Ceov log(K) and Riskpase (K) = O<\7[? V/Ceoy log(K) log(|]-'|g|HK)>.

Corollary 1.1 (GOLF applied in O2L). Let us suppose that the appropriate assump-
tions for the estimator in Algorithm 4 to have regret bounded by Estser(T,v) =
O(\/HCCOVTlog(CCOV|Mlat|\£13t||<I>|HT)) (Lemma A.1) hold. Then, we can take v ~ K~1/?
and T ~ K*, and the bound Theorem H.I gives an expected risk of € with a number of trajecto-
ries TK = poly(Ceoy, H,log| Miat|, log|®|, log|L1at|) - 1/, improving over the 1/e'* rate of the
universal result (Corollary A.1).

1.2 Proofs for Appendix 1.1.2: Properties of ¢-compressed POMDPs

Lemma I.1 (Change of measure lemma). Forany ¢ € ®, f € [S x A — [0,1]], h € [H], and
mat € [S X [H] = A(A)], we have:

~Tlat

Ey " [f(sn, an)] = E™=°?[[f 0 ¢)(zn, an)]. (72)

Proof of Lemma I.1. Recall that Pg ¢ denotes the law of (x4, s, an)ne[m) in the ¢g-compressed
POMDP when playing policy 71,¢. For clarity, and to differentiate a random variable from its realiza-
tion, in the proofs below we will use upper-case notation such as {Sy, = sp, Ay, = ap, Xp = xp} to
indicate realizations of random variables in the POMDP.
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Let d'*(s,a) = ]3;“‘(5’;1 = s, Ap = a) be the marginalized occupancy measure for in the ¢-

compressed POMDP M >. We write le“od’ = d%’*"s’m“w. The left-hand side in Eq. (72) is equal
to:

]Eglat[f(sh,ah)]: Z dy=(s,a) f(s, a),

s€S,acA
Meanwhile, the right-hand side is equal to:
E;‘;latod)[[fo¢] (zn,an)] Z f(s,a) Z d;’:lat(’(b(x’a).
se€S,acA z:p(z)=5s
So it only remains to show that, for each s € & and a € A, we have cZZ““(s,a) =
D ri(a)= Ld7°%(x,a). Firstly, note that it is enough to show that >0, ...\ d7=? (zy) =
dﬂ'lat(sh) since leat(Sh’ah) = dzla‘(sh)ﬂlat(ah | sh) and th:d’(’ﬂh)zsh d;flat0¢(xh7ah) =

D ib(an)=sn A7 (wp)mac(an | ¢(an)) = miae(an | Sh) D (an) = d7=°?(xp,).  Toward
this, we have:

Z dp? () = Z Z A (@n—1, an—1) s p(@n | Tho1,an—1)

zh:d(zn)=sn Th:p(zh)=8p Th—1,an_1 EX XA
T1at O *
= E dp= % (zh—1,an—1) E Poos.n(@n | Th-1,an-1)
Tp_1,ap_1EXXA Ih,Id)(l‘h):Sh

= Y @t an ) Phan($(zn) = s | @ho1,an1)

Tho1,6h—1€EXXA

At the same time,
JZlat(Sh) _ ﬁglac(sh = s1)
= PP (Xpo1 =T, Apo1 = Q)P (Sh = sp | Xno1 = T, Ay = @)
= Zﬁgl“(th =T, Ap—1 = @) Pghs(d(xn) = sp | Th—1, an-1),

where in the second equality we have used the definition of the observation function sp, = O(x) =
p(xn).

To conclude, it remains to show that for all h, we have:
di=? (zp, ap) = Pl (Xn = zp, Ap = an).

We do this by induction. Again, note that it is sufficient to establish dzl‘*to¢(zh) = ﬁgla‘ (X}, = xp).
The case h = 1 is clear. For the general case, we have:

d;{lato(b(xh) = Z dzmw(xh 1, an—1)Poos (@n | Th—1, an-1)
Tho1,an_1EXXA

= Z ﬁgl“(Xh =xp—1,An—1 = an—1)Pyps(xn | Th-1,an-1)
Th_1,ap-1EXXA

= > Py (X = a1, Apo1 = ap1)

Th_1,ap_1EXXA
DT
X Pret(Xp =z | Xp—1 = 2p—1, Ap—1 = ap—1)

= PJ (X, = ap).
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Lemma 1.2 (Near-markovianity of the ¢-compressed dynamics). For any decoder ¢, base model
M, and policy miat : S x [H] — A(A), we have:

H

H
> E,” {Dﬁ (Mlat,h(Sh, ar), M ,(s1n, al:h))} < ET([Ap(Myar, &) (zny an)]. (73)
h=0 h=0

Furthermore, we also have

H H
Z]E;:lat |:Da (Mlat,h(sh7ah)7Mgzglat(shaah))} S ZEﬂlatO(bHAh(Mlah¢)](mhaah)]' (74)
h=0 h=0

Proof of Lemma 1.2. We begin with the first event. Note that, for any m,¢, the PODMP kernel

M w(Thy She1 = - | S1:, @1:1) can be written as:

A 2 : D

M¢7h(rh; Sh4+1 = | Sl:haal:h) = P¢1at(rhash+l = ‘ xhaahaslzh,alzh)
Th,an€X XA

x ﬁgla‘(xh,ah | S1:5a1:8)

D D
= ) Pl (rhy sh1 = - [ @, an) P (n, an | s1:m, a1:n),
arh,ahEXXA
where we have used M (rp,, Sp+1 = | S1.h, a1:0) = Pglat(rh, Sht1 = - | 81.h,@1.1), the law of total

probability, and that xj,, a;, is a sufficient statistic for 75, and s;,1. We further note that

Pl (rs shar =+ | @ny an) = My 1 (Thy drir (Tng1) = - | Tn, an), (79)

since sp+1 = Opt1(ht1) = dnt1(The1) is @ deterministic function of 41 and 7y, Xp41 ~
M (. an). Thus, for a fixed i and ¢, and omitting the 4 indices on the decoder ¢ for cleanliness,
the expectation in equation Eq. (73) becomes:

~Tlat

]E¢ |:Da (Mlat,h(S}u CLh), Mq;h(rha Sh+1 = | S1:h, al:h))]

< Z ﬁglat(sl:h’al:h) Z ﬁglat(mhva’h | Sl:haal:h)

S1:h,a1:h E(SX AN Th,an
) ~
x Dy (]Vflat,h(shaah)apglat (Thy She1 = - | xh,ah)) (Jensen)

= Z ﬁglat (Slzh; al:h)ﬁglat(‘rh7 ap | S1:h, al:h)

s1:h,a1:0 €(SX A
Th,ap€EX XA

x D (Mlat,h(¢($h),ah)715£1“ (rh, d(Thy1) = - | xhaah))
Z 13(;”“ (h, an) D (Myat($(xn), an), Mgy 1, (Th, d(@ni1) = - | zn, an))

Th,an€EX XA

(Simplifying & Eq. (79))
= Eﬂ—lat0¢ I:Da (Mlat(d)(xh)v a’h)v Mo*bs,h(rhv (b(ajh-‘rl) = ‘ Thy ah))]
(Change of measure (Lemma I.1))

_ Ersod [Dﬁ (Mg (d(2n), an), Pt M 1, (@h, an))], (By definition of ¢pfiMZ )

as desired. Summing over h € [H| we obtain the desired bound. The bound Eq. (74) is a

consequence of Eq. (73) and the data-processing inequality. Namely, using the definition of M;:}TL”“
from Eq. (71) and the joint convexity of the squared Hellinger distance we have:

D (Muatn(- | snyan), M7= (- | snyan))

~Tlat

< B [ DA (Muaen(- | snsan), M | sunsann)) | snsan]- (80)
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Thus, we have

B | DA (Masen (- | snyan), M7 (- | snyan) )|
< B3[BT | D (Masta (- | snsan), Mg (- s avn)) | snan|
— B3 [ D& (Muaen (- | snsan), Mz | sinsann)) |,
as desired. O]
Lemma 1.3 (Simulation lemma). For any latent model M. with Markovian transition kernel

{Piat,h}ne(m), latent policy Tat = S x [H] — A(A), and decoder ¢ € @, we have that for all
f:8xA—[0,1]:

|EMlat77Tlat [f(s}” ah)] — Eglat [f(sha ah)”

< Z Em0? {H [Prat © @], (T, anr) — dny18Pobs  (Thr, ans)
h'<h

W09

and thus for any sequence of policies ﬂi;’t, latent models Ml(;)t, and decoders ¢, we have:

] ) _(t) ~ ()
SO SRS [ F (51, 0)] — g [ (sns an)| (76)

t=1 h=0

T H
< HVTH |33 B0 [[A (ML, )] (24, an)]. 7
h=0

t=1

Proof of Lemma L3. Firstly note that, from Lemma I.1, the left-hand-side of Eq. (75) is equivalent
to

~Tlat

[EMeome [ f(sp,an)] = By " [f (snyan)]| = [EMT f(sn, an)] — M3 [f o ¢ (zn, an)]|
8D
For any m1,¢ : S x [H] = A(A), let dfalit h= thla“m“ denote the occupancy in M ¢, and similarly
for any meps : X x [H] — A(A) let d3p%, (xn, an) = df"*"s’ﬂ"bs (2, ap) denote the occupancy in
M;,. We overload notation by letting d:g:(,f’(s, a) = 3 b(a)=s dgbofh (z,a). We will establish the
stronger result that

[z ) = dgse )| < ST B [P gl an) = 6Pl an)ll ], 82
h'<h

where the tv norm on the left-hand-side is over S x A. Note that this implies the desired bound on
Eq. (81) by Holder’s inequality. We prove this by induction over h. For the base case (h = 0), we
have:

>

d’fal?:t,l (s1,a1) — dmatw(slv ar)

obs
S1,a1

= Z Prato(s1 | 0)miae(as | s1) — Z A% (21, ay)
s1,a1 z1=¢(z1)=51

= > |Pacolst | O)matlar [ s1) = Y Phso(ar | O)mac(an | ¢($1))’
$1,a1 z1=¢(z1)=s1

=3 [Prato(s1 | 0) = 618 P o(s1 | 0)| > miae(as | s1)
S1 ai

= leat,O(Q)) - ¢1ﬂpc:;gs,0(®)utv'
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For the general case, let us further overload notation by letting d;rg’fh(sh) = d:;fh(sh, ap)
and Pog(sn | @n—1,an-1) = G4P%s(sh | Th—1,an-1) = 320, s(un)=sn Fobs(@n | Th—1,an-1).
Let us also abbreviate m := m,¢. Firstly note that it is sufficient to establish the result for

ZS}LES’diTat,h(sh) - d:[fs%h(sh)

, since
S | lnan) = Al lsnean)| = Y0 [dhaenlon) = 5t (sn)|mlan | sn)
Sh,aR ESX.A Sh,apESXA
= 3 | e (sn) = a5 (on)|.
spES

Below, all summations over sy, (resp. zp) with domain unspecified are over S (resp. X'), and likewise
for summations over sy, ap or xp, an. We have:

>

Sh

23

Sh

23

Sh

T p(sn) — dedy (sn)

den(sn)— Y digd (xn)

zh:p(Th)=5h

Z Aot 1 (8h—1,an—1)Prat,n(n | Sh—1,an-1)

Sh—1;ah—1

- ) > dygd (@ne1,an—1) P p(@n | Thor,an—1)

Thip(Th)=Sp Th—1,0h—1

23

Sh

Z ATat.n(8h-15n—1)Prlat n(Sh | Sn—1,an-1)

Sh—1;0h—1

- Z d:t:s%h(xh*hahfl)Po*bs,h(sh | Th—1,an-1)

Th—1,0h—1

23

Sh

Z dlat.n(8h—15n-1)Plat n(Sh | Sn—1,an-1)
Sh—1;0h—1

- Z d:;fh(thhahfl)Plat,h(Sh | ¢(xh-1), an—1)

Lh—1,0h—1

+ Y A (@1, an—1)Puacn(sn | ¢(@n-1),an-1)

Lh—1,0h—1

- Z d:t:s(?h(thl’ahfl)Po*bs,h(Sh | Th—1,an-1)

Th—1,0h—1

< Z Alat,n(Sh—1,an-1) — Z dgbofh(fvh—l,ah—ﬂ Zplat,h(Sh | Sh—1,an-1)

Sh—1,ah—1 Th—1:P(Th—1)=Sh—1 Sh

Y1 Y e @no1an—1) (Pt © @) (sh | #ho1,an-1) = Pog p(sn | oh-1,an-1))

Sh |Th—1;Qh—1

< e () = did 1 (6710

tv
+ > At (a1, an1) Y |(Plaes © 0)(sn | Th-1,an-1) = Poop(sn | on-1,an-1)
Th—1,0h—1 Sh

<

AT 1 () —dogd 1 (671())

Lt E™? [H [Prat,h © Ol(Th—1, an-1) — ¢§Pops p(Th-1, ah—l)Htv} :
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From which it follows that, for each h, we have:

Tatn () — dgtffh H EWO¢|:H[P1at 0 @ly/ (Thryanr) — Gy 18Pops o (Thr s anr)

o)
o)

O

< Z EWO¢ [H[Plat o¢]h/(xh’7ah’) ¢h/+1ﬁ obs, h’(xh’ ah’)
h'€[H]

L3 Proofs for Appendix I.1.3: Risk Bound Under CorruptionRobustness (Theorem H.1)

Theorem H.1 (Risk bound for O2L under self-predictive estimation and CorruptionRobustness).
Assume REPse15,0pt Satisfies Assumption A.1 with parameter v > 0 and that M4 is realizable (i.e.
MY, € Maat). Furthermore, let ALG1,t be CorruptionRobust (Definition 1.2) with parameter .
Then, O2L (Algorithm 1) with inputs T, K, ®, ALG1,t, and REPge1.0pt has expected risk

. . K _
E[Riskeps(TK)] < ¢1 - Riskpase(K) + coy - ?Estself;opt(T, v) + 3y L. (a2 + H) (66)

for absolute constants c1,ca,c3 > 0.

Proof of Theorem H.1. Letus write 7jor " = 7%, and, for any ¢,k € [T] x [K + 1], 7,0 ==
ﬂ{g "o ™. Let p&k) denote the distributions of played policies wébs induced by the interaction
of ALG1,¢ and REPge,0pt inside the O2L algorithm. Let us write the online sum of self-prediction
errors as

T K+1 H

rep Z Z Z E (t k) ~op(t:k) E™ cbs [D2 ([Ml(att) © (ZS(t)]h(l’hv ah)v (b;:ja obs, h(‘rh’ ah))] (83)

t=1 k=1 h=0

Since the final output policy of O2L satisfies %1at = Unif(7(L, ..., 7)) (Line 12), we have
E[Riskeps(TK)] Z E [J abs Mg, (Aéﬁ)s)}

We take the following decomposition on the r1sk

~ (t) (t) (t)
TMabs (720) = JMebs (R)) = TM (g ) — M2 (o) + TV (o) — TV (R,

lat lat

A¢
JMlat 7)) — JMabs 7L, (84)

S

Bt

We will show that E[Zle At] < TRegyuse(K) + aVT Elerep] and that E{Zz;l Bt} <

~

VT H Eeep), then return to the first term .J i (mary,) — gL (7)) at the end of the proof.

lat

To bound E {Zthl At} , we note that

T
D E[A] < c1TRiskpase(K)+
t=1
T K H (85 N
T1at (t) *
« ;E kz_:l hZ_IJEﬂ_l(:t,k) (t k) E¢(1) |:D (Mlat h(Sh, ah), M¢><t>,h(51¢h’ al;h))}

E

M=

(t,k) t +
< ¢1TRiskpase (K) + Ewl(tt,k)Np&,k) Emai 06 H (M( ) , 6] (zh, ah)]

-

>
Il

1

=] T-
] >
M=

< ClTRiSkbase(K) + Oz\/TE E 0 e ET °b5 [[Ah(Ml(;>t7 (]5(’5))](1'}1,04}1)]

7chs pcbs

A

< c1TRiskpase (K) + a\/fIE[erep].

~
Il
-
=~
Il
-
>
Il

1
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where the first line follows from the CorruptionRobust definition (Definition 1.2), the second line
follows from Lemma 1.2, the third line follows by Cauchy-Schwartz, and the last line recalls the
definition of €, from Eq. (83).

®
For the term 23:1 By, for any 7, : S X [H] — A(A) we let Qflit(t) b= hMlat Qfal"’tt(t)’hﬂ be the
Q™= function of the latent MDP M,?,. Note that
L =~(t) § 4 (t) (t)
Z{ Misd (7)) — BT {[ v © 01 (1, al)} } (85)
t=1
£l MO 7® (1) 7B o) 7(® (t)
= SEMRALQTG (s1,a1)| — B [[Q7 0 9 (w1, 00)
t=1
L 00
< S TERU[||[PY 0 6V)o(0) — 608 PE, L (0)]),,] (by Lemma 1.3)
t=1
LA (t) (t)
< Z Z co? H (t) © (b(t)] (xhv ah) - (b;tll obs, h(m}“ ah)”tv]

IA
ﬁ
| 7

Erep) (by Cauchy-Schwartz)

so it is enough to bound

T
()O (t) ) .
Z{ ¢ [ Irtm 0 ¢ (3717611)} — JM(,bs(WéE)S)}.

t=1

Fix t and h, whose indexing we omit below for cleanliness. Note that, for any 714 : S X[H| — A(A),

we have:
T1atOP Tat Mo T1atOP [ AT 1at 2
B | ([Q73 o oy (ansan) = T, QT © @y (@nsan) (36)
< 2RE™0? [([Tlat o @l), — ipan) (Ths ah)} (87)

2
+ 2™ |:(EPlat’h(¢(a:h),ah) |:Q;_Talit)h+1('7 7T1at):| —Ep;,  @nan) [[QTar 0 ¢,y () 7T1at)]) }

(83)
< 2E’”“O¢[([T1at 0 @]y, — Thsn) (@nyan) + || Pratn(6(n), an) — dnr18Pib h<xh’ah)H2 }

(39)
< 4EMao® [DH (M1at w(On(xh), an), dny1BM h(xh,ah))] 0)

where the final line follows from two applications of the data-processing inequality (since
Matn(Thy e | @n(zn),an) = Riaen(rn | ¢n(zn),an)Platn(snt1 | ¢n(zn),an) and
Ot 1E Mg (Phy Sna1 | @hyan) = Rigg (P | ©nyan)oni18Pihs p(shi1 | @n,an)) as well as
the bound ||p — q||tv < D (p,q). Summing this over ¢, h and using a standard decomposition for
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regret (Lemma C.6) gives:

T
‘n'(t)o (t) Tat * o~ (t
}j{E s @Q¢%0¢~}uman}—Jme$g}

t=1

T H
A(t) (t) ﬂ. M aﬂ(f)o¢(t) 7":()
ZZ ¢[lﬁwmmm%nmm Q7% 0 s (wn, an)

(Lemma C.6)

=~(t)

H 2
~() 7 M op(t)
SVTH, | DY JERwed? [( Zrt'?i 0 6Ol (wn, an) = T+ "o 0 QT 0 6] (an, ah)) ]

T H
/ 7P opt) t t
< VATH ZZE o {Da([ 1(a)th°¢( )}(xhaah) Gl M h(xhaah)ﬂ

(By Eq. (90))

Returning to the decomposition of Eq. (84) and combining everything gives:

T
. 1 M MW 1 — S
E[Rlskobs] S T{;E{J lat (Ter*at) — JMat ( ]‘/[1(;:)):| } + T<o¢ T—|—4 TH) E[5rep]
+ ¢1 - Riskpase(K)
-1
: 2 L VTH
< {ZE{ _ M ( Mfi)) —i—’ysrep}} T (a\F+4 )

+ ¢1 - Riskpase(K)
2K —1(,2 :
S ’Y?Estself;opt(T, ’}/) —+ 2’7 (Oé —+ 16H) +c1- RlSkbase(K),

where the second inequality follows by AM-GM applied to the middle term and the third
inequality follows from: i) Jensen’s inequality, ii) Assumption A.l applied to the distributions

Py = & S, pls, i) the bound K +1 < 2K, and iv) the inequality (z+3)? < 2(z®+y?). O

1.4 Proofs for Appendix I.1.4: Examples of CorruptionRobust Algorithms

Theorem 1.1 (Latent GOLF is CorruptionRobust). Under Assumption 1.1 and Assumption 1.2,
Algorithm 5 with 8 = c(log(|F||G|KH6™") + €rep), has regret

K

3 TMt (g, ) — TV () < O(H\/CcovKlog(K) log(lnglHK/é))
k=1

+0 (H3/2 \/KCCOV log(K)e rep)

and consequently is CorruptionRobust (Definition 1.2) with parameters

H3/? ) H
o= Wi Ceov 10g(K') and Riskpase (K) = O (\/E V/Ceov log(K) log (| F| |Q|HK)> .
Proof of Theorem I.1. Recall that the agent is observing data from the ¢- compressed POMDP
M}, and thus the datasets are of the form D} = Dy}, = {¢(x},), a}”, (3, 1) }i=. For any

T1at € Iy, we define
’rﬁla[f(sh’ah) = r¢ i (sh,an) + E, P (s, ah)[f(sl)],
where r;?;; and P7rlat are the policy-dependent Markov operators defined in Eq. (67) and Eq. (69).

As a consequence, we observe the following misspecification guarantee for 71¢.
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Lemma 1.4 (Misspecification guarantee for 714t ).

K H __w 2
~ (k)
WS x A0 SN E | (Taflona) T Jona) | < 0k
k=1h=1
Proof of Lemma 1.4. Follows from Assumption 1.2 and the definitions of ﬁ“;k) and Tia¢ 5. O

We begin with the following lemmas, which will be proved in the sequel.

Lemma L5 (Optimism). For the choice of B in Theorem I.1, with probability at least 1 — 6, we have
that for all k € [K]:

Qi € F®.

Lemma 1.6 (Small in-sample squared Bellman errors). With probability at least 1 — §, we have that
forallk € [K], h € [H], and f € F™®:

k=l o : 2
~T ~ (i)
) [(ﬂsh,ah) T3 Flonan)) } < 0(9).
i=1
(k)
Let us write mirs == m* o ¢. Let us introduce the shorthand d<bs h= Zk ! dogt: n» Where d7  is

the occupancy for M7 ., and also the burn-in time

obs>

kn(z,a) = mln{k ngb(s)h (z,a) > Ccovu;‘b(a:,a)}.

=1

Let us recall, from the analysis of [XFBJK23], that for any h € [H] and f : § x A — [0, 1] we have

K
STE™ [ (sny an)I{k < kn(sn.an)}] < 2Ccon, ©1)
k=1
as well as
)
ifZ (G (@l k 2 k(@ 0} e e, o)
h=1k=1 s,a (1;%)(a7a(l> B

https://doi.org/10.52202/079017-4228 133080



() ,
EMee™ £ 0) (s, an) — Traef ™ (sh, an)]

M=
M=

Z JMla\‘. lat JMlat (,ﬂ(k)) <

ES
Il

—
i
-

(Optimism (Lemma 1.5))

()
Ey [f™(sn,an) — Tiat f™ (s, an)] + H3/2\/K5?ep

(Simulation Lemma Lemma 1.3)

E™ 00 ([(f® = Tiac /D) 0 8] (wn, an)] + HY? [ Ke2,

(Change of measure Lemma I.1)

] =
M=

S
Il
-
>
Il
-

I
M=
M=

=~
I
-
>
Il
-

E™ O [(F9 — Tiaef©) 0 6] (zn, an)I{k > rn(zn, an)}]

M=
M:

~
Il
—
>
Il
—

[\]

HCeo, + HY 2\/@ (Burn-in time Eq. (91))

M=
Mm

7 Fog |:|:(f(lc) 7~;7T’<lk>f(k>) o (b} (xn, an)l{k > kp(xp, ah)}}

=~
Il
_
>
Il
-

K H v
+ZZE <k)o¢H (k)f(k-) _ﬂat,hf<k)) o(ﬂ ($h’ah)}

k=1h=1

(1)

+2HCooy + H??\ [ Ke2,

Note that, by change of measure (Lemma I.1) and the misspecification guarantee (Lemma 1.4), the
second term is bounded by:

ZZEZW[ Ton 1 = Tiaenf©)(snan)| < /K Hel.

k=1h=1
Turning to the first term, we have:

H K
Z Z EWQE:S) |:|:(f(k) (k)f(k)) (b:| (Ih, ah)H{k > :‘Qh(Ih, ah)}:| (93)
h=1k=1
H K obs H K _
< JZZZ il S JZZ | (00 = T30 1) 06) (anon)
h=1k=1 z,a h ’ h=1k=1
94

H K
< VHC¢o log(K) Z ZEd(k,) [( fo — ﬁf;k)f(k)) ° (;5)2(:10;17“’1)}

obs
=1k=1

>

(coverability potential Eq. (92))

k—1

H K
HCo log(K) Z Z

=1k=11i=1

~ (i) 2
E |:(f(k) 5h7ah) ¢ﬂ;}(1k)f(k)(5h’ah)) :|
(change of measure, Lemma I.1)

< O(H CcovKlog(K)B>, (95)

>
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where we have used that, from Lemma 1.6, we have:
H K k-1

SOSSE | (1) - T 1 )| < 0018)

h=1k=1 i=1
This gives an upper bound on the regret of

K
S M (mag,,) — M () < O H/Cooy K og(K)5 + H?, [ el
( VK.

Using that 5 = O (log(W) + €rep) and simplifying gives

K

> T (g )= T (1) < O H/Cooy K 10g(K) log(IFI9THE]3) ) +O (H*2 [ K Cor 10(K )%y ),
k=1

as desired. It only remains to establish the concentrations results.
Concentration analysis. We establish the concentration results of Lemma .5 and Lemma 1.6.

Proof of Lemma 1.6. Let
. 2 ~ (k) 2
Xy(h, f) = (fh(sﬁf),aﬁf)) T, o — fh+1(5§f4)r1)) - (7;5 fn(s Zk)aaﬁ}) (k) fh+1(5h+1)) :

Let §p.n = {s{”,ai”, r{", ..., s, a%), ) }F_|. Note that

E[r” + frea(sh00) | Sen) = E[ry” + fasa(siy) [ 7]
= B[E[rf + fara(si0) | 517, af, 7] | 7]
= E[T7" f(si2 . a) | 7]

)
=E; [T fsnsan)].
and thus that
o (®) ~ 2
E[Xk (R, f) | Skn) = Eq [(fh(Sh,ah) =T fh(sh,ah)) ]

Next, note that

Var(Xx(h ) | §a) < E[(Xu(h, £))? | e

(k) (k) 7 () ® )2
< 16E | (flsisai”) = T3 fulsial)) | S

=16 E[Xy(h, f) | Sk,nl-
By Freedman’s inequality (Lemma C.2, Lemma C.3), we have that with probability at least 1 — §:

D Xelh, f) =D EIXe(h, f) | Fen]

t<k t<k

<0 \/log(l/é) > E[Xi(h, f) | Fen] +log(1/6)

t<k

Taking a union bound over [K] x [H] x F, we have that for all k&, h, f, with probability at least 1 — §:

- (h 2

Sk )= B |(faloan) = T3 snean)| 96)

t<k t<k

(k) ~ 2
<O LZ]E¢ [(fh(shaah) -T7 fh(Sh,ah)> ] +¢, o7
t<k
where ¢ = log(|F|HK/§). We now show that

> Xi(h, fP) < B+ Oerep +1) = O(B), (98)

t<k
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which will imply, from Eq. (96), that

S| (utonan) = T3 fulonan)) | < 048 = 009)

t<k
as desired. To see Eq. (98), let
[OYROENO! <t> k) (0 (k) (o) (1) () (k) () 2
— s
Ay = Z(ﬂat o (sysap’) — = fra(s h+1)) (T o (sysay’) =1y’ = fria(s h+1))
t<k
and then note that:

©) 2
SOXilh 1) = SO ) = i = i s00) = (T 050 a0) =i = S (i) )

t<k t<k

2
= U =1 = A )

t<k
2
—Z Ty (s ai)) = 1) = Fila (siy))” + A
t<k
2
< Z( ;j”(s?,aﬁf)) (t) fl(zlil( ;;>+1))
t<k
] 2
- Helg (9(si”sai”) =i = £ifa (sih))” + Dk
InETR L
< B+ Ag.

where the second-to-last line follows from 71,:F C G and the last line follows from the definition of
the confidence set. It remains to show that A, < O(eep + ¢), which we do via a similar concentration
argument. Namely, let

2 [ 2
Yilho£) = (Tacfulof?saf?) =i = S 60)) = (T Sl af?) =130 = i (s5)

and note that, as before,

a® ~ 2
E[Y;(h, f) | St,n] = Ey [(ﬂatfh(sh,ah) =Ty fh(shaah)) ],

and
Var[Yi(h, f) | en] < 16E[Yi(h, f) | Senl,

by the same calculation as earlier. Thus, by Freedman’s inequality and a union bound, we have that,
with probability at least 1 — 4,

ZYt(ha = Zﬁg(k) |:(71atfh(3haah) - 7~?¢>ﬂ<k) fh(Sh,ah))Z} | 99)
t<k t<k
<0 <\/LZIEZ(M [(ﬂatfh(sh, an) = 77 fu(sn, ah))2] + L>7 (100)
t<k

where ¢ = log(|F|H K/J). Recalling the misspecification assumption Lemma 1.4, this implies that

Z Yt(h, f) < O(Erep + L)>

t<k
for all h, f, k, with high probability. Applying this to f = f* concludes the result. O
Proof of Lemma L.5. We use similar arguments to the preceding lemma. Let Q7. ,, = @}y, - The

aim is to show that, for all h € [H], k € [K], g € G, we have:

2
Z(g(sﬁf),aﬁ’) (t) — QT h+1(8h+1)) (Qlat n(s ;f)va;f)) (t) — Qfat h(sgzt:q)) > —p,

t<k
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from which the conclusion will follow. We show that

2 ~—n(t) 2
> (o120 a8) = 11 = Qhaea (5500))* = (757 Qaen (s, ) = 71 = Qiaea(sihn)) = —B/2,

t<k

=Wy (h,g)
(101)
and also that

~ (1) 2 2
Z(ﬁsﬂ Q?L(at,h(sg)>a;;)) (t) Qlath(sgrl)) _<Qfat,h(sﬁ)aa;f)) (t) Qlath(sh+1)) > —f3/2.

t<k

=V (h)
(102)

For Eq. (101), note that

) 0 2
BOVi(h9) | Fisl =B, |(snlonman) = T3 Qhacaloman)) | 109

and that Var[Wy(h, g) | Fi.n] < 16 E[Wy(h, g) | Fi.n]. By Freedman, this gives

S Wilhog) = S EWih,g) | Fen)

t<k t<k

<O\ [0 EWilh,g) | Finl +1

t<k

EW:(h,g) | Fenl +O(),

l\D\»i

or in other words

> Wilh,g) > ZH«:Wt h,g) | §en] = O() =2 =0(),

t<k f<k

using the non-negativity of Eq. (103). For Eq. (102), note that

o ® N ~ 2
BV | §url = B | (FousQaun = T30 Qi) | 2 e (109

) .
and that Var[V;(h) | §¢,n] < 16E,, [(ﬂat,h@fat,h ﬂ( )Qlat h) } By Freedman, this gives

> Vi(h) = > EVi(h) | Fenl (105)
t<k t<k
~7r( ) 2
( ' YOE; {(TlatQ;at,hH(sh,ah) T Qs (5nsan) ) } + L> (106)
t<k
= Oerep + 1), (107)
or in other words
D Vi(h) = D EVi(h) | Fin) — Olerep + 1) > —Oerep + 1),
t<k t<k
where we have used Eq. (104).
O
O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: All results in this paper are of a theoretical nature, and the stated contributions in the
abstract and introduction are given in a precise, formal language.

Guidelines:

» The answer NA means that the abstract and introduction do not include the claims made in the
paper.

* The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: All results in this paper are of a theoretical nature — we precisely state the conditions
under which our results hold.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [Yes]

Justification: Each theoretical result is stated with all necessary assumptions and is accompanied
by complete (and correct) proofs.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
* All assumptions should be clearly stated or referenced in the statement of any theorems.

» The proofs can either appear in the main paper or the supplemental material, but if they appear
in the supplemental material, the authors are encouraged to provide a short proof sketch to
provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and/or conclusions of the
paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

» If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

» Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate the
results, access to a hosted model (e.g., in the case of a large language model), releasing of a
model checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either
be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [NA|

Justification: The paper does not include experiments requiring code.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

» While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

* The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of
errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of Etichs.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

10. Broader Impacts

https://doi.org/10.52202/079017-4228 133088


https://neurips.cc/public/EthicsGuidelines

Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [NA]

Justification: This is a primarily theoretical work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to par-
ticular applications, let alone deployments. However, if there is a direct path to any negative
applications, the authors should point it out. For example, it is legitimate to point out that
an improvement in the quality of generative models could be used to generate deepfakes for
disinformation. On the other hand, it is not needed to point out that a generic algorithm for
optimizing neural networks could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for
monitoring misuse, mechanisms to monitor how a system learns from feedback over time,
improving the efficiency and accessibility of ML).

. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators,
or scraped datasets)?

Answer: [NA|

Justification: This is a purely theoretical work, and as such poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere
to usage guidelines or restrictions to access the model or implementing safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [NA]

Justification: The paper does not use existing assets.
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Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

» If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA|

Justification: The paper does not release new assets.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create
an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA|
Justification: The paper does not involve crowdsouring nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Including this information in the supplemental material is fine, but if the main contribution of
the paper involves human subjects, then as much detail as possible should be included in the
main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-
jects
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Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?

Answer: [NA|
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

» The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly
state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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