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Abstract

We consider regret minimization in low-rank MDPs with fixed transition and
adversarial losses. Previous work has investigated this problem under either full-
information loss feedback with unknown transitions (Zhao et al., 2024), or bandit
loss feedback with known transition (Foster et al., [2022). First, we improve the
poly(d, A, H)T"/* regret bound of |Zhao et al.|(2024) to poly(d, A, H)T"/* for the
full-information unknown transition setting, where d is the rank of the transitions,
A is the number of actions, H is the horizon length, and 7T is the number of
episodes. Next, we initiate the study on the setting with bandit loss feedback and
unknown transitions. Assuming that the loss has a linear structure, we propose
both model-based and model-free algorithms achieving poly(d, A, H )T2/ % regret,
though they are computationally inefficient. We also propose oracle-efficient model-
free algorithms with poly(d, A, H )T4/ ® regret. We show that the linear structure
is necessary for the bandit case—without structure on the reward function, the
regret has to scale polynomially with the number of states. This is contrary to the
full-information case (Zhao et al.,|2024), where the regret can be independent of
the number of states even for unstructured reward function.

1 Introduction

We study online reinforcement learning (RL) in low-rank Markov Decision Processes (MDPs). Low-
rank MDPs is a class of MDPs where the transition probability can be decomposed as an inner product
between two low-dimensional features, i.e., P(z' | z,a) = ¢*(z,a)"u* ("), where P(2' | z,a) is
the probability of transitioning to state 2" when the learner takes action « on state x, and ¢*, p* are
two feature mappings. The ground truth features ¢* and p* are unknown to the learner. This setting
has recently caught theoretical attention due to its simplicity and expressiveness (Agarwal et al.,
2020; Uehara et al.| 2021; Zhang et al.|[2022a}; |Cheng et al., 2023 Modi et al.| 2024; Zhang et al.|
2022b; Mhammedi et al., [2024a; |Huang et al., 2023)). In particular, since the learner does not know
the features, it is necessary for the learner to perform feature learning (or representation learning)
to approximate them. This allows low-rank MDPs to model the additional difficulty not present in
traditional linear function approximation schemes where the features are given, such as in linear
MDPs (Jin et al.l 2020b)) and in linear mixture MDPs (Ayoub et al., [2020). Since feature learning
is an indispensable part of modern deep RL pipelines, low-rank MDP is a model that is closer to
practice than traditional linear function approximation.

*The authors are listed in alphabetical order.
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Table 1: Comparison of adversarial low-rank MDP algorithms. O here hides factors of order
poly(d, |A],log T, log |®||T|). |Algorithm 5|assumes access to ¢(x, a) for any (¢, z,a) € x X x A,
while other algorithms only require access to ¢(x, a) for any (¢, a) € ® x A on visited .

Feedback Algorithm Algorithm type Regret Efficiency Loss
Zhao et al.|(2024) Model-based O(T*) Oracle-efficient Arbitrary
Full-info Algorithm 1 Model-based O(T™?) Oracle-efficient Arbitrary
Lower Bound QGH/|AIT) Arbitrary
- 2 . Linear loss
Algorithm 2 Model-based O(T™?) Inefficient Unknown loss feature
B 2/: . Linear loss
Algorithm 5 Model-free o(T7) Inefficient Unknown loss feature
Bandit Algorithm 3 45 . Linear loss
(for obTivious adversary) Model-free o(T") Oracle-efficient Unknown loss feature
Algorithm 4 45 . Linear loss
(for adaptive adversary) Model-free oT™”) Oracle-efficient Known loss feature
Lower Bound QH/I|X|AIT) Arbitrary

https://doi.org/10.52202/079017-4279

Most prior theoretical work on low-rank MDPs focuses on reward-free learning; this is a setting where
instead of focusing on a particular reward function, the goal is to learn a model for the transitions
(or, in the model-free setting, a small set of policies with good state cover), that enables policy
optimization for any downstream reward functions. While this is a reasonable setup in some cases, in
other applications, the learner can only obtain loss information from interactions with the environment,
and only observes the loss on the state-actions that have been visited (i.e., bandit feedback). This
introduces additional challenges to the learner.

Furthermore, in many online learning scenarios, the loss function may change over time, reflecting
the non-stationary nature of the environment or task switches (Padakandla et al., |2020). This could
be modeled by the adversarial MDP setting, where the loss function changes arbitrarily from one
episode to the next, and the changes might even depend on the behavior of the learner. This setting
is also extensively studied, but mostly restricted to tabular MDPs (Rosenberg and Mansour, 2019
Jin et al., |2020a; |Shani et al., |2020; |[Luo et al., 2021)) or traditional linear function approximation
schemes (Cai et al., 20205 [Luo et al., [2021; [He et al., 2022; [Zhao et al., [2022; Sherman et al.,[2023b;
Dai et al., [2023} |Liu et al., 2023). The work by [Zhao et al.|(2024)) initiated the study on adversarial
MDPs in low-rank MDPs, but their work is restricted to full-information loss feedback.

When feature learning, bandit feedback, and adversarial losses are combined, the problem becomes
highly challenging, and to the best of our knowledge their are no provably efficient algorithms to
tackle this setting. In this work, we provide the first result for this combination. We hope that
our result would bring new ideas to RL in practice, where all three elements are usually present
simultaneously. We give several main results, targeting at either tighter regret (i.e., the performance
gap between the optimal policy and the learner) or computational efficiency, as summarized in[Table 1]
Below we give a brief introduction for each of them. A more thorough related work review is in

[Appendix Al

« T°-regret algorithm under full-information feedback . This setting is studied
by the only prior work in adversarial low-rank MDPs (Zhao et al.||2024), and we greatly improve
their 7°/° regret bound to 77/ Our algorithm begins with a model-based initial exploration phase
to estimate the transition. It then performs policy optimization where the critic is the () value
induced by the estimated transition and the full information loss.

« T°-regret model-based/model-free inefficient algorithm under bandit feedback
[Algorithm 5). [Algorithm 2|starts with a model-based initial exploration phase to learn an estimated
transition, and then runs exponential weights over policy space for regret minimization in the
second phase. To tackle bandit feedback, we construct a novel loss estimator that leverages the
structure of low-rank MDP to perform accurate off-policy evaluation. starts with a
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different exploration phase, where it calls VoX (Mhammedi et al.,|[2023)) to learn a policy cover;
VoX is a model-free, reward-free exploration algorithm. After this initial exploratory phase, the
algorithm also applies exponential weights and utilizes the same loss estimator as in
However, due to its model-free nature, certain components of the estimator cannot be directly
accessed and must be derived through specific optimizations.

o T'/>-regret model-free oracle-efficient algorithm under bandit feedback (Algorithm 3| Algo]
[rithm 4). |[Algorithm 3|also starts with the model-free exploration algorithm VoX (Mhammedi
et al., 2023)) to learn a policy cover. After that, the algorithm operates in epochs; during epoch k,
the algorithm commits to a fixed mixture of policies. This mixture consists of certain exploratory
policies (based on the policy cover from the initial phase) and a policy computed using an online
learning algorithm based on estimated ()-functions from previous epochs (these serve as loss
functions). deals with the much more challenging setting of an adaptive adversary
with bandit feedback. Here, we make the additional assumption that the loss feature, which may
be different from the feature of the low-rank decomposition, is given. The algorithm is similar to

with key differences outlined in

2 Preliminaries

We study the episodic online reinforcement learning setting with horizon H. We consider an MDP
M = (X, A, Pl.y), where X represents a countable (possibly infinite) state spaceﬂ A is a finite
action space, and Py : X x A - A(X) denotes the transition kernel from layer h to h + 1. We
assume that the initial state x € & is fixed for simplicity without loss of generality. For any policy
7 : X = A(A) and arbitrary set of transition kernels { Py} pe[#], we let PP denote the law over
(x1,a1,...,zH,ay) induced by the process of setting «; = x1, sampling a; ~ 71 (- | 1), then for
h=2,....,H,xp~Py1(-|xp_1,an_1) and aj, ~ 7, (- | 1,). We let EP™ denote the corresponding
expectations. Further, we let df‘“(:z:) = PP7[x;, = 2] denote the occupancy of x € X. We also
let df’”(m,a) = PP [x), = 2, ay = a]. Further, we let E™ = EP"7 P™ = PP"7 and df = df*’”.
We use 7 op, 7’ to denote a policy that follows 7y (- | -) for k < h and 7} (- | -) for k > h. Similarly,
mop, ' oy w"" denotes a policy that follows 7y, for k < h, 7}, for h < k < h’" and 7}/ for k > h'.

We consider a learner interacting with the MDP M for T episodes with adversarial loss functions.
Before the game starts, an oblivious adversary chooses the loss functions for all episodes (¢}, :
X x A - [0,1])L,. For each episode t € [T'], the learner starts at state 2! = 1, then for each step
h € [H] within episode t, the learner observes state !, € X}, chooses an action a}, € A, then suffers
loss ¢} (x!,al)). The state @}, , | at the next step is drawn from transition P (- | «}, a},). We consider
bandit feedback setting where the learner could only observe the losses £} (z!,at), ..., t5 (zt;, aly)
at the visited state-action pairs.

We let IT := {7 : X - A(.A)} denote the set of Markovian policies. For policy 7 € II, loss ¢ and

transition kernels P;.r7, we denote by ) 5 " (+,;£) the state-action value function (a.k.a. Q-function)
at step h € [ H] with respect to the transitions Py.r and loss ¢; that is

H

Qf’”(m,a;é) =EPT |:Z ly(x!,al) |z = 2,a = a] , (1)
s=h

forall (z,a) € X x A. We let Vhp’”(x; 0) = maXge4 Qf’”(am a; ¢) be the corresponding state value

function at layer h. Further, we write Q7 (-, () = 5’”(-,;6) and V7 (5 4) = VELT (0.

For all of our algorithms except for[Algorithm 4] we aim to construct (possibly randomized) policies
{mt }er] that ensure a sublinear pseudo-regret with respect to the best-fixed policy; that is,

T, T
Reg, = milrllRegT(ﬂ') where Regp(7)=E [Z |ANCTHAEDY Vf’(xl;ét)] N ¢))
TE t=1 t=1

ForffAlgorithm 4] we bound the standard regret

T o, T
Reg; = ZV{T (J:l;Zt) —minZVfr(xl;Et) 3)
t=1 mell t=1

*We assume that X’ is countable only to simplify the presentation. Our results can easily be extended to a
continuous state space with an appropriate measure-theoretic treatment (see e.g. Mhammedi et al.| (2023)).
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with high probability. This allows it to handle adaptive adversary.

Throughout, we will assume that the MDP M is low-rank with unknown feature maps ¢;, and p} .

Assumption 2.1 (Low-Rank MDP). There exist (unknown) features maps ¢y, : X x A - R? and
Wyt X = R such that for all h € [H — 1] and (v,a,2") € X x Ax X:

P[mh-ﬂ =z | Tp =T,an = Cl] = ¢},;(x7a)T:u;+1(x,)' “)
Furthermore, for all h € [H], the feature maps ju;, and ¢j, are such that sup, ,yexxa |95 (7,a)| <1
and | Lpexe 9() - i, (2)]| <V, for all g: X — [0, 1],

Loss function under bandit feedback. For bandit feedback setting, we make the following
additional linear assumption on the losses; in the sequel, we will argue that this is necessary to avoid a
sample complexity scaling with the number of states. This linear loss assumption also appears in|Ren
et al.[(2022)); Zhang et al.[(2022a)) for stochastic low-rank MDPs. Note that for the full-information
feedback setting, such an assumption is not required.

Assumption 2.2 (Loss Representation). For any t € [T] and layer h, there is a vector g}, € B4(1)
such that the loss % (z,a) at round t satisfies:

V(z,a) e X x A, fz(x,a) = gb;*L(x,a)ng. %)

We note that there is no loss of generality in assuming that the losses are expressed using the same
features ¢],; as the low-rank structure in (@). This is because if the losses have different features, we
can simply combine these features with the low-rank features, and redefine ¢* accordingly. For the
bulk of our results (and as stated in the prequel), we will assume that the losses {//, (-,-)} he[ H],te[T]

(or equivalently { gfb}h,e[ H],te[7] under [Assumption 2.2) are chosen by an aversary before the start

of the game (i.e. oblvious adversary). In | we will present a model-free, oracle-efficient
algorithm for an adaptive adversary.

Function approximation. So far,|[Assumption 2.1|and [Assumption 2.2|are in line with assumptions
made in the linear MDP setting (Jin et al., 2020b). However, unlike in linear MDPs, we do not
assume that the feature maps ¢7,;; are known. To facilitate representation learning and ultimately a
sublinear regret, we need to make realizability assumptions. In particular, in the model-free setting,
we assume we have a function class ¢ that contains the true features ¢7, ;. In the model-based setting,
we additionally assume access to a function class T that contains the feature maps ], Hﬂ We will
formalize these assumptions in their corresponding sections in the sequel.

Other notation. For ¢ : IT - R%, we define John (v, II) as a distribution x € A(II) such that
H1/1(7r)\|é,1 < d for all 7 ¢ II, where G = ¥ ey () -¢(m)tp(m)". This is the standard John’s
exploration or G-optimal design, which always exists.

3 Model-based Algorithms for Adversarial Low-rank MDPs

In this section, we discuss adversarial low-rank MDPs under model-based assumption. The model-
based assumption is formalized in the [Assumption 3.1|below. This assumption is standard which also
appears in prior works on model-based learning in low-rank MDPs (Agarwal et al.,|2020; [Uehara
et al.| 20215 Zhang et al.| 2022a;|Cheng et al.| [2023; Zhao et al., [2024).

Assumption 3.1 (Model-based assumption). The learner has access to two model spaces © and
Y such that ¢* € ® and p* € Y. Moreover, for any ¢ € ®, u € Y, and h € [2.. H], we have
SUP (g ayerrxa | On-1(2,0) | <1 Lorex Sn1(2,0) un(a”) = Land | Lpex 9(2) - pn(2) | < Vd, for
allg: X - [0,1].

3.1 Adversarial Low-rank MDPs with Full Information

We first discuss learning adversarial low-rank MDPs with full information and model-based assump-
tion. This setting aligns with Zhao et al|(2024), and our [Algorithm | successfully improves their
regret from 7°/° to T/,

3The setting where we assume access to function classes that realize both @3, and u3. is called model-based
because it allows one to model the transition probabilities, thanks to the low-rank structure in (@).
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Algorithm 1 Model-Based Algorithm for Full-Information Feedback

I: Letn = 5=, e = (Hd?A|(d? + |A))3T 5, and Ty = O(e 2H3d?| A|(d? + ] A])). Let 7' be a
uniform policy.
2: Run (Cheng et al., 2023 Algorithm 1) for T episodes and get outputs ¢ € ¢, 1€ T.

3: Define transitions Pj.py_1 as

?h(z' |z,a) = qgh(z,a)TﬂhH(x'), V(z,a,2") e X x Ax X.

4: fort=Ty+ 1,175 +2,...,T do
Execute policy 7" and observe trajectory (1.7, a1.7) and full information loss ¢*.
6: Update policy for all h e [H]:

w

#(a | ) o exp(—ni@;(x,a)) where Q) (z.a) = Q" (z,a: ),

i=1

7: end for

As argued in|Zhao et al.|(2024), the challenge of learning adversarial low-rank MDPs lies in the need
for balancing exploration and exploitation both in representation learning and policy optimization
over adversarial losses. To tackle this doubled exploration and exploitation challenge, the algorithm
of Zhao et al.|(2024)) performs simultaneous representation learning and policy optimization. With a
closer look at their analysis, we find that there is a drawback of this approach: because their algorithm
handles the two tasks at the same time, it spends less exploration for representation learning in the
early phase of the algorithm. This results in larger error in the estimated Q-values (i.e., critic) fed to
policy optimization, and worsens the overall regret.

To address this issue, we design[Algorithm T|as a simple two-phase algorithm that separates represen-
tation learning and policy optimization. In the first phase, following |Cheng et al.|(2023), we perform
optimal reward-free exploration for low-rank MDPs to estimate the transition. The resulted estimator,
P, is able to accurately approximate the true transition and give accurate Q-value estimators for
any policy. The more accurate Q-estimator allows for more effective policy optimization in the

second phase. [Theorem 3.1|shows the guarantee of [Algorithm 1|where O hides logarithmic factors of

d,H,T,|®|7Y)|

Theorem 3.1. |Algorithm I|ensures Regy < O (H3 (d? +|Al) T3 )

The proof for is given in[Appendix B| [Zhao et al|(2024) also constructs a lower bound
Q (H d|.A|T) for this settings. Thus, the poly (|.4|)-dependence is unavoidable.

3.2 Model-Based, Computationally Inefficient Algorithm for Bandit Feedback

In this section, following [Assumption 3.1] we introduce the first (model-based) algorithm
for adversarial low-rank MDPs with bandit feedback and sublinear regret. Compared with

linear MDPs, the key challenge for more general low-rank MDPs is to construct a proper loss estima-
tor. For linear MDP, since the feature is known, the loss estimator closely resembles that of linear
bandits. However, low-rank MDPs lack such structural simplicity, making standard loss estimators
invalid. To overcome this challenge, we propose a new loss estimator that works for any loss function

based on off-policy evaluation and the low-rank structure of transition. In this section, O hides
logarithmic factors of d, H, T, |®|| Y.

In we first conduct an initial representation learning phase to establish accurate transition
estimator P and its corresponding features q@ and /i based on reward-free exploration algorithms in
Cheng et al.[(2023). Then, in the second phase, we use exponential weights to maintain a distribution
over the policy space II" where we mix a uniform policy with II to enhance exploration. At every
round ¢, a behavior policy 7 is chosen from the current policy distribution, and we use the data
collected by 7! to estimate the value for every 7 € II’. The success of such off-policy evaluation is
based on the following observations of low-rank MDP. Using the low-rank transition structure, for
h > 2, we have

Vrell,  di(2) = ¢ () i (x), where )y (7) =E7[¢), 1 (Th-1,an-1)].  (6)
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Algorithm 2 Model-Based Algorithm for Bandit Feedback

Input: A policy class II.
1: Sete=T"3,v=T"3, B=T"3,1=(4HdJA|) T %, and Ty = O(e 2H3d?| A|(d? + | A])).
2: Run (Cheng et al., 2023 Algorithm 1) for 7T} episodes and get outputs quS ed e
3: Define transitions ?1; H-1 as

Po(2' | x,a) = n(x,a) e (2), V(z,a,2') e X x Ax X.

4: Forall h e [H - 1], define ¢y, () = Y (z,a)exx A d7 (z,a) - ¢p(x,a), where df = dhﬁ’”.

5: Define the policy space IT' = {7’ : Iw eIl, m; (-|z) = (1-B)mp(-|x) + B/JAl, Yz, h}.

6: fort=Ty+1,Ty+2,...,T do R

7 Define p!(7) o< exp (-0 X121 (61(m) = bi(7))), forall 7 e IT".

8 Let p'(m) = (1-7)p"(7) + 75 YL, where Jj, = John(oy, (), II'). // John as in
9:  Execute policy w" ~ p’ and observe trajectory (x!.;;, al.;;) and losses £, = (% (x}, at).
10 Define S}, = Srep p' (1) - on () o ()7, b () = VdHe - L35 | ¢n () | ()1, and

Et(ﬂ') = Mﬂl + Z ¢h 1(7T (22_1)_1 (Z)h_l(ﬂ't)myfi_

mi(a} | 2] (@), | },)

11: end for

Thus, using the definition of the V-function from[Section 2] we have for any loss function ¢ and 7
H

Vi'(z13:0) ~E[li(zr,a0)] = 30 >, dpa(m) ph(@)mn(alz) - b (@, a). ©)

h=2 (z,a)eXxA

Letting Al, i= (Extopt [¢ (%)@}, (") 7])~" and ingnoring the loss term E[¢;(z1,a1)] from the
first step (this term can easily be treated as in a bandit setting with H = 1), we have for all 7 € IT":

H
Vi (21;0) = Eeope LZz( )Z Aaﬁz1(7T)TA21¢21(7rt)¢21(7Tt)Tu2(w)7rh(aIx)-ﬁh(x,a)],
=2 (x,a)eXx
m(a | x)

H
=Breopt [Z Y G (1) Af Gy () - dF (2)m) (a 2) ialay a)]

h=2x,a h(a’ | )

t g, * % Thap |
- EpipE [z G (1) A5 () T TR ah>] .
h=2

7 (an | xn)

Thus, for all £ and 7, Y1, & (m)TAL L or (7wt - (an | 2n) 7w (an | 2n) ™t - (2, ap) for

~ p' and (zp,ap) ~ df " is an unbiased estimator of Vi (z1,¢). However, ¢;_;(m) is not
accesmble because both the true feature ¢* and occupancy d™ for the true transition are unknown.
Thus, our estimator incorporates the learned feature ng and the occupancy of P instead as shown in
[Cine 4]and [Line 10] Utilizing estimated features and transition could introduce additional bias but the
initial representation learning already ensures such bias is small enough to tackle. We compensate for
the bias by incorporating an exploration bonus b’(7) in exponential weights. To further encourage
exploration, we additionally perform John’s exploration together with exponential weights when

selecting behavior policies. The main guarantee of |Algorithm 2|is given in[l'heorem 3.

Theorem 3.2. |Algorithm 2|achieves Regy () < O (d? H?|A|(d? +|A|)T** log |I|) for any m € IL.

Note that the guarantee in[Theorem 3.2]only holds for policy 7 € II. To ensure our regret bound is
meaningful, at least a near-optimal policy should be contained in the given policy set II. In general,
the size of such a policy set would grow exponentially with the number of states (e.g. covering of
all Markovian policies), making the regret have polynomial dependence on the number of states. In
we show that even for low-rank MDPs, if the loss function lacks structure, the regret
cannot avoid polynomial dependence on the number of states. The detailed construction for this

lower-bound is given in|{Appendix H
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Theorem 3.3. There exists a low-rank MDP with |X| states, | A| actions and sufficiently large T with
unstructured losses such that any agent suffers at least regret of Q(\/|X||A|T).

shows that under bandit feedback, in general, we could not gain too much from low-rank
transition structure compared with tabular MDPs. This contrasts with the Q(1/].A|T") lower bound
in the full information settings (Zhao et al.| (2024)). To get rid of any dependence on the number
of states, we additionally introduce to impose linear structure on the loss function.
Unlike linear MDPs that require the loss feature to be known, our algorithm can even handle linear
loss with unknown feature, since our [Algorithm 2|never explicitly uses the loss feature. The linear
structure is only used to control the size of the candidate policy class in the analysis (i.e., making
log |TI| irrelevant to the number of states). Specifically, when both loss and transition are linear, the
Q-function is also linear, making it sufficient to consider the following linear policy space:

Iy, = {7‘{' X > A | mr(a|z) = ]I{a = argmin¢h(x,a)T9h}, he[H], |0n]2 < VAHT, ¢ € <I>}.
acA

The %-cover of I}, only have size |®|- T°() following standard arguments (e.g, Exercise 27.6 of

Lattimore and Szepesvari| (2020)) and if we feed it into|Algorithm 2} our regret could avoid dependece

on the size of state space as shown in [Corollary 3.

Corollary 3.1. If the loss function satisfies applying with 11 as the
%-cover of Ty ensures Regy < O (d*H3|A|(d* + |A])TF).

4 Model-free Algorithms for Adversarial Low-rank MDPs

In this section, we consider the model-free setting, where we only assume access to a feature class ®
that contains the true feature map ¢*.

Assumption 4.1 (Model-free realizability). The learner has access to a function class ® such that

P ed and sup  sup |é(z,a)] <1. 8)
¢e® (z,a)eXxA

This is a standard assumption in the context of model-free RL (Modi et al.,|2024; Zhang et al.||2022b;
Mhammedi et al., |2024a). We note that having access to the function class ® alone (instead of both
¢ and T as in[Assumption 3.1)) is not sufficient to model the transition probabilities (unlike in the
model-based case). This makes the model-free setting much more challenging; in fact, until the
recent work by [Mhammedi et al.[(2023)) there were no model-free, oracle-efficient algorithms for this
setting that do not require any additional structural assumptions on the MDP.

4.1 Model-free, Inefficient Algorithm for Bandit Feedback

Our first algorithm follows the same structure as[Algorithm 2|but incorporates a model-free initial
exploration phase introduced by Mhammedi et al.|(2023). Unlike the model-based exploration phase,
which directly provides an estimated transition, the model-free exploration phase outputs a policy
cover. This policy cover can be combined with the optimization in Algorithm 1 of |Liu et al.| (2023)
to solve the expected feature (ﬁ, which is then used in the loss estimator inILine 10| of lAlgorithm 21
The algorithm, summarized in|Algorithm SL is inefficient but achieves T/ regret. More details and

proofs can be found in|Appendix D}

4.2 Model-free, Oracle Efficient Algorithm for Bandit Feedback (Oblivious Adversary)
We now descibe the key component of our efficient model-free algorithm (Algorithm 3).

Exploration phase and policy cover. Similar to algorithms in the previous section,
begins with a reward-free exploratorion phase;|Line 2|of[Algorithm 3] However, unlike in the previous
sections where the role of this exploration phase was to learn a model for the transition probabilities,
here the goal is to compute a, so called, policy cover which is a small set of policies that can be used
to effectively explore the state space.

Definition 4.1 (Approximate policy cover). For a,c € (0,1] and h € [H], a subset ¥ C Il is an
(a,€)-policy cover for layer h if

max dp(z)2a- maﬁcdf(x), Sor all x € X such that max A5 (z) 2 e |pi(x)].  (10)
TE e e
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Algorithm 3 Oracle Efficient Algorithm for Adversarial Low-Rank MDPs (Oblivious Adversary).
Input: Number of rounds 7', feature class ®, confidence parameter § € (0,1).
I: Sete « T3, Ny < T3, 1« Nyotl?, and Ty < e 2 Ad*3 H log(®/5).
2: Get W% < VoX(®,e,8). //Compute policy cover with VoX (Mhammedi et al.|, [2023).
3:fork=1,...,(T - Tp)/Nreg do
4:  Define ’ﬁflk)(a | £) o< exp (—77 Yok Q\gf)(x, a)) for h e [H].

5: fort =Ty +(k-1) Neeg+ 1, ..., To+ k- Nyeg do

6: Sample variables ¢* ~ Ber(v), h' ~ unif([H]), and &’ ~ unif (¥53").
7: Setwt =T1{¢' =0} -7®) + T{¢? = 1} - 7" opt Tumis Opts1 T,

8: Execute 7', and observe trajectory (z},al, ...,z al;).

9: For h € [H], observe loss £} = (% (x},a}).

10: end for

11: Forh e [H]and Z") = {Ty+ (k~1) - Nyeg + 1, ..., Ty + k- Nyeg }, compute (g{)ﬁlk),é}(f)):

2

H
(qﬁglk),ﬁl(f)) « argmin Z (d)h(wz,a}l)w - Z ei) T{¢"=0or A <h}. (9)
(¢,0)eDxBg(H/d) teZ(¥) s=h

12: Set @\flk)(x, a) = éﬁk)(% a)Téfﬁ), forall (x,a) € X x A.
13: end for

In|Line 2| [Algorithm 3|calls VoX (Mhammedi et al.,2023)), a reward-free and model-free exploration
algorithm to compute (1/(8Ad), e)-policy covers WV, ... U for layers 1,..., H, respectively,
with [W;,| = d for all h € [H]. This call to VoX requires O(1/¢?) episodes; see the guarantee of VoX
in[Lemma G.1] After this initial phase, the algorithm operates in epochs, each consisting of Ny¢g € N
episodes, where in each epoch k € [ K], the algorithm commits to executing policies sampled from

a fixed policy distribution p*) € A(II) with support on the policy covers W% and a policy 7(k)
specified by an online learning algorithm. Next, we describe in more detail how p(*) is constructed
and motivate the elements of its construction starting with the online learning policies {'ﬁ(k) } e[ K-

Online learning policies. Given estimates {@5511,}5<k of the average Q-functions

1 ~(s
{N > Qiﬁ(-,-;m} an
s<k

reg tinepoch s

from the previous epoch (we will describe how these estimates are computed in the sequel),
computes policy 7(¥) for epoch k according to

7 (a| ) o exp(—n » Q‘ﬁf’(az,a)), (12)

s<k

for all h € [H]. Given a state x € X, such exponential weight update ensures a sublinear regret
with respect to the sequence of loss functions given by {7 (- | ) = ¥ perar @E,k) (@, 7h (- | ) }re[ K-
Thanks to the performance difference lemma, and as shown in|Luo et al.[(2021)), a sublinear regret
with respect to these "surrogate” loss functions translates into a sublinear regret in the low-rank MDP

game we are interested in, granted that {Q\gk&}ke[ K are good estimates of the average ()-functions
(Luo et all 202T)). In line with previous analyses, we require the ()-function estimates to ensure that
the following bias term

2
E™ lmax( 1 Z Q’Z(M(wh,a;ét)—@\Ef)(xh,a)) ] (13)

acA Nreg t in epoch k

issmall forall he [H], k € [K], and 7 € II.
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Q-function estimates. Thanks to the low-rank MDP structure and the linear loss representation
assumption (Assumption 2.2), the avegare Q-functions in (T1)) are linear in the feature maps ¢*.
Thus, using the function class ® in[Assumption 2.1 we can estimate these average (Q-functions by
regressing the sum of losses Zih £L onto (z},a!) for ¢ in the kth epoch (as in (@)). However,
naively doing this using only trajectories generated by 7(*) would only ensure that the bias term in

(T3) is small for 7 = 7(*). To ensure that it is small for all possible policies 7’s, we need to estimate
the Q-functions on the trajectories of policies that are guaranteed to have good state coverage; this is
where we use the policy cover from the initial phase.

Mixture of policies. At episode  in each epoch k € [ K], we execute policy 7' sampled from pk),
where p(*) is the distribution of the random policy:

I{¢t =0} -7 + I{¢t = 1} - 7 ope Tunie optar T, (14)

with ¢ ~ Ber(v), h* ~unif([H]), and 7w* ~ unif (V§5"). In words, at the start of each episode of
any epoch k, we execute 7(*) (see (12)) with probability 1 — v; and with probability v, we execute a
policy in W{?; selected uniformly at random. As explained in the previous paragraph, this ensures a
small bias for all choices of 7 in (I3) thanks the policy cover property of U(%;. We now state the

guarantee of

Theorem 4.1. Let 6 € (0,1) be given and suppose |Assumption 2.1| and |Assumption 2.2| hold.
This, for T = poly(A,d, H,log(|®|/d)) sufficiently large, |Algorithm 3| guarantees Regy <
poly(A,d, H,log(|®|/5)) - T** regret against an oblivious adversary.

The proof is in Note that the T-dependence in this regret even outperforms that of the

previous best bound by Zhao et al| (2024) (see [Table T)). Compared to their algorithm, [Algorithm 3]is
model-free and only requires bandit feedback. This makes the result in[Theorem 4. I|rather surprising.

4.3 Model-free, Oracle Efficient Algorithm (Adaptive Adversary)

In this section, we present a variant of [Algorithm 3| (Algorithm 4) that guarantees a sublinear regret
against an adaptive adversary. Given the difficulty of this setting, we make the additional assumption
that the algorithm has access to the loss feature ¢1°SS, which may be different than the low-rank MDP

feature ¢* (unlike in|Assumption 2.2)).

Assumption 4.2 (Loss Representation). There is a (known) feature map ¢'°*° satisfying
SUPhe[H], (x, e |} (z,a)| < 1 and such that for any round h € [H], t € [T), and history

HITL = (21l alish), the loss function at round t satisfies

V(z,a) e X x A, Ly(z,a;H™Y) = 010 (2,0) gl (15)

for some g}, € By(1).

Note that|Assumption 4.2 asserts that the loss at round ¢ depends only on the history !~! and the
current state action pair. Before moving forward, we introduce some additional notation we will use

throughout this section.

Additional notation. For any two feature maps ¢, 1) : X x A - R%, we denote by [¢, 9] : X x A —
R4 the vertical concatenation of the two feature maps. For any h € [H], t € [T], policy 7 € IT, and
history H'™ = (2171, al’;!), we denote by Q7 (-, H'™!) the Q-function at layer h corresponding
to rollout policy m; that is,

H
QZ(x,a;’Ht*l) =E" Z lo(xs,ag;H ) | 2p = 2, ap = al. (16)
s=h

Finally, we let V;™ (z; H'™) = maxqea Q7 (z,a; H'™') denote the corresponding V-function.

[ATgorithm 4]is similar to[Algorithm 3| with the following key differences; after computing a policy

cover, the algorithm calls RepLearn (a representation learning algorithm initially introduced by
Modi et al.| (2024) and subsequently refined by Mhammedi et al.| (2023))) to compute a feature
map ¢*°P. Then, for every h € [H], the algorithm computes a spanner; a set of policies W;’*" =

{Th,1s-..,Thoa} that act as an approximate spanner for the set {E™[¢;" (2, an), 61 (x, ah)]
mell}c RQd, where we use [+, -] to denote the vertical concatenation of vectors. These spanner

134653 https://doi.org/10.52202/079017-4279



policies are then used as the exploratory policies after the initial phase; that is, at episode ¢ in each
epoch k € [ K'], we execute policy %) sampled from p(¥), where p(*) is set to be the distribution of
the random policy: I{¢* = 0} - 7®) + I{¢! = 1} - &w! opye g T, with ¢! ~ Ber(v), h? ~ unif([H]),
and 7t ~ unif(\IIfﬁan). Here, the main difference to (see also (47)) is that we use
7' ~ unif (U}5"") instead of 7' ~ unif(¥55"). We require these spanner policies instead of
policies in the policy cover, as an adaptive adversary’s history-dependent losses prevent standard
least squares regression due to the lack of permutation invariance of state-action pairs across episodes
within an epoch. Estimating the Q-functions is thus more complex, and we approach it in expectation
over roll-ins using policies in W*P*" | the “in-expectation” estimation task is in a sense easier.

We now state the guarantee of

Theorem 4.2. Let § € (0,1) be given and suppose that[Assumption 2.1 and[Assumption 4.2 hold.
Then, for T = poly(A,d, H,log(|®|/0)) sufficiently large, |Algorithm 4| guarantees with probability

at least 1 - 6,
S VE (AT —min Y V(e HTY) < poly(A,d, H, log(1®]/0)) - T, (17)
te[T) el )

where 7' is the policy that|Algorithm 4|executes at episode t € [T].

Algorithm 4 Oracle Efficient Algorithm for Adversarial Low-Rank MDPs (Adaptive Adversary).

Input: Number of rounds 7', feature class ®, loss feature QSI"SS, confidence parameter 0 € (0,1).
1: Sete « T3, Nyoy < T3, v« Nigl*, and o < (8Ad) ™", Tooy < e 2Ad* HO log(®/5).

. Set Trep < a e 2 AH log(|®|/9), Tupan < a2 2 Alog(dH|®|e1671),

: Define Fy, = {(z,a) = maxeea dn(z,a)70 | ¢p = [0}, ¢, p € ©,0 € Bog(1)}, Vh e [H].

: Get US% < VoX(D,¢,d/4).

: Get (Z)Zep < RepLearn(h, Fp41, @, unif (V5°V), Tiep), forall h € [H —1]. //Replearn as in
Mhammedi et al.| (2023)

: Forall h e [H], set ¢,P < [¢}°%, $,P] e R?%,

: For h e [H], set US*™ « Spanner(h, ®, U, 6:, Tupan)- //[p1gorithm 7]

2 Set Ty < Teoy + Trep + Tspan-

cfork=1,...,(T-Ty)/Nieg do

10:  Define ’ﬁfl‘k)(a | x) o< exp (—77 o<k QELS)(L a)) for h e [H].

W AW N

Nl NN

11: fort=Tp+(k-1) Nyeg+1, ..., To+ k- Nyeg do

12: Define the random variables ¢* ~ Ber(v), h' ~ unif ([H]), and 7" ~ unif (U}5™").

13: Set ®t = I{¢* = 0} -7 + T{¢t = 1} - 7wt opuyy T,

14: Execute 7', and observe trajectory (z},al, ..., xl;, al;).

15: For h € [H], observe loss £} = 0, (x! , al; H'™"), where H'™' = (2l%71 ali!).

16: end for

17: Forhe[H]and T® = {Ty+ (k—1) - Nyeg + 1, ..., To + k- Nyeg }, compute éflk) such that

H
0 < argmin Y | Y H{ht:h,wt:n,ct:1}-(¢;ep(mz,ag)w—Zzg) (18)
s=h

0€Boy (4Hd?) we\l/ff“ teT(k)

18: Set Qgﬂ)(m, a) = ¢y (, a)Té}(Lk), forall (z,a) € X x A.
19: end for

5 Conclusion

In this paper, we focus on learning low-rank MDPs with unknown transitions and adversarial losses.
For the full-information setting, we improve upon previous regret bounds. More importantly, we
initiate the study of the challenging bandit feedback setting, developing various algorithms that
achieve sublinear regret under different assumptions. However, the optimal VT regret remains out of
reach due to the limitations of our two-phase design. An interesting direction for future work is to
perform on-the-fly representation learning to adapt to adversarial losses and achieve optimal regret.
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A Related Work

Learning low-rank MDPs in the stochastic setting. In the absent of adversarial losses, several
general learning frameworks have been developed for super classes of low-rank MDPs which offer
tight sample complexity for either reward-based (Jiang et al.,|2017; Jin et al.,2021a; Du et al., 2021
Foster et al.| 2021;|Zhong et al.,|[2022)) or reward-free (Chen et al., 2022bla; Xie et al., [2022) settings.
However, these algorithms require solving non-convex optimization problems on non-convex
version spaces, making them computationally inefficiency. Oracle-efficient algorithms for low-rank
MDPs are first obtained by |[Agarwal et al.| (2020) using a model-based approach, and the sample
complexity bound has been largely improved in subsequent works (Uehara et al., 2021;|Zhang et al.,
2022a; |Cheng et al.| 2023). The model-based approach, however, necessitates the function class to
accurately model the transition, which is a strong requirement. To relax it, Modi et al.| (2024); Zhang
et al.[(2022b) developed oracle-efficient model-free algorithms, but both of them require additional
assumptions on the MDP structure. Recently, [Mhammedi et al.| (2024a)) proposed a satisfactory
model-free algorithm that removes all these assumptions. Our work leverages their techniques to
tackle the more challenging adversarial setting.

Learning adversarial MDPs. Learning adversarial tabular MDPs under bandit feedback and
unknown transition has been extensively studied (Rosenberg and Mansour, 2019; Jin et al.,[2020a}
Lee et al.l2020: Jin et al.| 2021b; [Shani et al., [2020; |(Chen and Luol 2021 [Luo et al.l 2021} Dai et al.l
2022; Dann et al., 2023)). This line of work has demonstrated not only VT regret bounds but also
several data-dependent bounds.

For adversarial MDPs with a large state space which necessitates the use of function approximation,
if the transition is known, Foster et al.|(2022) shows that adversarial setting is as easy as the stochastic
setting even under general function approximation. For full-information loss feedback with unknown
transition, /T bound is derived for both linear mixture MDPs (Cai et al., [2020; He et al.,[2022) and
linear MDPs (Sherman et al.,[2023a). For more challenging low-rank MDPs with unknown features,
the best result only achieves 7°”/° regret (Zhao et al., [2024).

For function approximation with bandit feedback and unknown transition, Zhao et al.|(2022) provides
/T bound for linear mixture MDPs, but their regret has polynomial dependence on the size of the
state space due to the lack of structure on the loss function. For linear MDPs, a series of recent
work has made significant progress in improving the regret bound (Luo et al., 2021} Dai et al.|[2023;
Sherman et al., 2023b; [Kong et al., [2023; [Liu et al.,|2023). The state-of-the-art result by |Liu et al.
(2023) gives an inefficient algorithm with /7 regret and an efficient algorithm with 7"/ regret.
These regret bounds for linear MDPs do not depend on the state space size because of the linear loss
assumption. We show in[Appendix Hthat cross-state structure on the losses is necessary for low-rank
MDPs with bandit feedback to achieve regret bound that do not scale with the number of states.
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B Proof of Theorem 3.1] (Model-Based, Full Information)

Theorem B.1 (Theorem 3 in (Cheng et al.| (2023)). With probabtlzty 1-0, for any policy m and
layer h, Algorlthm 1 in|Cheng et al.|(2023) outputs transition Py and features gbh, iy, such that

Py(a' | 2,a) = $n(x,a)  fins1 (2') and
E™ [Py (-| ®n,an) = Py (- | Th,an) 1] <€,
if the number of collected trajectories is at least O (w log? (TdH|<I>HT|)).

Define V™ (1;£) as the value function of policy 7 under transition { P, }/ | and loss £. We have

T
Reg,(7") = ZV1 (w13 D=2V (a3
t=1

t=1
T T ., N
(V7 (@i ) = V7 (s 0)) + 32 (W (a3 €)= Vi (@i )
t=1 t=1
Biasl Bias2

T, .
+ Z(Vfr (w13 0") =V (xl;ﬁt)) +0O

t=1

3 72 2
(H d |A\(2d +A[) log? (TdH|<I>||T|))
€

FTRL

Bounding the bias term. By[Theorem B.I|and[Lemma 1.6 we have

Bias1 + Bias2 < 2H?2¢T.

Bounding the FTRL term. Since 7 = #ﬁ we have

T H 5} * —
FTRL< > Y EP™ (@ (zn,), 7, (- | n) = 75 (- | )] (Cemma L.7)

t=1 h=1
Hlogl|A AL Brrornt[(A 2

< Ong"w > S EPT e [(@h(xnsan)) ], (Cemma L3)

h=1t=1

H I ~

Bl o sy (@, (wnan) < H)

= O (H*VTlog|Al).
Thus, by setting e = (Hd?|A|(d? +|A])) 3T 3, we have

3 92 2
Reg. < o(H AL A
€

log? (TdH|®||Y|) + 2H?eT + H>/Tlog |A|)

<O (H* (d®+|A) T3 log (|A| + dH|®||T|T))
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C Proof of (Model-Based, Bandit Feedback)
Lemma C.1. With Py.y as in we have for any h € [ H] and any policy ,

Z;{Wii(w)—d n(@)| < ZE”[HP( | @i ai) = Pi(- | @i, a0) 1] < (h-1) -e.

. 1’5,7"
where dj = d, .

Proof. We prove the claim by induction. When & = 1, given that the | df — d7 |1 = 0. Assume

Z;(Wﬁ(x)—d(l‘ﬂ ZEW[HP | @i, a;) - Pi(-| @5, a:) 1]
‘We have

711 () = dfs ()]

T€Xh 41

=YY Y |di@)m(alx) Pu(|v,a) - df () (a | 2) - Py (2

reX acAx'€eXp 1

<X X X ldi@mn(alz) - Pua'le,a) - dj (2)mn(a | 2) - Pi(a'le, o))

reX acAx'eXp 1

+ Z Z Z |d2(w)7rh(a | z)- ﬁh(ﬂc'|x,a) —dp(z)mp(al| ) -P,:(m'|x,a)| ,

zeX ac A x'eXp1

<Y Y Bu(@|r,a)mu(alx) - |df (x) - df (z)]

zeX ae A x'eXp 1

22 2 di@)m(al2)-|Pu(ee, ) - Pu(a'lz,a)),

zeX ac A x'eXp 1

< 2;( |5, (z) = df; ()| + E™ (|1 Pu(- | &0, an) = Pa(- | @n.an) 1]

h
< Y ET[IP( @i, a:) - Pi(- | @i, ai) L],

i=1

where the last step follows by the induction hypothesis. The second inequality of directly
comes from O

Our candidate policy space IT’ has a 8 mixture of the random policy. For any deterministic policy g,
define policy 7 such that for any state x € X, we have 7 (- | ) = (1 - 8)=(- | z) + IA\ We have

7* e II'. Define V" (1;£) as the value function of policy 7 under transition { P, }/_, and loss /.

For any policy 75, we have

Reg(mg) 19)
o d2 d2

_E[Z Yo (VI (w15 1) = Vi (@) ] |A|( +|~A|)

t=1 m

2<TdH|<I>||r|>)7

B % S W i) V7 (i) 0 FE 'A'(d‘2 Mot raroly) o)

T T
[Z (71—) p (ﬂ_))vl (:131, ]+E ;V ("Blag) Vﬂ—o(mlagt)]

t=1
Errorl Error2
T - T
B % S 0) (V7 st - 7 Gonit) | B[ S st - v i)
t=1 m t=1
Biasl Bias2
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Qi

t=1

zpt(ﬁ)vl”(wl;ﬁt) - \71”* (1; Et)] + Errorl + Error2

EXP

3 j2 2
+O(Hd|A|(d+|A|>

€2

log? (TdH|<I>||T|)) . (21)

Recall that J = John{q&h(w)}ﬂen, nefr] € A(II" x H), and we have p'(7w) = (1 -~)p'(7) +
S J(x, h) where pt(r) is defined in |L1ne 7| of|Algorithm 2|

Lemma C.2. We have

Errorl + Error2 < HyT + 2H?ST.

Proof.
T H
Errorl = [ZZ(Z J(m, h) pt(w))~Vfr(:c1;€t)] < HAT.
t=1 7 h=1
T H .
Error2 Z Z E™ [Z |mg(alzyn) -7 (a|xy)]- on(azh,a;ét)] < 2H?BT,
t=1h=1 aeA
where the last step follows by O

Lemma C.3. We have
Biasl + Bias2 < H?Te.

Proof. This is a direct result combing [Theorem B.I|and |[Lemma 1.6 O

For (w1.57,a1.1r) € X x A and 7 € I where 11’ defined in[Line 5|in|Algorithm 2|is the mix of a
given policy class IT and a uniform policy, and is also the policy class we play with. Recall that the
loss estimator

7T1(a1 |$1)

i (a1 [ z1)
3 o (M) (Zhoy) o ()
h=2

defined in|Line 10|of|Algorithm 2}

Lemma C.4. For any episode t € [T'], for any policy © we have

gt(ﬂ-;7Tt7-131:H7a1:H) = f’i(xl,al)
mn(an | 2n)

t
ﬂi(ah | mh)fh(wh,ah). (22)

PN H N
Vlﬂ'(ggl;ft) < E.n.thr,E"" [ﬁ(ﬂ;ﬂ't’ajLH,al;H)] + \/EHG Z H(bh‘l(ﬂ—)H(Zf 1)71 s
h=2 v

PN H N
Vlﬂ'(:pl;ét) > Eﬂ.thtE"" [ﬁt(w;ﬁt7m1:H,a1;H)] - \/EHG Z H(bh_l(ﬂ')H(Ef 1)71 .
h=2 b

Proof. First, from the definition in|Line 4| of |Algorithm 2| for any x € X with h > 2, we have

di(z)= Y. dp 4 (2',d") - Pyr(z|2',d') = s () fun(2)

where Qgh—l (ﬂ—) = Z:r’,a’ dA;zr—l (xla a,)éh—l (37,7 a,)'
We now prove the first inequality:

Vi (215 01)
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H ~
= m(xp)mnan | zn) - 6, (zh, an),

H
= mi(ar |21) - (z1,a0)+ Y. > Y dnaa(m) fn(@n)mnlan | n) - 0, (xh,an)  (23)
aieA h=2x,eX apeA

First Remain
Through importance sampling, we have

1 (a1 | Tq )
mi(a1 [ @)
We now bound the remaining term in @2) Since X},_; = Er. [q@h_l (7)1 (ﬂt)T], we have
Remain

First:Eﬂ—tNPtEﬂ-t -Eﬁ(whal) .

H R . R R
=33 Y Sua(m) (Shoy) Eaeept [ona (") b1 (7)) fun (zn)mn(an | 20) 6, (2, an),

h=2 x;LeX aheA

H
=Ertnpt | D St (M) (S51) " dnr (7)o (5 () wn (an | ) (ansan) |

drt (zn)

H R . »
=Ertept |20 2 D 0na (M) (Shy)  onoa(wh)dfy (xh)ﬂh(ahmh)%(xh’ah)]v

H R . .
=Ertept | D) Y ona (M) (Thot)  onoa(mh)dy (xh)ﬂh(ahmh)%(xh,ah)]

+ Eﬂ-t
h=2z,eX apeA
(24
< B [i > o) (Sh) " G () (xh,awwemh,ah)]
h=2zn,eX apeA 7"2(% | zn)
H A~ ~ At t
+ > ||¢’h—1(77)H(2271)*1 Bt pt [ ¢h_1(ﬂ.t)H(2§z,l)fl] > ‘d}’{ (zp) —df, (xn)|, (25)
h=2 TheX
<Epio BT [f Sna (M) (Zhy) gﬁh_l(wt)wmmh,ah)]
’ oo 7} (an | Th)
H ~
+ \/EHE Z ||¢h71(7r)||(2z )—1 ) (26)
h=2 h=1

where (23)) follows by Cauchy-Schwarz, and the last inequality uses Adding up First
and Remain, and using the defintion of ¢ in (22) implies the first inequality of the lemma.

The second inequality follows the same procedure except for applying Cauchy-Schwarz inequality in
the opposite direction in[Eq. (24)]

2 A|Hd 2 e \7!
Lemma C.5. Ifng( AHd 4 dH W) , then

log 11| . 6dnH?| AT

EXP <
n B

+4And* H**T + 4dH €T,

where EXP is as in Z1).

Proof. Recall in|Line 10{of[Algorithm 2} b (7) = VdHe $4, || o1 () | ()1 forallme II'. By
h-1

Lemma C.4] we have

T
EXP=E|> > p"(m)V" (w1;0") - V7 (2150")

t=1 =
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Mﬂ

T
>op (ﬂ)EﬂtNPtEﬂt [@t(ﬂ; ' T, ale)] - ZE.,,thtE"t [ft(ﬂ*; X, ale)]
i t=1

~+
Il

1

T H T H
+\/7Ht§j§jp%w)§jn¢h1 sy y1+\/7H'§ngn¢h_ﬂw*ﬂh2¢ 1
=2 t=1h=2 -1

t=1 =

=‘M

p'(m) - (Eﬂ-tNPtEﬂ-t [ét(ﬂ'; Xy, al:H)] - bt(ﬂ'))

M=

(EﬂprfETrt [ét(ﬂ'*;ﬂ't,wle,ale)] - bt(ﬂ—*))

¢

+22p W' () - th(ﬂ'

0
[

t=1 m t=1 m )_
T H
+VAHe Y 3 [ona(n)| (g )
t=1h=2 )
T .
= Z Zpt(ﬂ') . (E,‘.tht]Eﬂ. [Et(ﬂ';wt,wle,al:H)] - bt(ﬂ'))
t=1 m
T .
- Z (IE,Ttth’T [ét(ﬁ*;ﬂt,mle,aLH)] - bt(ﬂ'*))
t=1
+4\/_Hetz;;p () Z |on- 1(7r)|\(2t IEr (since p' () < 2p' (7)) 27)
<FTRL + 4dH?¢T,
where
T
FTRL = Y 3 p! () - (Bt BT [0 (m; 7', @101, a20) ] - ' (7))
t=1 m
T .
-y (Eﬂ-tNPtEﬂ. [Zt(ﬂ*;ﬂ't,wLH,al;H)] - bt(w*)) . (28)

We now bound the FTRL term. Since p'(7) = (1 — y)p'(7) + v S5, J(x,h), define X; =
Srert Dty J (7, h) () pr, (7). Note that for any ¢ € [T'] and h € [H], we have 3¢ > 43 ;.

By the triangle inequality, we have for any 7, 7* and (1.5, a1.51 ),

N a T
’Et(WQWtaxle,aLH)‘S M%ﬁ(ml,al)
mi(ai|z1)
+ i bn1(m)T (Et )_1 on 1(7#)Mgt (zn, an)
) O T i

| | s Z‘Gﬁ 1 (m)"( E2—1)_1 gz3h‘1(7rt)|’

B
(B-mixure of uniform policy)

ML A |
*5 "5 =3
A A
B By’

2|A|Hd
N 5

el

and
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<dH?-S.
VA

H ~
b ()] = |VdHe Y. [én1(m) (5, )
h=2 '

. -1
To ensure 7 |€t(7r; X1, a1 ) — bt(ﬂ)| < 1, it suffices to set i < (2|,2ng + dHQ\%) . Under
this constraint, from [Cemma I.5] we have

log [IT] a t w Tty .t 2
FTRL < +27}Z Z p (71') ~]E,Tt~pt]E [6 (71’,71' ,a:le,ale) ]
n

t=1 mell’
Stability-1
2772 > pH(mb! (m)? ]
=1 well’
Stability-2
For any ¢ € [T], we have
Z pt(ﬂ') -E.,‘-thtE"rt [ét(ﬂ;ﬁt,ml;H,ale)Q]
mell’
<[ mlas|®1)?
SHEq pE" | —— Y(xy1,a1)?
mi(ar|x1)?
H ot R 1 - N -1+ Th(@p | Th
+H Y Ent.pE [ > P(mon-a(m) (8h1)  on-a(m)dna (") (Sho1)  dnoa(m )met (zn. an)? |,
h=2 well! T
HIA [ -1\ ¢ (el xn)? 2
S +2H Eﬂ-tN tEﬂ Tr ¢h 1(71' )(bh 1(7Tt) — (azh,a)
8 hzz g ( (¥it) )ag.;él m(alazy) "
(29)
HIA  2H]Al & 7 t\ ] T (st V7L
< 7 + T};Eﬂ-tNPt [Tr (¢h_1(ﬂ )¢h—1(7r ) (Eh—l) )],
3dH?| A
< —.
B
where (29) follows by the fact that p* () < ﬁpt(w) and ﬁ < 2. Thus,
— 6dnH?| AT
Stability-1=2n > p'(7)-Exi.pE” [ét(ﬂ;wt,xl:H,aLH)z] < 77ﬂ|A|
mell’
Moreover,
Stability-2 = QnE[Z S pt(m)bt()? ]
t=1 mell’
3 2m [ © = ¢ ; 2
-2 R[5 5 P ) by o |
t=1 h=2 mell’ h-t
g o [LHT
<4ndH"e E[Z p' () H¢h 1(7T)H(Zt 1]7
t=1 h=1 mell 1
< 4nd®*H*ET.
O
-1
Combing [Lemma C.2{ [Lemma C.3|and [Lemma C.5| if 5 < (2‘“27‘,5” + dHQ%) , we have

log |1} . 6dnH? AT
B

Reg,(73) < HYT + 2H?BT + H*Te +
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HAPLAE +A) |
62

+477d2H462T+4dH26T+(’)( og? (TdH|q>||T|)).

By setting e =773, y=T"3,3=T"3,1= —L T3, we have for any 7}, €II,
g = THdA] Y To

Regy(m5) < O (d®H|A|(d? + | AT log || log® (TdH|@|T])) .
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D More Details of Inefficient Model-Free Algorithm in

D.1 Algorithm Description

In this section, we give a more detailed introduction of the algorithm mentioned in This

algorithm is model-free and achieves T3 regret, but it is computationally inefficient. We consider the
low-rank MDPs with linear losses that satisfies [Assumption 2.1|and [Assumption 2.2|

Let C (S,€") be €'-net of space S. We define necessary policy and function classes in [Definition D.1

Definition D.1. We define linear policy class and its discretization as

I, = {w X - A(A) | mr(a|x) = H{a = aurgrnin(bh(cma)TQh}7 he[H], 0y By (\/EHT), 103 <I>}.
acA

V(e = {71' X > A(A) | mh(a|x) = H{a = argminqSh(z,a)Tﬂh}, he[H], 0, €C (Bd (\/EHT) ,e') , Q€ <I>}.
aeA
Define corresponding function class as follows

FT = {f (X - [-1,1] ‘ f(x) =) n(alx)p(x,a)™0, for 0 ¢ B(\Vd) and ¢ € <I>}

]—':{f:X—>[—171] fe U ]—'”}.

elljin

Our main algorithm is given in[ATgorithm 3| which shares the same structure as[Algorithm 2] but with a

different initial phase to learn expected feature estimator ¢, (7) = ¥ (4, a)earxa dr (z)m(alz)on(x,a)
to approximate ¢y (1) = ¥, a)exx.a df (2)7(alz) ¢} (x,a) for every h e [H]. In under
it is feasible to use established model-based approach to learn an accurate estimated
transition P together with its feature (ﬁ The occupancy estimator d’f g 1s induced by P which also

enjoy small errors. However, when we move to model-free settings with there is no
existing approach that could guarantee a good estimation for d7 (z) and ¢.

To tackle this challenge, we first call VoX (Mhammedi et al.l 2023) to construct a policy cover
W%, and then play every policy in W{Y; for n episodes to collect data. Subsequently, these data

are fed intoto Jjointly solve estimated occupancy J’f ;7 and feature brm.
is similar to (Liu et al., [2023|, Algorithm 1), which is used to estimate occupancy on the fly for
linear MDP. In given a target policy 7, we jointly solve ¢1.; € P, (iT:H e [0,1]%1,
and (éleyf)fe}-w c BY (\/E) that satisfies four constrains, where éhyf is the estimation of £Z7f =

Yarex b1 (2") f(2"). The first constraint[Eq. (30)|ensures the estimated occupancy (ff jy are valid
Eq. 1)

distrbutions. The second constrant enforces the estimated values to follow the dynamic
programming relationship between the occupancy of layer h and layer h+ 1, which helps to control the

propagation of estimation errors across layers through the bias of q@h(x, a)Té h,f- The third constrain
Eq. (32)|and fourth constrain [Eq. (33)|are then used to bound the estimated bias of ¢y (x,a) &, s by
utilizing the data collected from policies in policy covers W$%;. Note that applying [Eq. (33)|requires
access to the whole state space, which is an additional assumption not needed in previous algorithms.

The gurantee of [Algorithm 5|is given in|{Theorem D.1| where the O hides the logarithmic dependence

ond, H,|A|,T.

Theorem D.1. [Algorithm 5| ensures Regy < O (d8H6|A|T% log(|<I>|))).
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Algorithm 5 Model-Free Algorithm for Bandit Feedback
Input: Policy class IT = II{>" (7).

lin
I: Sete =181 d3 T3,y =T75, 8 =T"5,n = (4HdJA) T3, n = 11250d3 |A|T? log 2HT1%I
and Ty = O (e 2| A|d"* HO log(|®|/5))).
2: Get W% < VoX(®,¢,0) using Tj episodes.

cov

For every policy 7’ € ¥{%;, play it for n episodes and get the data set (D}’L")h (H] where Dg’
€

»

consists of tuples (z, a, x ) such that (z,a) ~ d and 2’ ~ P*(- a).
Define the policy space IT' = {n’: A7 €1, 7rh( |z)=(1- B)Wh( | x) + B/|A|, Va,h}.
2. _ ’ ’ .

Get ¢y (+) < EOM-PC (H (77 )hE[H],W@%) from |Algorithm 6

fort=Ty+1,Tp+2,...,T do .
Define p(7) o< exp (-0 X4zt (61(7) = b'(7))), forall 7 € IT".
Let p'(7) = (1= 7)p'(n) + 725 Srs" T, where Jj, = John(a)h(.),n'). // John as in
Execute policy 7’ ~ p' and observe trajectory (x, ) a1 ;) and losses £ =10 (xh,al).

10: Define ¥} = ¥ i p' () - o () ()7, bt () = d2 HT 5 - S b ()|t -1, and

A A

gt(w) 7T1(a1 |m1)£t + Z ¢h ()T (22_1)—1 (Z)h_l(ﬂ_t)ﬁh(az | mé)zt

h
i (af [2}) " m,(aj, | z},)

11: end for

Algorithm 6 EOM—PC(H7 (Dg’) (Estimate Occupancy Measure with Policy Cover)

he[H],m’e¥ oy )

Input: The policy class II, datasets (D;{')’ L] for every n’ € W%

Jointly find ¢y, € ®, (df )rerm € [0,1]%¥1, and (&5, 5) yer < BY (V/d) for any h € [H] such that for

all e Tl,
Sdi(x)=1,  Vhe[H] (30)
xeX
> dpa (@) @)=Y ZAJZ(a:)w(aWh(x,a)Téh,f, VfeF, he[H] 31
x'eX xeX ae

N dn(z.a)é ) - min ) = d(z,a)7€)’
> (F@) = n(x,a)"é ) ol > (f@") - d(z.a)7€)

4 ’7
z,a,z'€D}; z,a,z'€Dy

<132d% log(3dnHT|®|/5),  Va' e US%, feF, he[H] (32)

max oy (2,0) s <1 VfeF he[H] (33)

Output: (Zgh I — Rdv éh(ﬂ-) = Z(w,a)eXx.A CZZ(Z‘)TF(C”Z‘)QE}L(I)CL)’ Vhe [H]

D.2 Analysis of Occupancy Estimation from
Lemma D.1. With probability 1 - 6, ¢35, (d7.51) werpr and &, ¢ = Tarex Whaq (27) f(27),V f €

F,Yhe[H]is asolution to
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Proof. Since for any policy 7 and any h € [H], ¥ ,ex dj () = 1,[Eq. (30)|holds. For any policy ,
any f € F™ and any h € [ H ], we have

>, dha(@)f(@) = 3 ¥ Y di(2)m(al) P (2" | 2,a) f(2)

z'eX x'eX xeX acA
= >, > dp(@)m(az)dh(z,a)T Y phe () f(2)
zeX), acA z'eXp 41
= Y 2 di(a)m(al)& ;.
reX) ac A

Thus, [Eq. (31)|holds. From Exercise 27.6 of |Lattimore and Szepesvari| (2020), the e-net of B (R) is

d d
(32)7. Thus. [T1'] = [T (L)) = || (3\/81?2) . We also have |C (Bq4(V/d), %)| = (3v/dT") and
(F™, %)| =2 (3V/dT)". To consider all possible instances, define

NT =

e (Ba(Va), €)|c (F7, )l wssii] [0]H < dH?|of (3\/_HT2)

Thus, by union bound, with probability of 1-4, for every w € II', every " € US%, every f € C (F7,¢€),
every £ €C (Bd(\/c_l), e), every ¢ € ® and every h € [ H], we have
. e 2 2
Z (f(x,)_QZ)h(xaa)Tgh,f) - Z (f(ﬂfl)—(b(l‘aa)Tf)

4 ’
z,a,z' €D} z,a,z'€D};

=-2 Z (f(l‘/) - ¢;L(x7 a)Tgi*L,f) (¢;L(x7 a)Tfi,f - (,25(1‘, a)Tf)

4
z,a,z’'€D}

- Y (4 (@a)G - w,a)TE)

4
z,a,x' €Dy

=-2 Z (f(l‘,) - IEa[:’~P’*(-|ac,a) [f(l‘,)]) ((b;;(.%‘, a)Tfﬁ,f - (b(x’ a)Tg)

4
x,a,x’eD;{

- Y (Giw,a)G - b(w,a)7E)’

7
z,a,z' €Dy

Sg\l 2 (¢h(m a)7E; ¢ - ol G)Tf) 10g|NT‘ 4/ dlog | 7]

r,a,m’eD;{

- > (on(@a)& - o(a, a)T{“)2 (Freedman’s Inequality)
w,a,w’ED“,
< 20V/dlog MgT' (AM-GM)
3dHT|0|

<120d? log 5

Bounding the distance through %—net, we have with probability of 1 — §, for every « € IT’, every
7’ e WS every f € F7, every £ € By(V/d), every ¢ € ® and every h e [H],
3AHT|®| 12/dn

Y () -di@a)G,) - ¥ (fa) - d(x.a)€)" <1204 log T T

4 r
repT IeDT
x,a,r eDh z,a,T eDh

3dnHT)|®|

<132d? log ;

Thus, [Eq. (32)]also holds. Finally, for all z, a, we have

Z (;52(13, a)T:ul*Hl(x )f

z'eX

=| 2 P" (@ | za) f(a)] <
z'eX
Thus, ¢p,,df, and &, ¢ == Yorex p4q (27) f(2"), ¥V f € F7, h e [H] satisfy all[Eq. (30)|-[Eq. (33){and
is a solution to O
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Lemma D.2. With probability 1 - 6, for all | € F, any solution dr from or any e Il'
satisfies

Yo (dr(2) — dj (2)) f ()

x

<dHT 3

Proof.

For every solution ¢, g]_;H)fE]-'ﬂ', (ci’f:H)mH, of we have
. NN
Y (f@)-d@a) ) - Y (@) - i) y)

w,a,az’e'D;:’ m,a,w'eD;{l

. s o2 2

= Y (f@)-dn(z,a) &y) —min Y (f(2')-d(z,a)7€)
m,a,m’eD;{' (6:6) x,a,m’eD;{,

rwin 0 (fF@)-o@a)e) - ¥ (f@)-di(z.0)G )’

I’ 4
z,a,z’' €Dy z,a,z'€D}

<0
3dnHT|D|

34
5 (34)
where the last step comes from the constrain[Eq. (32)} On the other hand

<132d? log

2 Y (fa)-dwa)éy) -2 Y (fE) - diwa) )
z,a,x’eD,’L’, :r,a,z’eD;l"

=4 3 (f@)-¢i(2,0)€ ¢) (95 (x,0) "6, — dn(z,a) Enr)

7
z,a,z' €Dy

2 Y (Gh(a)E s - dn(wa) Eny)

7
z,a,z’' €Dy

=4 Z (f(x,) - Ea:’~P*(-\m,a) [f(l‘,)]) (d);(z(xv a)TE;L,f - QZ)h(I, a)Téh,f)

4
z,a,2' €Dy

v2 Y (Gh(a) € - dnlma) Eny)’

7
z,a,m'eD}’;

(35)

Combing[Eq. (34)and[Eq. (35)} we have

S (¢h(xa) s - bn(wa) Eny)

4
z,a,z’'€D};

<4 Y (f@) = Eapr o [f(@)]) (7(2.0) &, f = dn(w,a) En )

7
o v g T
z,a,x'€D};

- Y (i@ a) e - (e a)ény)

4
z,a,z' €Dy

dnHT|®
+ 264d% log 2112

HT|®
< 98843 log SIMHT1%]

(Cemma 3 with A - £)
Since for every data tuple (x,a,2’) € D , (z,a) ~ dj independently, by [Lemma 1.3} for every
7' € U, we have

24dlog (@)

n

B[ (66 - ue ) 6) < T D (610 6y () Es)’
x,aeDg'
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600d> . 3dnHT|®|
< log
n 6

This implies there exists a representation élz 1 (x,a) such that for every f € F and any h € [ H], there
exists &, ¢ such that

600d? . 3dnHT|®|
log .
n 0
[Eq. (36)| matches [Eq. (99)] with a different error bound on the right hand. From[Cemma G.I] we have
W%V is a (g, €)-policy cover for layer h, following the rest of the proof in[Lemma G.2| for every
and every f € F,h e [H], we have

max E™ |:(¢;L(ac, a)'&n - qgh(x,a)Tfmf)Q] < (36)

ooV
m eV oy

S .- . 75d 4 3dnHT|® B
|IE [¢h(x’ a)'& - onlz, a)Tfh,f“ < Jn \/|A| log %H +9dze. 37)

The d? in the second term of Eq. (37)|improves the d % term in Eq. (98)because é hf € By (+/d) rather
5 5 N

than B4(d? ). Putting the choice n = 11250d% | A|T'% log %T@l and € = ‘%T‘E into|Eq. (37), we

have for every 7 and every f € F,h € [H], we have

E™ [ (x,0) €5 4 - dn(w,a) én ]| < T3 (38)

Utilizing above results, for every , every f € F and any h € [H — 1], we have

Do (dRy (2) = d oy (@) f(2)

= Z Cig(x)ﬂ'h(@ | x)éh(x,a)Téh,f - Z di (x)m(a| ) (z, a)Tf;;,f (Eq. GD)
< |2 di(@)mnal 2) (67, (w, )&, - S, 0) € )
+ |2 (i (2) ~ df.(2)) X ma(ale)on(.0) én. g
eF
<dT75 + |3 (df (z) - d(2)) f' () (EG3)

O
where in the last step, we define f'(z) = X, mp(a|z)on(z,a) En,p € F. This allow us to use
recursion to finish the proof.

D.3 Regret Analysis

We begin by proving [Lemma D.3| showing that the policy class I (¢’) suffices to approximate all
policies with small error.

Lemma D.3. For any policy , there exists a policy 7' € II{%" (€¢') such that

T T
ZV{T (z1;0") - ZVlﬂ(xl;ét) <H¢
=1 =1

Proof. Let 0" € By (H+/d) be such that
V(w,0) e X x A, Qf(w,a; ') = 6 (w,0) 07"
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Such a GZ’t is guaranteed to exist by the low-rank MDP structure (]Assumption 2.1[) and |Assump{
For every h € [H], since Y1, 07" € B4(vV/dHT), we define 0}, € C (B4 (VAHT),€) such
that |6}, - Zfl G”t 2 < €, and let ﬂ'h(a | ) = ]I{a = argmin 4 d);(x,a)T@;l} for every h € [H].

We have 7’ € HC""(e’) From | we have

T
VI (x150") - ZVf(zl;”)
t=1

~

o
Mz

B | (7 ale) (el Qi)

~
il
—_
=
—_

M=

T
E, g [ZA (' (al) - 7(ala)) 6, (2,0)" Ze]

T
I\

M=

T
I\

H T
B | 3, (50l - el 60+ 2B, | 5 (el - el )" (L7 1) |

<0

< He

where the last inequality comes from the fact that 7, (a | ) = ]I{a = argmin, 4 ¢} (, a)TG;L} and
16}, - i 07 [H]. 0

From , for any policy 77, there exists a policy 7 € HC"V( ) such that

lin

T, oo
Regy(}) - E[z Ve () - SV, 1<x1;et>]
t=1 t=1
T t T *
S]E[Z Vi (xl;ﬁt)—ZVfo(xl;ﬁt)]H (39)
t=1 t=1

Our candidate policy space I1' has a 8 mixture of the random policy. For any policy 7r0 € HCOV( ),

lin

define policy 7 such that for any state = € X, we have 7" (- | z) = (1 - 8)7§(- | z) + 1z7- We have
7* e I'. Define

H

Vi)=Y > > di(zn)mn(an | zn) - 0 (on, an)

h=1zpeX apecA

Utilizing [Eq. (39) and the decomposition in [Eq. (21)} together with the fact that [U$°Y| < d from
Lemma G.1| we have for any policy 77,

Regy(77)
r T T, X
B3 2 (0) (V7 st - 7 onit) | B[ S 7 sty - v et
| t=1 =
Biasl Bias2
T _ . T
+]E[Z o0 (V] (@13 8") = VT (ml;ft)] + E[ZZ(P (m) - (W))Vfr(ivl;ft)]
t=1 m t=1 m
EXP Errorl
T . _
+E [Z Vi (213 07) -V (:1:1;575)] +0 (€2 Ald"* H® log(|®|/8))) + dHn (40)
t=1
Error2
Following[Lemma C.2] we have
Errorl + Error2 < H~T + 2H*AT < 3HT . 41)
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Lemma D.4.

Biasl + Bias2 < 2d° H2T3

Proof. For any policy 7 and any ¢ € [T'],

H
[V (1 0") - V(s )| = > 3 |di(zn) = diy (zn)| Y. mnlan | zn) - 0 (zn, an)
h=1zpeX apeA
<PHT 3 (Cemma D.2)
Thus,

Biasl < d°H?T3  and  Bias2 < d°H2T3

We now prove a modle-free counterpart of [Lemma C.4|in[Lemma D.5|

Lemma D.5. For any episode t € [T], for any policy m we have
tora 11 1 H
Vi (21;0) < g B™ [0 (my ! @rp, arg) | +d 2 HT75 S ||¢h_1(7r)||(2,; )
h=2 1
— t S 11 1 H A
fo(xl;ft) > ]:Eﬂ-t,vptETr [Et(ﬂ'; 71'1‘/7 Ti.H, ale)] -d2 HT 3 Z ||¢h,1(7r)||(2,;‘1 )t
h=2 ot

Proof.

We now prove the first inequality:

‘717r($1§€t)

H A
:Z Z Z Z(xh)ﬂh(ah|$h)'52($h,ah),

h=1xzpeX apeA

H ~
= > mi(ar|21) -G (z,a0)+ >, Y Y di(zn)mnlan | 2n)én(xn, an) ), 42)
areA

h=2xpeX a;LG.A

First Remain

Through importance sampling, we have

First=FE .. tEﬂ-t M -ét ry1,ai)|.
T~p ﬂ-i (al | CC1) 1( )
We now bound the remaining term in @2) Since £ _; = Ert. ¢ [¢n-1 (7!)dp_1 (7%) 7], we have

Remain

H A~
= > > di(an) Y mnlan | zn)dn(zn, an)’ gh,

h=2x,eX apeA

=f(zn)

M=

> Y di sy (@)ma(analene1)dl@n-t, an1) €not g (by[Eq_(T)

2%p-1€Xp-1 Gh-1

>
|

an

¢A>h—1(7T)Téh—1,f
h=2

1}
M=z
-

h1 (1) (Zho) " Bt [ 001 (7)) dnoa () 1Enn

T
(V)
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By [ ash_l<w)T<zz_1>-1th_1<wt><z3h_1(wtféh_l,f]
ey i S (M) o) T % ciz:;<x>m_1(ah_uzh_l)a%(a:h_l,ah_l)Téh_l,f]
= Eniepr i Srea (M () () B Af(ach)f(xh)]
~Eri., i o (1) (Sh1) 1<7rf>whgxh;ci:%th(auxh)m(xmahfgz]
=Entep é¢ 1(7T)T(§3Z-1)_1<13h—1(7ft)zg;(hazhjdh (xp)mn(anlzn)pn(zn, an)’ gh]
+Entep [i mﬂzzn*«sh1<wt>x};@§(A;:%xh)—d::‘(xh))wh(ah|xh>¢h<xh7ahfgz]

:Ewmpt[z > Y () (Sh) éh—l(ﬂt)df(ﬂﬂh)ﬂh(ah|Ih)42(ﬂ7haah)]

h=2z,eX apeA

+dPHT aE,,tNP [Z oy ‘qﬁh () (Zh2) léh_l(ﬂ-t

h=2zpeX apeA ]

(by|Lemma D.2)

H ~ -1 ~ t ThiaQ X
SIE,rtht[Z SN (™) (Bhy) dnor(w)dT (xh,ah)Meg(xh,ah)]

h*2£hEX apcA h( h | h)

+PHT S Z 1G] P [”éhfl(”t)“(%)*]’ “

[ S 8 () NG ALY
SEﬂthtE Z(bh‘l(ﬂ—) ( ) ¢h 1( ) e( Tp,a )

h=2 h(a’h | wh)

H
11 1 n
+d=HT 3 hZQ [éna (s yr

Adding up First and Remain, and using the defintion of in (22) implies the first inequality of the
lemma.

The second inequality follows the same procedure except for applying Cauchy-Schwarz inequality in
the opposite direction in[Eq. (43)]

Given|Lemma D.5| we could follow the same procedure in except replacing the factor

of bonus b*(7) from VdHeto d= HT 5. This leads to the following changes. Firstly, by a similar
argument as we have

EXP = FTRL + 4dS H2T3

where

FTRL = Y 3 p! () - (Bt B™ [0 (m; 7', @101, a20) ] - ' (7))

t=1 m

T t o
- Z (Eﬂ-twptEﬂ [ft(ﬂ'*Q 77t7 L1:H, al:H)] - bt(ﬂ-*)) :

t=1

Secondly, now we have

[b(m)] =

11 Ho T_% 1 1
d> HT 3 dna ()| e 1| <d°H?*—— = d°H?T 5, (y=T75)
2 onamls, ) i
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. -1
To ensure n|€t(7r;7rt,x1;H,a1;H) —bt(ﬂ)| < 1, it suffices to set i < (% +d6H2T*%) =

-1
(2|.A|HdT% + d6H2T‘%) from 3 =y = T~ 3. Thus our choice 7 = (4Hd|.A|)"' T3 satisfies the

condition if we assume T > d% H2. Moreover, now we have

Stability-2 = 2/ [i » pt(ﬂ')bt(ﬂ)g]a

t=1 ell’

= 2nd“H3T—§E[

M=
=

P g ]

t=1 mwell’
11732 [ Bt ¢ n 2
<4nd' H°T sE[Z 2 A () [ én1 (M) 5 )]
t=1 h=1 mell’ h-1
< 4dnd" H T
<dVH3T 3
<d*HT?. (Assume T > d° H?)

Putting these two changes back to the proof into given n = (4Hd|A|)'T -3 we have
log I3 (4)] 6 H*|A|T

EXP = fin 5 +dnd>H 3T + d*HTS + 4dHT'3
7
= O (d°|A|H>T? 1og(|¢>|)) (44)

Putting|Eq. (41)| [Lemma D.4] [Eq. (44)|into [Eq. (40)|together with € = 18 *d27T~3, we have

Regy < O (d*H|ATS log(|2])) )
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E Proof of (Model-Free, Banfit Feedback)

We start by introducting some notation. We let Z(*) denote the rounds in the k-th epoch:

I(k) = {TO+(k_1)'Nreg+17 ceey T0+k.Nr95}’ (45)

where Ty is as in|Line 1|of [Algorithm 3| Throughout the analysis, we condition on the event

£ = E, (46)

where £°°V is as in Further, for any k € [ K], let p(k) be the distribution of the random
policy:

¢ =0} -7® 1 1{¢ = 1} oy Tumit onsr T, (47)
with ¢ ~ Ber(v), h ~unif([H]), and 7w ~ unif (W§°").
We start our analysis by applying the performance difference lemma.

Applying the performance difference lemma. For any k € [K],t € Z(®), and p(¥) as just defined,
we have

E,TNP(ME[Vl"(xl;Et)]— ”*(acl;ﬂt)
=(1- u)( D@ ) -V (a 0)
Z Z (thmmfo}MTr (1’£t) Vl (xl;gt))’

[ ] 7'(6\1/'30\'

<(1-v)- };E”* [ ( (k)(a |zp) -7 (a] a:h)) . Q?k)(wma;ﬁ)] +Hv,

acA

H * —
-0 35 [ 3 (@0l o0 -mia ) -2 )|+
h=1 ae.A

+(1—u)~h;]E” [z (al ) (QF

A

A(k)

(xn,a; L") - (k)(wh,a))]

g * * A (k) (k) t
+(1—1/).hZ:1E [th(a|mh).(Qh (xp,a) - QF (wmagﬂ))].

acA
Thus, by the triangle inequality, we have
Y By B[V (213 0)] = Vi (21:61))

teZ (k)

H
<(-v)- Y YET [Z (7@l 2n) - mi(a] xh>)-@£k><wh,a>] + HNyeg,

teZ(k) h=1 acA

2(1-
2003y

S ET [Z W;L(a|:nh).(Q?k)(wh,a)_@‘216)(%7@))”. (48)

teZ (k) acA

We start by bound the first term in the right-hand side of [@8) (the regret term).

E.1 Bounding the Regret Term
Fix h € [H] and define 7/ (- | ) = (1 —/T) -7 (- | ) + Yuni (- | )/T for all z, where ~ is as

in|Algorithm 3| We have that |é2\(k)(x7 a)| = |gz3§lk)(x, a)Té,(Lk)\ < H+\/d (since HA,(lk) e By(H+/d) and

HgZA)’fL (z,a)| < 1). By applying|Lemma I.S} we have that for any 7 < #ﬂ and x € X:

> > Y (APale)-milal2)- QP (x.a)

ke[K] teZ(k) acA

< ¥ % X (A0 -] 9)- Qi @a) + Hy,

ke[ K] teZ(k) acA
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Nieg log(T [y K = —
< NeeeloeT) ) 5h 2 5 200 ) 0P (2,00 + Hr,
n k=1 teZ(k) acA

N, log(T
¢ Neeglog(T/7) + H2dyT + Hn, (49)

Ui

E.2 Bounding the Bias Term
Fix epoch k € [ K], round ¢t € Z(®), layer h € [2.. H], and 7’ € II. Further, let

Foo = oe X imaxdi (@) > i )]} (50)

be the set of e-reachable states. With this notation, we now bound the bias term in @); we have

Y EY [Z mh(alzn)- (QF (wna:l) —@g“(wh,a))]
teZ (k) aeA

T (k) —~
<| Y E [H{mh $ 23 Y mhal@n) - (QF (n,a;l) - Qg’”(wh,a))]l
teZ(k) acA
i (k) —~
+| Y E [H{mh Xyt Y my(aly)- (Qh (zh,a;0") - Qz’“)(ﬂ?h’a))” 7
teZ (k) acA
and so by Cemma L1
o (k) —~
< Z E [H{wh €Xp e} Z m(a|xp) - (Qh (zh,a;0") - ng)(mh,a))] + 2Nreng25,
teZ (k) acA
a* 1 (k) -
= Nieg ' |E l]l{sch € X} S mh(a @) (N S QF (wn, a5 ) - ng>(mh,,a))] + 2Ny g Hd.
acA reg ez (k)

Thus, by letting

7 1 (k) ;
Q@ ()= Y Qn (50, (51)
reg tez(k)

and using Jensen’s inequality (twice), we get

Z E™ [Z m,(a|xy) - (Qf(k)(wil,a;ft) - @;Lk)(wh,a))”

teZ (k) acA

< Nreg -EW* |:H{:L‘h € Xh75} Z;‘tﬂ;l(a | :Bh) .
ae

_7(F) (k)
Qh (:Bhv a) - Q}L (mha CL)

] + 2N, Hd%e,

(k) ~ 2
< Nyeg - \ E~* []I{mh e X} Sl (a] @) (Qh (xh,a) - Q;Lk)(wh,a)) ] + 2N, e Hd?e,
ae A

(k) - 2
S Nreg : \ ]Eﬂ-* []I{xh € Xh,a} : Irrllea./i( (Qh (wha CL) - sz)(whva)) ] + 2Nreng257

and now by the fact that ¥;°" is an (ﬁ, ¢) policy cover for layer h (see |Lemma G.1| and |Deﬁni{

fGon 2.1):

—7(k) PN 2
< Nieg - \ 8Ad max E~™ [H{wh € Xp o} - max (Qh (zp,a) - Q;lk)(wh, a)) ] + 2Ny og Hde,
mewsov acA

< Nreg :

—w (k) ~(k) 2 )
8A2d Z [E7on Tunis (Qh (zh,an) - Q) (mh,ah)) + 2N, g Hd e (52)

cov
\ el

Next, we bound the regression error term in the right-hand side of (52).
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E.3 Bounding the Regression Error

Lemma E.1. Let 6 € (0,1) and v € (0,1/4) be given. There is an event E% of probability at least
1 — 26 under which

U v . O 2 40H3dlog(2|F|/6
Z [E7Oh Tunit |:(¢;lk)(wh7ah)T9}(Lk) -Q (w}“ah)) ] < E?eg . VA;g( | |/ )
reg

el

(53)

Proof. Fix § € (0,1), h e [H] and k € [K], and let (z},a},, (", h") be as in|Algorithm 3| With this,
define

I =T1{¢" =0 or h' < h}, (54)

and note that (x%,al, It ),.ze are identically and independently distributed. Further, for ¢ € Z(*)
and 7 € I1, let 0™ € B4( H\/d) be such that

V(z,a) e X x A, Qf(z,a:0") = ¢ (x,a) 0"

Such a Gz’t is guaranteed to exist by the low-rank MDP structure (]Assumption 2.1[) and |Assump{
O]
tion 2.2l With this, note that for QZ as in (1)), we have

__7(F) 1 (K
Qn (@.a) = 6i(x,a) 00, where 0P = —— 3> o7 (55)
Nreg teZ(k)

For the rest of this proof, we let F be the function class
F={f:(z,a) > ¢n(z,a)"0|0eCU{0M} ¢ ¢ D},

where C is a minimal (N,eg ) *-cover of B(H+/d) in | - | distance. Further, for 7 € Z(%) we let

H
zi = 0 (%], a);
I=h

T a T T T 1 7 (k) T T
e =24 (-’Bhaz)—T > Qn (zf,,ap; 0"); (56)
I=h reg te7(k)
and
L(f)= Y I -(f(z},ay) - 2,)% (57)

teZ(F)
for f € F. Finally, let f.(z,a) = qb,*L(x,a)TG,(Lk), where 9,(;“) is as in (33) and f(x,a) = A,Sk)(x,a).
With this, note that f, and f satisty f.(x},al) =z} - & and f € argmin ;. » L(f).

Now, since f € argmin sz L(f), we have

0>L(f) - L(f.) = VL(fOLf - f 1+ |f - £I7, (58)

where V denotes directional derivative and

If=fo2= 3 I (f(@hah) - fu(=h, ai))?.

teZ (k)

Rearranging (38) and using that f. (z},a}) = 2}, — €}, we get that

If = fo? < =VI(fLf - £,
=2 Y I (=, - ful@), a}))(f(2}, a}) - f.(), af)),

teZ(k)
=2 3 I e, (f(xh.a}) - fu(),a})). (59)
teZ (k)
We now bound the right-hand side of (39). For any h € [H], k € [K] and any f, f, € F, we apply

ILemma [.2| with
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o« ¥ = a({(w#ai,ei,(j) 15 <t;i}) where t; = (k= 1)« Nyeg +i;
* The random variable w® set as the difference

w' =T1{¢"" =0orh' < h}-epi- (f(acz,a};) - fo(z),a)))

—]E[]I{C“ =0orh' <h}-e}i- (f(wZ,afL) - fo(z)i,al)) |§i"1}

where ¢; = (k= 1) - Nyeg + 13
n = Nyog = [ZF)].
e R=4H?; and
s \=1/(16H?);

to get that there is an event £ of porbability at least 1 — ¢ under which
> Ii-e- (f(x}h,a}) - f.(x},a}))

AG))
< % BT e et e

w2 B @) (F(eh af) - £ al)*) 161 g0,
R R C RN )

“5 5 B (Flah0h) 1.4 )] < 165 s 7)), (60)

where E;[-] is defined as E [ | &t‘l] and the last step uses that |e’,| < 2, for all t € Z(*). For the
rest of the proof, we condition on £ and to simplify notation let

Al = f(z),a}) - f.(x}. ab). (61)

Using the expression of €/, in (56), we have

> EelT}, ) - AL

teZ(k)
— t ul to ot t 1 7 ¢t t
= > E I Zel(a’lval)_N > Qn (mp,an:07)]-AL (62)
teZ(k) l=h reg rez(k)

Now, since I}, = I{¢* = 0 or h* < h}, we have
M H

E |5 t(at al) | ol al, I} - 1] -7 (ah als ).

-

Li=h

Plugging this into (62) and using the law of total expectation, we have
> BT} €, Al

teZ(F)

(k) 1 (k) -
> Etlrz-(czh @hapit)- 2 ¥ Q1" (whapic >)-Az],
teZ (k) reg L7 (k)

?(k)
= Y Ef1-QF (), api ) - AL -
teZ(k)

1 7(F) T
Ly > m[n o @ all.
reg rez(k) teZ(k)
(63)

On the other hand, since (x},, a},, I} ),czo» are i.i.d. and ¢* is chosen by an oblivious adversary, we
have

~ 1
vieT®, B [1-QF " (a},afi () A}] = i

=(k) t
> E.[I7-QF (2], a0 AT
eg reZ(k)
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Plugging this into (63) shows that
> Bl ep - A5]=0. (64)
teZ (k)
Combining this with and (39), we get that
R 1 .
> I (f(=).ap) - fu(),a})) < 1 2 Bl (f(@),ah) - fo(®h,,a1))?]
teZ(k) teZ (k)
+16H? log(|F/3). (65)

Now, since (},, aj,, I}, )sezcr areiid., we have by that there is an event £’ of probability
at least 1 — ¢ under which we have

Y B[Ih- (f(ah,ah) - fol@h,ah)? <2 3 I (f(a),a)) - fo(@), ah)?

teZ (k) teZ(k)
+8H?log(2|F/3). (66)
Combining this with (63) and rearranging, we get that under £™°8 := £ n "
L £ 40H? 1og(2|F|/s
2 E (I (f(ah.al) - f.(ah,a))?] < N(l /) “
reg 17 (k) -

On the other hand, we have that for all ¢t € 7 (k).
E¢ [, - (f(z}, @) - fu(xh,al))?] 2 B [I{¢ = 1,h" = b} - (f(x}, a}) - f.(x),a}))?]

v TTOR Tunif R t
= IVER [(f(mZva;L)_f*(mzva§z))2]' (68)
Hd weWy,

Plugging this into and using the expressions of f and f,, we get

S— O *1  40H3dlog(2|F|/6
Z [ETOh Tunit |:(¢§Lk)(mh7ah)-r9;(lk)_@h (mhaah)) ] < g( | |/ )
weWwy, I/Nreg

E.4 Putting It All Together

By combining @8)), (32)., (53), and @9), we have that under the event & = £°V n £™°8 (where £°°Y
and £7°¢ are as in[Lemma G.1|and [Lemma E.I| respectively):

Regr=HTo+ ), >, (]Emp(k)E [V (z1;€")] - v ($1§ét))a
ke[ K] teZ*)

Nrye log(T/ ’7)
<HTy+HTv+T-\/8A%d €2, + gﬁ + H?dnT + H~. (69)
Thus, plugging in the expression of T from and ignoring polynormal factors

d, A, H,log(|®[e™1671), we get that
1 Nre
Regp < ki Te+Tv+ Nyeg - \/8A%d - 2, + 2Ny g Hde + Tg +T,
<T*P 4 yT+T\[8A2d %, +\/TNyeg, (bysettinge =T"%and = (Nyeg/T)"?)
[1
=TT +T. A /T Nyeg, (used the expression of sfeg in (33))
ViVyeg

T\ 14
<T2/3+VT+\/T'(;) ; (by setting Nreg:(T/V)l/Q)

T, (70)

where the last step follows by setting v = T-1/5,
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F Proof of (Model-Free, Bandit Feedback, Adaptive Adversary)
We let Z(F) denote the rounds in the kth epoch:

I® = {Ty+ (k=1) Neeg + 1, ., To+ k- Nreg}, (71)

where Ty is as in|Line 8|of [Algorithm 4 Throughout the analysis, we condition on the event

£ = £ grep+span A gfreed’ (72)

where £°°V, £rep+span and gfreed gre a5 in[Lemma G.1 [Corollary F.1} and [Lemma F.3| respectively.

We start our analysis by applying the performance difference lemma.

Applying the performance difference lemma. For any k € [K], t € Z®) | and let p(*) be the
distribution of the random policy:

I{¢h =0} 70 + I{¢ =1} -7t oy 7P, (73)
with ¢* ~ Ber(v), h' ~ unif ([H]), and 7" ~ unif (U}5™).
Eroptr E [Vl"(:m;ﬂt‘l)] -V (w1 1Y)
-(1—u> (W7 s ™) -V @)
Z Z (VTK'O}L+17T ($1;’Ht71)_Vlﬂ—*(wl;ﬂtil))7

he[H] meWgoy

Hd

=(1-v)- Z E™ [Z (%‘ng)(a | zp) — 7 (a| sch)) . Qz(k)(mh,a; HTY | ’Ht_l] + HN,eg,
h=1

acA

H
=(1-v)- Y E™ [Z (7 (alan) - mial @) - Q5P (@n,0) | %H] + HNyog
h=1

acA

+<1—u>-§1w*[2 7 (al@n) - (QF (@M ™) -Q ““’(a:h,a))m“]

acA

H

* . P ?(k) — —

+(1-v)- Z E [Z m(a|xp) - (ng)(:ch,a) -Qr (xxp,a;H' 1)) | H? 1] )
h=1 acA

Thus, by the triangle inequality, we have

2 (E’“P‘“E [V (z; 7)) - Vf*(m;ﬂt_l))
teZ(k)

H * —_
<(1-v) ¥ YE [Z(fﬁf“(a|mh)—w;<a|xh))02’“><wh,a>|%t-1]+HNregv

teZ(k) h=1 acA

2(1-
2003y

5 5[ S mtalen (@ @nan ) - @ @) 12

teZ (k) ac A
(74)

We start by bounding the first term on the right-hand side of (74) (the regret term).

F.1 Bounding the Regret Term

Fix h € [H] and define 7} (- | ) = (1 = /T) - 7j.(- | ) + yTunie (- | 2)/T for all z, where 7 is as
in 4, We have that |Q*) (x, a)| = |°P (z,a) TO")| < 8Hd2 (since 0% € Byy(4Hd?) and
|61 (z,a)| < @)% (x,a) | + )P (x,a) | <2). By applying we have that for any n < g7/ and

xeX
> Y ¥ (@@l -mial0) 0 @0

ke[K] teZ(k) acA

s ¥ % X (A0l -] )Gl @a) + Ha,

ke[ K] teZ(k) acA
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Nyep log(T K _ ~
< N800 450 5 S w0 a0 QP (o)« i

k=1tez(k) ac A

Nyeg log(T
o Neegl08(T1Y) oy 2t o 11, (75)

n
F.2 Bounding the Bias Term
To bound the bias term (second term in (74))), we make use of the following result.
Lemma F.1. Fort € [T), h € [H), and 7 € I1, there exists 0, € Bog(H\/d) such that for all
(z,a) € X x A and history H'™" = (2171, ai®7t),
QZ(x,a;"Ht_l) = é;(x,a)THZ’”, where ¢} = [qjloss,(ﬁ*] e R%, (76)
Proof. Fix ¢t € [T], h € [H], and 7 € II. By the low-rank MDP structure and the normalizing
assumption on 47 in|Assumption 2.1| there exists wal € B4((H - 5)\/d) such that for all (x,a) €
X x Aand history H'™" = (2157, a7,
H
[ >4 (xs,as;H™) |2 = 2,0, = a| = ¢ (x, a)Twh+1 (77)

s=h+1

Now, with g, as in|Assumption 4.2} (T5) and (77) implies that §;™ := [g} ,w;'T, ] € R?¢ (where [-,-]
denotes the vertical stacking of vectors) satisfies the desired property. [

Fix epoch k € [K], round t € Z(), layer h € [2.. H], and 7’ € II. By there exists
52’?(@ € Bog(Hd'?) such that for all (z,a) € X x A,

(k) _ -
Qhit (z,a; H' 1) = (b;wl(mva)TBZfl

With this, let wffl(k) € By(3Hd*) be as in |Corollary F.1| with f(x) =

(k) . . .
yer 1 5 maxaeA ¢h+1(x a)TBh+1 ; note that this function belongs to the function class Fpy1
in{Algorithm 4 With this, we define

3t w(k) t 7
9, gp, W h+1 EIBQd(4Hd ), (78)

where g¢ € B4(1) is such that £, (z,a; H'™") = $1°%(x,a) gt
With this notation, we now bound the bias term in[Eq. (74)} we have

> ET [Z mhalz) (QF (@n a1 ™) - QP (wn,0)) | 'H]

teZ (k) aeA
" U rcp at, 7 ) (k:) 1
> ET | Y m(alxn)- (Th,a)"9y; (zh,a)) | H
teZ(k) acA
2. E’T*[Zﬂh(alwh)(% (an, 0, H™) - qsfep(xh,a)nsﬁ’“’)mt—l] ,
teZ (k) acA

and by (in particular (92))

teZ (k) ae A
and by again (in particular (93)) and the triangle inequality

<2y

rewiPen

<2y

rewiPen

+ Nreg * Erep

=(k )
+ Nreg * Espan + Nreg *Erep

Z Eﬂ'[ rep(w}“ah)T,ﬂtﬂ

rep(wh’ah)Te(k) |Ht 1]
teZ(k)

+ Nreg * Espan + Nreg *Erep

P =(k) —re A —
> E[QF (na 1Y) - G () 05 | 1]

teZ(k)
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+2 )

, (triangle inequality)

>, E7 [¢rep(fﬂh»ah)mf(m ~ Q7" (@h s 1Y) | %tfl]

weW P [teT (k)
<2 Y | Y E[QF” @naH ) - 6P @i an) 0 1|+ Nieg - apan + 3Ny - €vep
weW P [T (k)
(79)
where the last inequality follows by (in particular (92)).
Next, we bound the estimation error term in the right-hand side of (79).
F.3 Bound the Regression Error
By (Freedman’s inequality), we have that for all m € ¥P*" and 6 € Boy(4Hd?):
H
Nieg * Efrecd 2 | D {h!=h,7' =7, ¢ =1} ( P (), ap,)" 0 - ZEZ)
teZ(k) s=h
~ _ H
> E []I{ht =h,w'=m,¢ =1} (Qs;fp(a;;,ag)w - eg) | %”] . (80)
teZ(k) s=h
On the other hand, we have
¥ E[H{ht hwt = Ct =1} ( P (), af) - Zet) | ]
teZ (k)
g 5 E e 0w,
teZ (k) s=h
7| Jre ) (%) - -
Hd > E [(b P(xp,an)'0-QF (xn,a; M) | H! 1]. (81)
teZ (k)
Now, by (in particular (92)) and the triangle inequality, we have
T rep Tn 7 (k) t—1 t-1
Nreg Erep— Z E [ mhaah) G_Qh (:c;“a;’H ) |H ]
teZ (k)
- Z E” [ rep(fﬂh,ah) 0 - ¢rep(wh,ah)T1§%%(m | %tfl] ,
teZ(k)
7 | Zrep ) (k) . t-1 t—1
> E [(bh (@h,an)'0-Qp  (zn,a;H ) [H ]
teZ (k)
iy 7.r(k)
~E" (6" (zn, an)'] ( g 0 ), Oy )‘ (82)
teZ(F)

Thus, by combining (80), [§1), and ([82), we have

sy ]I{ht:h,ﬂ-t:w,ctzl}-( 5P (a0l ) - zet)

meUSP [T (k)

VNyegErep N v Z

<dNrc * Efreed T
= (freg " Sfreed Ty Hd

teZ(k) teZ(k)

>, B [dfe"(wh,ahf]( g 0= 2, ‘Sﬁ(k))

span
mew !

Using that QA,(lk) is the minimizer over Bog(4Hd?) of the left-hand side, and the right-hand side

vV Nye

L —p (R
evaluted to dNyeg  Efreed + % with 0 = % Y iez(h) 192’7r € Boy(4Hd?), we have that
res

VNreg5rep

< dNreg * Efreed T H

H
S S Hht=hwt=m,¢t =1} ( P (ah,al) O — 3 eg)
s=h

TeW P [ e (k)
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Now, combining this with and (81) with 0 = é,(ck), we get that

>

7| sre N (k) - -
> E [¢hp($mah)T9;(Lk)—Qh (@ a; 1) | H! 1]

We‘lf;pa“ teZ (k)
Hd?N,opiy Hd e R H
<Rt T > szhn#:mley(mpwxaMW$”—Zzz,
v ‘n'e\IJi'Lpa" teZ (k) s=h
2Hd2NI‘C ree:
¢ S0 Tregfhieed | N pErep (83)

v

F.4 Putting It All Together
By combining (74), (79), (83), and (73), we have that under the event & in (72):

Regy = Ty 35 (B BT ] -1 9.
ke[ K] teZ(9)

2H A>T free
SHToy+ HTv +T - egpan + 3dT - €rep + ST Cfeed
14
Nyeg log(T
+ Ty + s8N oy gy, (84)
n

Thus, plugging in the expression of Tp, freed, and (Espan, Erep) from[Algorithm 4} [Lemma F.3| and
Corollary F.1| respectively, and ignoring polynormal factors d, A, H,log(|®|e1671), we get that

1 T N,
Regp < — +Te+Tv+ — LA S
g2 v \| Nieg n

<T*P + TNY? 4 /TNy, (bysettinge = T3, 1= (N /T)?, v = N/%) - (85)

reg

<TY?  (Nyog = T%%), (86)

where the last step follows by setting Nyeg = T2,

F.5 Spanner Guarantee

Algorithm 7 Spanner: Computing an Approximate Spanner.

Require: Layer h, feature classes ®, policy covers Wy.p, feature map (E X x A > R #of
episodes n.
1: Define G = {g: (z,a) = d(z,a) w| ¢ e ® weBy(2Vd)}.
2: For § € R?? and (,a) € X x A, define

gy [ On(z,)T0, fort=h,
ri(z, a;0) = { 0, otherwise. ®&7)

w

Set Gy, = {(x,a) » ¢dp(x,a)70:0 € Boy(1)},and fort € [h— 1], set G, = G.

For each t € [h], set P, = unif(U;).

5: For 0 € R?4, define LinOpt () = PSDP(h, 711 (-, 0), G1.h, Prp,n) €11 //PSDP as in
Mhammedi et al.| (2023). _

6: For 6 € R4 and 7 € I1, define LinEst(7) = EstVec(h, ¢y, m,n). //EstVec as in [Mhammedi

et al.| (2023).

7: Set 71.24 = RobustSpanner (Lin(]pt(-), LinEst(-),2,4/ W). //

RobustSpanner as in [Mhammedi et al.| (2023 .
8: Return: Policy cover {7y,...,Toq}.

»

Lemma F.2 (Spanner Guarantee). Let ¢,a,0 € (0,1), h e [H], n > 1, and ¢p, : X x A - R
be given. Suppose that |Assumption 2. 1| and |Assumption 4.1| hold, and let V.;, be such that for

span

all s € [h], W, is an (o, €)-policy cover for layer s with |V, = 2d. Then, the output V,’™" =
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Spanner(h, ®, V1., dn,n) is such that |W;"*"| = 2d and, with probability at least
1 -0, for all 7' € 11, there exist {3, € [-2,2] : m € W} } such that

E™ [fn(xh,an)] - Y Br-E"[dn(2h,an)]

R

< €gpan (N, @, 0), (88)

where

dA - (dlog(2nVdH) +1 D|/d
Espan(n, @, 0) = csz\/ (dlog(2nV/dH) + log(n|2|/3))
an
where ¢ > 0 is a large enough absolute constant. Furthermore, the number of episodes Tspan (1) used
by the call to Spanner is at most O( H?d?n).

+ H2d%?e. (89)

Proof. To derive the desired bound, we will use the generic guarantee of RobustSpanner from
(Mhammedi et al., 2023, Proposition E.1). To invoke this result, we first need to derive guarantees
for the optimization and estimation subroutines LinOpt and LinEst withn the Spanner algorithm
(Algorithm 7). In particular, we need to show that there is some ¢’ € (0,1) such that (with high
probability) for any 6 € R2¢\ {0} and € II, the outputs 75 := LinOpt(6/|||) and ¢™ = LinEst ()
satisfy

SugéT]Eﬂ[cgh(ﬂ?h,ah)] < éTEﬁé[Qgh(mmah)] +e' Hgﬂ and Hég’ﬂ - Ew[éh(wh,ah)]u <e.

(90)
With this, we can apply (Mhammedi et al.| 2023} Proposition E.1) to get that the output
T1:24 = RobustSpanner(LinOpt(-),LinEst(-),2,¢)
for € < 2¢’ is such that for all 7 € TI, there exist 31, ..., 84 € [-2, 2] satisfying
d
E”[(bh(:ch,ah)] —Zﬁi-E’”[gbh(xh,ah)] < 6de’. 91
i=1

Since LinOpt is based on PSDP as in|Line 5|of [Algorithm 7|and ¥, ..., ¥}, are (o, €)-policy covers
for layers 1 to h, respectively, (Mhammed: et al.,[2023| Corollary H.1) implies that there is an event
EPSPP of probability at least 1 — 6/2 under which for any § € R% \ {0}, the output 75 = LinOpt ()
satisfies

sup 9TEﬂ[¢3h(-’Bha ap)] < OTET [éh(wha a)]

mell

L 1Al- CHz\/ dA- (dlog(2nv/dH) + 1og(nl®)/6)) | 1o
an

for a large enough absolute constant ¢ > 0. On the other hand, since LinEst is based on EstVec as
in (Mhammedi et al.| 2023 Lemma G.3) implies that there is an event £EStVe¢ of probability

at least 1 — /2 under which for all 7 € II, the output ¢™ := LinEst(r) satisfies

167 ~E7 G on, an)]l < oy EE

for a large enough absolute constant ¢ > 0. Therefore, under E757F n £EtVeC 1in0pt and LinEst

satisfy with

+ H?d* .

T \/ dA - (dlog(2nV/dH) +log(n|®]/5))

an

Therefore, by (Mhammedi et al., 2023} Proposition) and the fact that d+/ W < ¢, the
output

Al dH|D|/é
T1:24 = RobustSpanner (LinOpt(-), LinEst(-), 2, d\/og(n||/))

an

is such that for all 7 € II, there exist 31, ..., 824 € [-2, 2] satisfying

2d
E™[¢n(xh,an)] = . Bi - E™ [pn(xh, an)]
=1

where egpan (1, v, 9) is as in (89).

< Espan(n7 «, 5),
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Bounding the number of episodes By (Mhammedi et al.,[2023] Proposition E.1), RobustSpanner
calls LinOpt and LinEst as most O(d?) times. Each call to LinOpt [resp. LinEst] requires H>n
episodes. This implies the desired bound on the number of iterations.

F.6 Representation + Spanner

Corollary F.1. Let ,0 € (0,1), ¢, and WP be as in|Algorithm 4| Then, for all h € [H],
e ®an = 2d and there is an event a0 of probability 1 - under which for a

(brep ® and \I/Zpan 2d and there i ErePHsPAN of hrobability 1 — 30 /4 under which for all
e[H]:

e For f € Fpi1, with Fpia as in (O7), there exists w£+1 € B4(3d*?) such that:
vrell, [E7 6P (@n, an) wl,, ~ELf (@ne) | 2n,an]]| < rep = 1047 (92)

e Forall 7' €11, there exist { B € [-2,2] : m € U;P*"} such that for ¢)" = [$}°>°, $,°P]

E™ (61 (2, an)] = Y Br-ET [0 (2h, an)]| < eopan = 2H2d e, (93)

\I,span

Proof. From[Algorithm 4] we have
P = RepLearn(h Fhe1, @, unif (U5Y), Thep) and WP = Spanner(h,@ﬂlﬁ?,}’@rep Tspan),
where

AH log(|®|/9) Alog(dH|®|e71671)
T Tspan = 2 5 (94)
ae ag

and o= g A = By | there is an event £°°Y of probability at least 1 — §/4 under which, for

all he [H], ¥5*Vis an («, € pohcy cover for layer h with |¥3°V| = d. In what follows, we condition
on £°°V. By [Lemma G.2|and [Lemma F.2| there are events £7°P and £°P*" of probability at least
1 — §/4 each such that under £™P n £°P** (92) and (@3) hold; this follows from (98) and (88) and the
choices of Ty and Typan in (94). Finally, by the union bound, we have P[£°°Y N ETP N EP] > 1-§
which completes the proof. O

W%y = VoX(D,e,d/4), Trep =

F.7 Martingal Concentration

Lemma F.3. Let K, Nycg, qﬁie};, and T™) be as inlAlgorithm 4|for k € [K]. There is an event £7¢°4
of probability at least 1 — § /4 under which for all 6 € Bog(4Hd?), h € [H), k € [K], and 7 € ¥;P™":

> ]I{ht:h,rt:mCt=1}‘( o " (@), a},)" 0 - Zet)

teZ(k)

Nreg

log(dK H Nyeg /6
> E[H{ht:h,wt:w,Ctzl} ( P (), al) 0 - Zet) ’HH] < Efreed ::4Hd2\J v log N s/ ),
reg

teZ (k) s=h

. t—1 . X
where the random variables ht,(t, wt, and H'™" are as inAlgorithm

Proof. Fix 0 € Boy(4d?), h € [H], k € [K], and 7 € U;P*". We apply (Freedman’s
inequality) with

s R=4Hd?

*n= Nreg;

* The random variable w® set as the difference

w'=T{h" = h,w' =7, ¢t =1} ( P (i a)i) 0 - Z Et’)

-E H{h“:h,r“:w,g‘t":l}-( ¢ (), a)i )0 - Zetl)mt 1], (93)

where t; = (k— 1) - Nyeg + 15
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« The filtration § set as the o-algebra o(H'™1);

* The variance term V,, has the following upper bound

T

Nreg . . Nreg B . H 2 )
Vo= 2 E[(w)?|§7]< Y Elﬂ{h“ = h,wh=m, ¢t =1} (¢2€p(w2,a2)T9— > ff:’) |$"‘1]
i=1 i=1 s=h
< 8Hd31/Nreg;
_ -1 szNreg 71/2.
*A=H (log(KHN,.eg/é)) ;

to get that there is an event E}ff‘}fi () of probability at last 1 — (Nyeg ) *H ' K~'d~'5/8 under which

1 _ _ H

N Z H{ht:h,ﬂ-t:ﬂ,’Ctzl},((bZep(mz,az)TG_Zzi)
reg |iez(k) =

H

_ Z E[H{ht - h,ﬂ't — 7T7Ct =1} (¢Zep($27a2)T9_ Z Zg) | Ht_l]
teZ (k) “h
log(dK H N,eo /6
£4Hd2\j v log( ~ /). ©6)
reg

Let C be a minimal (dH Nyeg )~ '-cover of Bog(4Hd?) with respect to the | - | distance. Under the
event

gheed - N £ @),
he[H],ke[ K],me WP GeByg(4Hd?)
Eq. (96)|holds forall h € [H],k € [K], and 0 € Bog(4Hd?) up to an additive O(1/Nyeg) error. By
the union bound, we have P[£°¢d] > 1 - §/4 which completes the proof. O
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G Policy Cover and Representation Learning Algorithms

In this section, we present guarantees for VoX, RepLearn, and RobustSpanner which we need in
the analysis of our oracle efficient algorithm. The results are based on (Mhammedi et al., 2023)).

G.1 Policy Cover
The following result is a restatement of (Mhammedi et al., (2023} Theorem 12).

Lemma G.1 (VoX Guarantee). Lete, d € (0,1) be given. SupposelAssumption 2.1|and|Assumption 4.1|
hold. Then, there is an event £V of probability at least 1 — 6 under which the output W{%; =
VoX(®,¢,0) is such that for all h € [H]:

s Ui%Visa (ﬁ, g)-policy cover for layer h;
o WY < d.
1; urthermore, the number of episodes T.oy(¢) used by the call to VoX is bounded by
O(Ad*® HS log(®/0))/e2.
G.2 Representation Learning
Lemma G.2 (Representation Learning Guarantee). Let £,c.,6 € (0,1), h e [H - 1], andn > 1 be

given and define the function class

Fror = {1+ (@.0) = max s (2,0)70 | Gt = [055, 0 ). 0 2.0 € Baa(D} . OO)

Further, let U_be an («,g)-policy cover for layer h with |¥| = d, and suppose
Ition 2.]| and IAssumption 4.1| hold. Then, with probability at least 1 - 6, the output ¢, = =

RepLearn(h, Fpi1, @, unif (W), n) is such that for all f € Fp,1 there exists w£+1 € By(3d°/?)
such that:

AHd log(|9]/9)
an

+ 9d7/257
(98)

vaell,  [ET (6P (2n, an) wl,, ~ELf (@hn) |2 an]]| < \/

where ¢ > 0 is a large enough absolute constant. Furthermore, the number of episodes Tyey,(¢) used
by the call to RepLearn is equal to n.

Proof. By (Mhammedi et al., 2023, Theorem F.1) and the assumption that [¥| = d, there is an event £
of probability at least 1 — §/2 under which ¢," satisfies:

i [ (" Ad®log(|®|/6
swwp it maxE” [(6 (on,an) w - B[ (@ner) | @, an))?] < o AL 0BURI),
feFp,1 weBq(3d3/2) w'el¥ "

99)

where c is a large enough absolute constant. We use this to show (98). In what follows, we condition

on&. Fix mell and f € G and let w£+1 be the vector w € B4(3d*/?) achieving the infimum in (99)
for the given choice of f. Let A}, . be the set of e-reachable states at layer & as defined in (50). With
this this, we have for all h € [H],

™[5 (@n,an) wh, ~ELf (@ns1) | @n,ai]
< ‘]E“ [H{wh # Xne} (6P (xn,an) wl,, —E[f(zhe) | -’Bmah])“

+ B [{an € X} (65 (@ an) 0,y ~ B[ (@) | 21, @n])?]
< B [Han € Xc} (67 (@nsan)Tw s ~ELf (@nan) [ o, an]) ]| +9d7%, (100)

where the last inequality follows by

We now bound the first term on the right-hand side of (T00). By Jensen’s inequality, we have

[E™ [[{@h € Xic} - (65 (@n, an)Twl .y ~E[f (@) |20, an])]|

)
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<\ JB [ € 0.0} - (65 o)l ~ LS () | 2,02
and so using that ¥ is a («, €")-policy cover (see [Definition 4.1)), we have
< \/Of1 ng\ff]E” [(éf?;fp(mhvah)ngn ~E[f(zn1) | fL‘h,ah])Q],

5
g \/C. AHd 10g(|¢>|/5)’

an

where the last step follows by (99). Combining this with (T00) yields (98). 0O
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H Lower Bound for Bandit feedback with Unstructured Losses

In full-information, one does not require any structure on the losses. We show that this is not the
case for the bandit case via a lower bound depending polynomially on the number of states. This
lower bound implies that the low-rank transition structure with unstructured losses does not give any
significant improvements over the tabular setting.

Theorem H.1. There exists a low-rank MDP with S states, A actions and sufficiently large time step
T with unstructured losses such that any agent suffers at least regret of Q(\/SAT).

Proof. We assume 45 < +/T. The construction is an H = 1 (i.e. contextual bandit) MDP with

uniform initial distribution over states. Each state is a copy of an A-armed bandit problem with

Bernoulli losses with mean %, and one randomly chosen optimal arm with mean % — A. Following

the standard lower bound construction for bandits (Lattimore and Szepesvari, [2020), there exists

A =0O(1/V/TAS) such that the the regret of playing any individual bandit problem for N < 27T'/S
rounds is lower bounded by (N A). Let denote N (s) the number of time the agent receives the
initial state s, then any agent suffers a regret lower bound in our MDP of

Q(ZS: ]E[min{N(s),QT/S}]) .

s=1
N(s) is the sum of T Bernoulli random variables with mean 1/S. We have by Hoeffding’s inequality
P[N(s) > T/S + x] < exp(-2z2/T).
This allows to upper bound the tail

E[N(s)I(N(s) > 2T/5)] < fT Zx(zx/Texp(-2x2/T)) dz
< /;:;4exp(x/\/f— 222 |T) dx (%(x/\/T)2 < exp(z/V/T))
S[T;Zlexp(—x/ﬁ)dx (x>T/S >4JT)

= 4T exp(-VT]S) < 4T exp(-4) < T/(25).

Hence E[min{N(s),27/S}] = T/S - E[N(s)I(N(s) > 2T/S)] > T/(2S) and the regret in the
MDP is lower bounded by €2 (\/T A). O

I Helper Results
Lemma L1. Lete, B > 0and h € [2.. H] be given. For any function f : X - [-B,B] and w € 1],

we have
E™[I{w@p § X} f(2n)] < BV, (101)
where
Xoo = o e X imaxdi (o) 2 - (@)}, (102)

denotes the set of states that are e-reachable at layer h.

Proof. Fix f : X - [-B, B] and 7 € II. Using the definition of &}, . in (T02), we have that = ¢ A, .
only if dj (x) < e|p,(2)]. Using this, we have

E[I{zn § Xne}- flzn)] < D) Haf Xne}-di (@) f(2),

reX

< Be Y |ui(@)],
reX

< Bd*, (103)

where the last step follows by the normalizing assumption on p* (see [Assumption 2.1) and
(Mhammedi et al., 2023, Lemma 1.3). O
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I.1 Martingale Concentration and Regression Results

Lemma L.2. Let R > 0 be given and let w', ... w™ be a sequence of real-valued random variables
adapted to filtration ', ---,§". Assume that for all i € [n], w® < R and E[w’ | '] = 0. Define
S, =Y w' and V,, = Y1 E[(w®)? | 7). Then, for any § € (0,1) and X € [0,1/R], with
probability at least 1 — 6,

S, < AV, +1In(1/8)/A. (104)

We now state two helpful results from Mhammedi et al.| (2024b) without a proof.

Lemma L3. Let B > 0 and n € N be given. abstract set. Further, let Q < {g: X x A — [0, B]} be a
finite function class and (z',a',e"),..., (", a", ") be a sequence of i.i.d. random variables in
X x A xR. Then, for any 0 € (0, 1), with probability at least 1 — §, we have

1
vgeQ, Zlgl®-2Blog(2Ql/5) < o] < 2lg]* + 257 10g(2/Q]/3), (105)

where [g|? = ¥ Elg(x',a")? | § 1 and | g|3 = £i-, 9(2', a’)?.

Lemma I.4 (Generic regression guarantee). Let B >0, n € N, and f, : X x A — [0, B] be given.
Further, let F € {f : X x A — [0, B]} be a finite function class and (x*,a',e'),..., (", a" ")
be a sequence of i.i.d. random variables in X x A x R. Suppose that

. f* € ]:;
o 2t = f(x',a’) +e' + b, forallie [n];
e bl,...,b" € R (not necessarily i.i.d.);

s ' e [-B,B], forallie¢[n]; and
s E[e|z',a’] =0.
Then, for f € argmin ;. Yin, (f (2, a’) - 2°)? and any & € (0,1), with probability at least 1 - 6/2,
~ n .
|f = £.I1% < 8B log(2|7/5) +8 3 (b")?, (106)
i=1

where | f = £.]% = T (f(2',a") - " (2", a"))%
Proof. Fix 6 ¢ (0,1) and let Z,,(f) = Y7, (f(z',a’) - z*)?, for f € F, and note that since
[ eargmin; x L, (f), we have

0> Ln(f) =Ln(fu) = VEu(f)f = £+ 1 - fo)2, (107)

where V denotes directional derivative. Rearranging, we get that
Hf_ f* ng < _zvzn(f*)[f_ f*] - Hf_ f*”?u
=4 ;(zi - f.(@',a"))(f(z',a’) - fo(@',a’)) = | f - [l
SAY( B at) - fu(ata) - | - LR
i=1

43 e (@ al) - fu(@h @) - [ - £ + 436 - (f(@, ) - . (e a')),
=1 =1
(108)

<4y e (flaha)) - L) - 1= LI A2 4 5 S a) - (o a))"
SaY e (e - L@ a) - I f - AW G- 09

Thus, rearranging, we get

If = fl2 < 8%8 (f(a',a’) - fo(x',a’) =2 f ~ fo]2 + 8i(bi)2. (110)
i=1 i=1
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We now bound the first term on the right-hand side of (I10). For this, we apply with
w' =g (f(x',a’) - f.(z',a’)), R= B> \=1/(8B%), and §' = @, and use

1. the union bound over f € F; and

2. the facts that E[e" | %, a’] = 0,
to get that with probability at least 1 — §/2,

>t (o a) - 1w a)) < {1 - 7+ B log (217 o). an
Combining this with (TT0)), we get that with probability at least 1 — §/2,
I = 1,12 < 8B 08(2171/5) + 8 3 (). (112)
i=1
This completes the proof. O

I.2 Online Learning

The following is the standard guarantee of exponential weights (e.g. Lemma F.4 of [Sherman et al.
(2023b)).

Lemma L5 (Exponential Weights). Given a sequence of loss functions {g'}, over a decision set TI,
{p'YL, is a distribution sequence with p' € A (1), Vt € [T] such that

T
' () o< exp (—n > gt(ﬂ)) :
t=1
If p! is a uniform distribution over |I1| and ng'(7) > —1 for all t € [T] and € I1. Then

max {Z {g".p' —p)} < log(nm') Y 3 pt(m)gt(n)?

peA(TD) (121 t=1 mell

1.3 Reinforcement Learning
The following is standard simulation lemma which is first proposed by |Abbeel and Ng| (2005).

Lemma L6 (Simulation Lemma). For two finite-horizon MDPs M = {X, A, ¢,{P,}!L |} and
M = {X, A0, {Py}_ |} with horizon H and |{| . < 1. Let the corresponding value function be
V7 (;0) and V[T (2;€) for step h € [H]. For any policy 7 : X - A(A), we have

H
V7™ (213 €) = V{7 (21;.0))| HZE (120 (| 2,0) = P (- @, 0)| ]

The following is the standard performance difference lemma which is first proposed by |[Kakade and
Langford| (2002]).

Lemma 1.7 (Performance Difference Lemma). For a finite-horizon MDPs M = {X, A, ¢, {P,}1L}
starting at x1, and two policies m,7' : X — A(A), we have

4 H I’
VI (21;0) = Vi (2130) = ) Eongg ZA(Wé(alx) - mn(alz)) Qf (w,a;0)
h=1 ae
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes], ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .

Justification: The main claims made in the abstract and introductio accurately reflect the
paper’s contributions and scope. The claims are validated by detailed proofs.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes] .
Justification: The paper discuss the limitations of the work in the discussion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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 The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes] .
Justification: The paper provides detailed assumptions and proofs.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA] .
Justification: This is a theoretical paper.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:
* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA] .
Justification: This paper does not include experiments.
Guidelines:
» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA] .
Justification: This paper does not include experiments.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
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10.

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA].
Justification: This paper does not include experiments.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes] .

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:
¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical work. There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: The paper poses no such risks.
Guidelines:
* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA] .
Justification: This paper does not use existing assets.
Guidelines:
» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
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13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA] .
Justification: This paper does not release new assets.
Guidelines:
* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

» The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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