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Abstract

Training a policy in a source domain for deployment in the target domain under
a dynamics shift can be challenging, often resulting in performance degradation.
Previous work tackles this challenge by training on the source domain with modified
rewards derived by matching distributions between the source and the target optimal
trajectories. However, pure modified rewards only ensure the behavior of the
learned policy in the source domain resembles trajectories produced by the target
optimal policies, which does not guarantee optimal performance when the learned
policy is actually deployed to the target domain. In this work, we propose to utilize
imitation learning to transfer the policy learned from the reward modification to the
target domain so that the new policy can generate the same trajectories in the target
domain. Our approach, Domain Adaptation and Reward Augmented Imitation
Learning (DARAIL), utilizes the reward modification for domain adaptation and
follows the general framework of generative adversarial imitation learning from
observation (GAIfO) by applying a reward augmented estimator for the policy
optimization step. Theoretically, we present an error bound for our method under
a mild assumption regarding the dynamics shift to justify the motivation of our
method. Empirically, our method outperforms the pure modified reward method
without imitation learning and also outperforms other baselines in benchmark
off-dynamics environments.

1 Introduction

The objective of reinforcement learning (RL) is to learn an optimal policy that maximizes rewards
through interaction and observation of environmental feedback. However, in domains such as medical
treatment [1] and autonomous driving [2], we cannot interact with the environment freely as the errors
are too costly or the amount of access to the environment is limited. Instead, we might have access to
a simpler or similar source domain. This requires domain adaptation in reinforcement learning. In
this paper, we study a specific problem of domain adaptation in reinforcement learning (RL), where
only the dynamics (transition probability) are different in two domains. This is called off-dynamics
RL [3–5]. Specifically, we focus on a problem setting in which we have limited access to rollout
data from the target domain, but we do not have access to the target domain reward, following the
previous off-dynamics work [3–5].

Previous work on off-dynamics RL, such as Domain Adaptation with Rewards from Classifiers
(DARC) [3] and [6, 5], focuses on training the policy in the source domain with a modified reward
function that compensates for the dynamics differences. The reward modification is derived so
that the distribution of the learning policy’s experience in the source domain matches that of the
optimal trajectories in the target domain. As a result, their experience in the source domain will
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Figure 1: (a) Training reward in the source domain, i.e. EπDARC,psrc
[
∑

t r(st, at)], evaluation reward
in the target domain, i.e. EπDARC,ptrg

[
∑

t r(st, at)] and optimal reward in target domain, for DARC in
Ant. Evaluating the trained DARC policy in the target domain will cause performance degradation
compared with its training reward, which should be close to the optimal reward in the target given
DARC’s objective function. Results of HalfCheetah, Walker2d, and Reacher are in Figure 9 in
Appendix. (b) Learning framework of DARAIL. DARC Training: we first train the DARC in the
source domain with a modified reward that is derived from the minimization of the reverse divergence
between optimal policies on target and learned policies on the source. Details of DARC and the
modified reward are in Section 3.1 and Appendix A.1. Discriminator training: the discriminator is
trained to classify whether the data is from the expert demonstration (DARC trajectories) and provide
a local reward function for policy learning. Generator training: the policy is updated with augmented
reward estimation, which integrates the reward from the source domain and information from the
discriminator. We first train DARC, collect DARC trajectories from the source domain, and then train
the discriminator and the generator alternatively.

produce a trajectory distribution close to the target domain’s optimal one. However, deploying the
resulting policy in the target domain usually causes performance degradation compared to its training
performance in the source domain. Figure 1 (a) shows the experiment result of DARC under a broken
source environment setting, where the broken source environment means the value of 0-index in the
action of the source domain is frozen to 0, and the target environment remains intact. Consequently,
existing reward modification methods will only obtain a sub-optimal policy in the target domain.
Details of DARC and its suboptimality in the target domain will be introduced in Section 3.1. More
details about why DARC fails in more general dynamics shift cases are in Appendix C.6.

In this paper, we present an off-dynamics reinforcement learning algorithm described in Figure 1 (b).
Our method, Domain Adaptation and Reward Augmented Imitation Learning (DARAIL) consists
of two components. Following previous work like DARC [3] on off-dynamics RL, we first obtain
the source domain trajectories that resemble the target domain’s optimal ones. We then transfer the
policy’s behavior from the source to the target domain through imitation learning from observation
[7], which can mimic the policy’s behavior from the state space.

In particular, we consider the dynamics shift in the framework of generative adversarial imitation
from observation (GAIfo) [8], and propose a novel and practical reward estimator called the reward
augmented estimator (RAE) for the policy optimization step in imitation learning.

Our contributions can be summarized as follows:

• We propose the Domain Adaptation and Reward Augmented Imitation Learning (DARAIL) algo-
rithm by transferring the learned policy of reward modification approaches from the source domain
to the target domain via mimicking state-space trajectories in the source domain. We propose
reward augmented estimator (RAE) to leverage the reward from the source domain to stabilize the
learning.

• We recognize limitations in the existing DARC algorithm and off-dynamics reinforcement learning
algorithms with similar reward modification, which is directly deploying the learned policy to the
target domain results in significant performance degradation. Our proposed algorithm mitigates
this issue with an imitation learning component that transfers DARC policy to the target.

• We introduce an error bound for DARAIL that relaxes the assumption made in previous works that
the optimal policy will receive a similar reward in both domains. Specifically, with our imitation
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learning from the observation component, we can show the convergence of DARAIL with a mild
assumption on the magnitude of the dynamics shift.

• We conducted experiments on four Mujoco environments, namely, HalfCheetah, Ant, Walker2d, and
Reacher on modified gravity/density configurations and broken action environments. A comparative
analysis between DARAIL and baseline methods is performed, demonstrating the effectiveness of
our approach. Our method exhibits superior performance compared to the pure modified reward
method without imitation learning and outperforms other baselines in these environments. Code is
available at https://github.com/guoyihonggyh/Off-Dynamics-Reinforcement-Learning-via-Domain-
Adaptation-and-Reward-Augmented-Imitation.

2 Backgrounds

Off-dynamics reinforcement learning We consider two Markov Decision Processes (MDPs): one is
the source domainMsrc, defined by (S,A,R, psrc, γ), and the other one is the target domainMtrg,
defined by (S,A,R, ptrg, γ). The difference between them is the dynamics p, also known as transition
probability, i.e., psrc ̸= ptrg or psrc(st+1|st, at) ̸= ptrg(st+1|st, at). In our paper, we experiment with
two types of dynamics shift: 1) broken environment [3], in which the 0-th index value is set to be
0 in action, and 2) modifying the gravity/density setting of the target environment [9]. The source
and the target domain share the same reward function, i.e., rsrc(st, st+1) = rtrg(st, st+1). All other
settings, including state space S , action space A, and the discounting factor γ, are the same. We will
use γ = 1 in the derivation and analysis in our paper.

We aim to learn a policy ζ(a|s) using interaction from the source domain together with a small
amount of data from the target domain (st, at, st+1)trg to maximize the expected discounted sum of
reward Eζ,ptrg [

∑
t γ

tr(st, at)] in the target domain. Note that we assume we only have limited access
to the target domain transition, namely (st, at, st+1)trg, in the whole process and we do not utilize
the target domain reward.

Imitation learning (from Observation) Imitation Learning (IL) trains a policy to mimic an expert
policy πE with expert demonstration {(s0, a0), (s1, a1), ...} or {(s0, s1), (s1, s2), ...}. Generative
adversarial imitation learning (GAIL) [7] uses an objective similar to Generative adversarial networks
(GANs) that minimizes the distribution generated by the policy and the expert demonstration. It
alternatively trains a discriminator Dω and a policy πθ to solve the min-max problem:

minπθ
maxDω

E(s,s′)∼πE

[
logDω(s, s

′)
]
+ E(s,s′)∼πθ

[
log(1−Dω(s, s

′))
]
− λH(πθ), (2.1)

where s′ is the next state and H(πθ) is the entropy of the policy πθ. Note that in our problem, we
mimic the state-only expert demonstrations {(s0, s1), (s1, s2), ...} instead of the expert’s actions.
This setting is also called imitation learning from observation [8]. We will further discuss why we
use state observation instead of action in section 3.2. Dω is the classifier that discriminates whether
the state pair is from the expert πE or generated by the policy πθ. Then, the policy is trained with
the RL algorithm using reward estimation − logDω(s, s

′) as the reward. The optimization of the Eq.
(2.1) involves alternatively training the policy and the discriminator.

3 Off-dynamics RL via Domain Adaptation and Reward Augmented
Imitation Learning

In this section, we present our algorithm, DARAIL, under the off-dynamics RL problem setting. First,
we introduce DARC [3] in Section 3.1, which provides the distribution of target optimal trajectories
in the source domain to mimic. Then, in Section 3.2, we introduce the imitation learning component
through which we utilize the trajectories provided by DARC and transfer the DARC policy to the
target domain. We aim to learn a policy that generates the same distribution of trajectories in the
target domain as the DARC trajectories in the source domain.

3.1 Off-dynamics RL via Modified Reward

DARC is proposed to solve the off-dynamics RL through a modified reward that compensates for
the dynamics shift [3]. Here, we first introduce DARC and its drawbacks. DARC seeks to match
the policy’s experiences in the source domain and optimal trajectories in the target domain. We

3
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define τ = {(s1, a1), (s2, a2), ..., (st, at), ...} as a trajectory. We use τ src
πθ

to represent the trajectories
generated by πθ in the source domain. The policy’s distribution over trajectories in the source domain
is defined as:

q(τ src
πθ
) = p1(s1)

∏
t psrc(st+1|st, at)πθ(at|st). (3.1)

Let π∗ = argmaxπ Eπ,ptrg [
∑

t r(st, at)] be the policy maximizing the cumulative reward in the
target domain. We use τ trg

π∗ to represent the trajectories generated by π∗ in the target domain. Given
the assumption that the optimal policy π∗ in the target domain is proportional to the exponential
reward, i.e., π∗(at|st) ∝ exp(

∑
t r(st, at)), the desired distribution over trajectories in the target

domain is defined as:

p(τ trg
π∗) ∝ p1(s1)

∏
t ptrg(st+1|st, at)× exp

(∑
t r(st, at)

)
. (3.2)

DARC policy can be obtained by minimizing the reverse KL divergence of p(τ trg
π∗) and q(τ src

πθ
):

minπθ
DKL(q||p) = −minEpsrc

∑
t r(st, at) + ∆r(st, at, st+1) +Hπθ

[at|st] + c, (3.3)

where ∆r(st, at, st+1) := log ptrg(st+1|st, at)− log psrc(st+1|st, at) and c is a partition function of
p(τ trg

π∗), which is independent of the dynamics and policy. The ∆r(st, at, st+1) can be calculated
through the following procedure: i), train two classifiers p(trg|st, at) and p(trg|st, at, st+1) with
cross-entropy loss LCE ; ii), Use Bayes’ rules to obtain the log

(
ptrg(st+1|st,at)
psrc(st+1|st,at)

)
. Details are in

Appendix C.1. Eq. (3.3) shows that πDARC can be obtained via maximum entropy algorithm with a
modified reward rmodified = r(st, at) + ∆r(st, at, st+1) at every step.

However, DARC matches the distribution of τ trg
π∗ and τ src

πDARC
. As the dynamics shift exists, πDARC will

not recover the optimal policy π∗, and deploying the DARC in the target domain will usually suffer
from performance degradation due to the dynamics shift, as shown in Figure 1(a) and Figure 9 in
Appendix. However, in the source domain τ src

πDARC
resembles those optimal trajectories in the target

domain. Given the property of τ src
πDARC

, we propose to use imitation learning from observation with
τ src
πDARC

as expert demonstrations to transfer DARC to the target domain. The new policy in the target
domain should behave similarly (generate similar trajectories) as DARC in the source domain.

3.2 Imitation Learning from Observation with Reward Augmentation

In this section, we present the Domain Adaptation and Reward Augmented Imitation Learning
(DARAIL) method, which mitigates the problem of DARC via imitation learning from observation.
As described in Section 3.1, τ src

πDARC
resembles the target optimal trajectories, and we want to transfer

DARC’s behavior to the target domain. A natural way to tackle it is utilizing imitation learning to
mimic the expert demonstration τ src

πDARC
. Following [7, 8], the objective can be formulated as:

minζ maxDω

{
Eptrg,ζ

[∑
t logDω(st, st+1)

]
+ E(st,st+1)∼τ src

πDARC

[∑
t log(1−Dω(st, st+1))

]}
. (3.4)

where Dω is the discriminator in the generative adversarial imitation learning and ζ is the policy to
be learned in the target domain. In the objective function Eq. (3.4), the (st, st+1) pairs are from the
target domain, while we do not have much access to the target domain. Alternatively, we can use the
(st, st+1) pairs from the source domain and re-weight the transition with the importance sampling
method to account for the dynamics shift. The objective with data rolled out from the source domain,
and the importance sampling is as follows:

minζ maxDω

{
Epsrc,ζ

[∑
t ρ(st, st+1) logDω(st, st+1)

]
+ E(st,st+1)∼τ src

πDARC

[∑
t log(1−Dω(st, st+1))

]}
,

(3.5)

where ρ(st, st+1) =
ptrg(st+1|st,at)
psrc(st+1|st,at)

is the importance weight. Note that we do the generative adversar-
ial imitation learning from only state observations (GAILfo) with (st, st+1) [9–11] instead of (st, at).
This is because we aim to learn a policy ζ to produce the same trajectory distributions in the target as
the ones πDARC produces in the source domain, despite the dynamics shift, rather than mimicking the
policy. Mimicking the (st, at) pairs will recover the same policy as DARC, and deploying it to the
target domain will not recover the expert trajectories due to the dynamics shift.

This objective Eq. (3.5) can be interpreted as training the discriminator Dω to discriminate whether
the (st, st+1) generated by ζ in the target domain matches the distribution of DARC trajectories

4
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in the source domain using data rolled out from the source domain with ζ and importance weight.
Then, after the discriminator is fitted, the policy can be trained with the reward estimator RAE with
model-free RL. The objective is:

maxζ Epsrc,ζ

[∑
t RAE(st, st+1)

]
, (3.6)

where RAE is defined as follows:

RAE(st, st+1) = − logDω(st, st+1) + ρ(st, st+1)(rsrc(st, st+1) + logDω(st, st+1)). (3.7)

Here the rsrc(st, st+1) is the reward obtained from the source domain, which is the same as the
reward from the source domain, i.e. rtrg(st, st+1). In imitation learning, the − logDω(st, st+1)
can be viewed as a local reward function for the policy optimization step and the objective is
maxζ Epsrc,ζ [

∑
t− logDω(st, st+1)]. So Eq.(3.5) can be viewed as learning a reward function for

the training of ζ. However, as the dynamics shift exists, the estimation of the − logDω(st, st+1)
could be biased, which is similar to the case in off-policy evaluation (OPE) [12–16] when training
a reward estimation on biased data. As we have access to the source domain and can obtain the
reward from the rollout, we are motivated to use both the reward estimation − logDω(st, st+1) and
the ground truth reward in the source domain rsrc(st, st+1) so that we could have a better reward
estimation than − logDω(st, st+1) under dynamics shift. The RAE here can be viewed as using
− logDω(st, st+1) as a base estimator of the reward and use rsrc(st, st+1) and importance weight
ρ(st, st+1) to correct it. This correction idea is similar to the doubly robust estimator (DR) [12] in
OPE. The DR estimator combines the reward estimation r̂ and the importance-weighted difference
between true reward r and r̂. Specifically, the DR method takes the reward estimation r̂ as a base
estimator and applies the importance weighting to the difference between true reward r and r̂, which
is ρ(r − r̂) term, to correct the bias of the r̂, where ρ is the importance weight.

Algorithm 1 Domain Adaptation and Reward Augmented Imitation Learning (DARAIL)
1: Initialize: source and target environmentsMsrc andMtrg; replay buffers for source and target

transitions, (DπDARC
src , Dζ

trg,D
ζ
src); initial parameters for the two classifiers θ = (θSA, θSAS); initial

policy (πDARC, ζ); initial discriminator Dω, ratio r of experience from source vs. target, ratio k
of update frequency of generator vs. discriminator.

2: πDARC ← Call DARC [3] ▷ training expert policy
Reward Augmented Imitation Learning

3: DπDARC
src ← DπDARC

src
⋃

ROLLOUT(πDARC,Msrc)
4: for t = 0, ...T do
5: Dζ

src ← Dζ
src

⋃
ROLLOUT(ζ,Msrc)

6: if t mod r = 0 then
7: Dζ

trg ← D
ζ
trg
⋃

ROLLOUT(ζ,Mtrg)
8: end if
9: if t mod k = 0 then

10: Dω ← IL(DπDARC
src , Dζ

src, L), where L is from Eq. (3.5) ▷ update discriminator
11: end if
12: θ ← argminLCE(Dζ

src, Dζ
trg) ▷ update classifiers by cross-entropy loss

13: Calculate RAE from Eq.(3.7) ▷ reward augmented estimator
14: ζ ← SAC(ζ, Dζ

src, RAE) ▷ update generator
15: end for
16: Output: ζ

Our Algorithm The DARAIL is shown in Algorithm 1, which consists of two steps: the first step,
Line 2 in Algorithm 1, is the training of πDARC, and the second step is imitation learning with the
reward estimator in Eq. (3.7). In Lines 6-8, we roll out the target domain transition (st, at, st+1) to
calculate the importance weight. Here, we will not collect the target domain reward. In Lines 9-11,
we update the discriminator based on Eq. (3.5). In Line 12, we train the two classifiers p(trg|st, at)
and p(trg|st, at, st+1) with cross-entropy loss LCE and Bayes’ rules similar to ∆r(st, at, st+1) in
DARC as mentioned in Section 3.1. The details are in Appendix C.1. Lastly, we calculate the RAE

in Line 13 and update the generator (Soft Actor-Critic (SAC) [17]) with RAE in Line 14.

Note that in Lines 6-7, we roll out from the target domain, but the amount of it is significantly smaller
than the source rollouts. In our experiments, we roll out from the target domain every 100 steps of

5
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source domain rollouts, which is 1% of the source domain rollouts. Further, even though DARAIL
requires more target domain rollouts than DARC as it is required to train DARC first and then perform
the imitation learning step, the advantage of DARAIL does not solely come from the more target
samples. Because, in DARC, increasing the training step or target domain rollouts will not further
improve its performance due to its inherent suboptimality, which is shown in table 11 and 12 in
Appendix with the same amount of target domain rollouts.

4 Theoretical Analysis of DARAIL

Let π∗ = argmaxπ Eπ,ptrg [
∑

t r(st, at)] be the optimal policy maximizing the cumulative reward in
the target domain and ζ̂ be the policy learned from DARAIL. Now, we provide an error bound for
DARAIL. Details of the proof are deferred to Appendix B.

Theorem 4.1. Let m be the number of the expert demonstration and R̂(m)
π =

Eσ

[
supD∈D

1
m

∑m
i=1 σiD(st, st+1)

]
be the empirical Rademacher complexity. Let B be the

error bound of DARC in the source domain, i.e. Epsrc,π∗
DARC

[
∑

t r(st, at) +H[at|st]] −
Epsrc,πDARC [

∑
t r(st, at)] ≤ B and W be the upper bound of the importance weight, i.e. ρ(st, st+1) ≤

W , ∀(st, st+1). Let discriminator class D be a ∆-bounded function, i.e. |Dω(st, st+1)| ≤ ∆ given
any (st, st+1). ∥r∥D measures the richness of the discriminator to represent the ground truth reward
as defined in Appendix B.2. dD is a defined neural network distance between the (st, st+1) distribu-
tions generated by the πDARC and πζ̂ defined in Appendix B.1. Given the empirical training error of
the imitation learning, i.e. dD(τ̂ src

πDARC
, τ̂ trg

ζ̂
)− infζ dD(τ̂ src

πDARC
, τ̂ trg

ζ ) ≤ ϵ̂, ∀ δ ∈ (0, 1), with probability
at least 1− δ, we have

Eptrg,π∗ [
∑

t r(st, at)]− Eptrg,ζ̂
[
∑

t r(st, at)]

≤ Epsrc,π∗
DARC

[
∑

t r(st, at) +H[at|st]]− Epsrc,πDARC [
∑

t r(st, at)]︸ ︷︷ ︸
(1) DARC Error Bound in Source

+ ∥r∥D
[
ϵ̂+ inf

ζ
dD(τ̂

src
πDARC

, τ̂ trg
ζ̂
)︸ ︷︷ ︸

(2.1) Approximation Error

+2R̂(m)

τ trg
πDARC

+ 2W R̂(m)

τ trg
ζ̂

+ (6W + 1)∆
√

log(4/δ)/2m︸ ︷︷ ︸
(2.2) Estimation Error

]
︸ ︷︷ ︸

(2) Imitation Learning Error Bound

.

Remark 4.2. Our error bound depends on (1) the DARC error bound in the source domain and (2)
the imitation learning generalization error, where (2) is further decomposed into (2.1) approximation
error and (2.2) estimation error. This bound demonstrates how the two important components in our
proposed approach contribute to a good performance. Firstly, we would want a well-trained policy on
the source to reduce (1), which can be achieved by a good policy learning algorithm and well-trained
classifiers for reward modification. Secondly, we utilize imitation learning from observation to
transfer the experience to the source. (2.1) depends on the upper bound of the importance weight,
which can be decreased with a richer policy class or when the dynamics shift becomes smaller.
Additionally, a better imitation can be also achieved by increasing the complexity of the discriminator
function class and the number of samples, which pushes (2.2) to be smaller.

4.1 Comparison with the Analysis of DARC

As we discussed in Section 3.1, the DARC algorithm [3] trains a policy πDARC on the source domain
via matching the distribution of trajectories generated by πDARC in the source and the distribution of
the optimal trajectory in the target domain. Consequently, the learned policy πDARC will be suboptimal
if it is directly deployed in the target domain.

In the DARC analysis, it is assumed that the optimal policy for the target domain π∗ lies in the no
exploit set defined as follows [3, Assumption 1].

Πno exploit ≜
{
Ea∼π(a|s)

[∑
tDKL(psrc(st+1|st, at)||ptrg(st+1|st, at))

]
≤ ϵ

}
. (4.1)

Here, the no exploit set means that the experiences for any policy in this set are similar in the source
and target domains. Consequently, any two policies in this no exploit set also receive similar expected
rewards in the two domains, and thus the reward received by π∗ in the target domain is similar to

6

136331https://doi.org/10.52202/079017-4331



that received by πDARC in the target domain. Further, the objective function Eq. (3.3) of DARC is
equivalent to the following constrained optimization.

maxπ∈Πno exploit Epsrc,π

[∑
t r(st, at) +H[at|st]

]
. (4.2)

Thus, deploying the policy πDARC will not receive a huge performance degradation. However, the
assumption that π∗ ∈ Πno exploit is stringent and might not always be satisfied when the dynamics shift
is large. When this assumption is violated, π∗ is not a good policy in the source domain, though it is
the optimal policy in the target domain. Thus, the DARC policy which only optimizes the modified
reward in the source domain will have significant performance degradation, as we have empirically
shown in Figure 1 (a) and Figure 9. We also demonstrate this performance gap in Lemma A.1 in
Appendix A when their assumption is not satisfied.

In contrast, our algorithm DARAIL does not assume the performance of πDARC in the source domain to
be close to the performance of π∗ in the target domain. Instead, we only assume that the importance
weight is somehow bounded, meaning that the dynamics shift is bounded. The error bound of
our algorithm presented in Theorem 4.1 is controlled by imitation learning, which transfers the
performance of πDARC in the source domain to that of π∗ in the target domain without assuming
π∗ ∈ Πno exploit. Therefore, our algorithm can work well even in the cases shown in Figure 1 (a) and
Figure 9 where the experience of πDARC is very distinctive in the source and target domains.

5 Experiment

In this section, we conduct experiments on off-dynamics reinforcement learning settings on four
OpenAI environments: HalfCheetah-v2, Ant-v2, Walker2d-v2, and Reacher-v2. We compare our
method with seven baselines and demonstrate the superiority of the proposed DARAIL.

5.1 Experiments Setup

Dynamics Shifts: We examine our algorithm with two types of dynamics shift. 1) Broken environ-
ment. Following previous work [3], we freeze the 0-index value to 0 in action: zero torque is applied
to this joint, regardless of the commanded torque. Different from DARC [3], who only test their
method in intact source and broken target environment, we further test our algorithm in the broken
source and intact target environment, where the source has less support than the target domain. As
discussed in Section 4.1, violating the π∗ ∈ Πno exploit assumption leads to significant performance
degradation for DARC and similar methods. When the source domain is intact, this assumption is
more likely to hold and DARC can achieve a near-optimal policy in the target domain. So, besides the
setting in DARC, we focus on a harder problem for off-dynamics RL where DARC is prone to failure
due to the violation of the assumptions in Section 4.1. Further, for the Ant and Walker2d, the source
environment is broken with pf = 0.8 probability, which means that with 0.8 probability, the 0-index
will be set to be 0, and 0.2 probability remains the original value. More details about the broken
environment will be introduced in the Appendix C.3. 2) Modify parameters of the environment.
Besides the broken environment, we create dynamics shifts by modifying MuJoCo’s configuration
files for the target domain. Specifically, we modify one of the coefficients of {gravity, density} from
1.0 to one of the value {0.5, 1.5}.
Baselines: We first compare our method with DARC performance in the source and target
domains. DARC Training and DARC Evaluation, defined as Epsrc,πDARC [

∑
t r(st, at)] and

Eptrg,πDARC [
∑

t r(st, at)] respectively, represent DARC performance in the two domains. We compare
DARAIL with DARC training performance as we mimic the DARC behavior in the source domain,
which should receive a similar reward as the DARC training reward in the source domain. We compare
with DARC Evaluation to show that our method mitigates the problem of DARC and outperforms
DARC in the target domain. Further, we compare our method DARAIL with several baselines that we
describe as follows. Importance Sampling for Reward (IS-R) re-weights the reward in the transition
with ptrg(st+1|st,at)

psrc(st+1|st,at)
, and update the policy with reward ptrg(st+1|st,at)

psrc(st+1|st,at)
r(st, at) [18]. Importance Sam-

pling for SAC Actor and Critic Loss (IS-ACL) [18] re-weights the transitions in the SAC actor and
critic loss. DAIL is a reduction of DARAIL without reward augmentation. Model-based RL method
MBPO [19] uses short model rollouts branched from real data to reduce the compounding errors of
inaccurate models and decouple the model horizon from the task horizon. MATL [20] uses different
modified rewards and is similar to our problem setting, except that they have access to rewards in
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the target domain. Finally, we compare with generative adversarial reinforced action transformation
(GARAT) [10], a grounded action transformation method that uses imitation learning to modify the
action that is executed in the source domain to simulate the target transitions. More details of the
baselines are in Appendix C.2.

Experimental Details: We perform weight clipping to all methods that use the importance weight,
including the DARAIL, DAIL, IS-R, and IS-ACL, and select the [0.01, 100] as the clipping interval
for fair comparison, which works well for all methods. We also show that DARAIL is less sensitive
to the importance of weight clipping in the next section. We conduct fair parameter tuning for our
method and baselines, including learning rate, Gaussian noise scale, and learning frequency of the
importance weight. We also tune the parameter for the imitation learning component in DARAIL and
DAIL and notice that the higher update frequency tends to perform better, and experiment results are
in Appendix D.2. More details are in Appendix D.4.

5.2 Results

We show the results of DARAIL and DARC in Table 1 and 2 for broken source and 1.5 gravity setting,
respectively. And the results of other baselines are in Table 3 and 4. We refer to the results on other
settings in the Appendix, including the intact source and broken target environment setting and the
modification of different scales of the parameters in the configuration file. We will also empirically
discuss why DARC works well in the broken target setting while fails in the broken source setting in
Appendix C.6.

Table 1: Comparison of DARAIL with DARC, broken source environment.
DARC Evaluation DARC Training Optimal in Target DARAIL

HalfCheetah 4133± 828 6995± 30 8543 ± 230 7067± 176
Ant 4280± 33 5197± 155 6183 ± 348 5357± 79

Walker2d 2669± 788 3896± 523 3899 ± 214 4366± 434
Reacher −26.3± 3.3 −11.2± 2.9 -7.2 ± 1.2 −13.7± 0.9

Table 2: Comparison of DARAIL with DARC, 1.5 gravity.
DARC Evaluation DARC Training Optimal in Target DARAIL

HalfCheetah 653± 142 4897± 653 6894 ± 491 4093± 1021
Ant 1587± 594 2170± 258 5320 ± 429 3472± 771

Walker2d 257± 28 4130± 689 4254 ± 345 4409± 401
Reacher −55.3± 10.3 −17.2± 3.8 -8.3 ± 1.3 −9.5± 0.22

The Suboptimality of DARC and DARAIL outperforms DARC By comparing DARC Training
and DARC Evaluation in Table 1 and 2 we demonstrate that there is a performance degradation of
πDARC deployed in the target domain on all four environments. πDARC reward in the target domain
is about 40% lower than πDARC reward in the source domain on average for broken source setting,
and the degradation can be more severe in the changing gravity and density setting. Also, πDARC
reward in the target domain is significantly lower than the target optimal reward. The training reward
curves of DARC of the broken source environment setting are in Appendix C.5, clearly showing
performance degradation when deployed in the target domain. Further, DARAIL outperforms the
DARC evaluation performance.

DARAIL Outperforms Baselines We show the result of DARAIL and baselines in Table 3, 4. The
training curves of other settings are in Appendix C.4. In all four environments, DARAIL outperforms
the πDARC reward in the target domain. DARAIL also achieves better performance or the same level
of rewards compared to the πDARC in the source domain as shown in Table 1 and 2, which is our expert
policy for the imitation step. Compared with the DAIL, DARAIL has a much better performance,
which demonstrates the effectiveness of the reward estimator RAE . Compared with the two important
weighting methods, IS-R and IS-ACL, in broken source settings, DARAIL outperforms IS-R in four
environments and IS-ACL in Ant and Walker2d. IS-ACL and DARAIL achieve similar rewards in
HalfCheetah and Reacher. And in modifying configuration settings, DARAIL outperforms IS-R and
IS-ACL. Our method outperforms MBPO, MATL, and GARAT in all environments.

DARAIL is Less Sensitive to Extreme Values in Importance Weights Though IS-ACL achieves
comparable performance with DARAIL on some tasks shown in Table 3, it is highly sensitive to
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Table 3: Comparison of DARAIL with baselines in off-dynamics RL, broken source environment.
DAIL IS-R IS-ACL MBPO MATL GARAT DARAIL

HalfCheetah 6402± 362 6007± 863 6934± 231 4323± 7 1538± 616 5877± 382 7067 ± 176
Ant 3239± 395 1463± 1055 2753± 94 2445± 13 2006± 17 3380± 268 5357 ± 79

Walker2d 2330± 156 3092± 434 3881± 269 1012± 41 250± 5 3296± 284 4366 ± 434
Reacher −13.9± 1.1 −17.6± 0.25 −14.1± 0.16 −14.3± 2 −30± 10 −14.7± 2.6 -13.7 ± 0.9

Table 4: Comparison of DARAIL with baselines in off-dynamics RL, 1.5 gravity.
DAIL IS-R IS-ACL MBPO MATL GARAT DARAIL

HalfCheetah 2666± 2037 2718± 1978 3576± 312 619± 311 337± 205 3825± 437 4093 ± 1021
Ant 990± 251 1712± 393 2396± 573 989± 13 1376± 466 1961± 115 3472 ± 771

Walker2d 525± 142 1543± 604 1369± 705 870± 451 1419± 489 630± 230 4409 ± 401
Reacher −16.5± 1.1 −14.6± 0.8 −47.4± 8.3 −18.3± 0.9 −17.6± 0.7 −16.7± 0.3 -9.5 ± 0.22

the clipping interval of importance weight. In Figure 2, we show the performance of DARAIL
and IPS-ACL on different importance weight clipping intervals in the broken source setting, and
DARAIL outperforms IPS-ACL on all tasks. If the clipping interval is too large, IPS-ACL suffers
from high variance, thus harming the performance. If the clipping interval is too small, the effective
information about the dynamics shift is lost. On the other hand, DARAIL is less sensitive to it, which
is an inherent property of our RAE . Furthermore, in Figure 2, for IPS-ACL, the training curve for
[0.001, 1000] clipping interval has a much larger variance than [0.1, 10] clipping interval, while our
method does not suffer from such a high variance. This also demonstrates that our proposed reward
estimator RAE is a more robust estimator and less affected by the importance weight.
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Figure 2: Performance of DARAIL and IPS-ACL on HalfCheetah and Walker2d under different
importance weight clipping intervals. DARAIL outperforms IPS-ACL on all tasks. In Table 3,
IPS-ACL receives comparable performance with DARAIL with the clipping interval [0.01,100],
while the performance decreases significantly with different intervals.

DARAIL’s Performance on Different Magnitudes of Shifts In our broken action environments, as
we create the off-dynamics shift by (probabilistically) freezing one action dimension in the source
domain, we can control the off-dynamics shift magnitudes by controlling the broken probability.
For the same environment, the larger the pf is, the higher the probability of freezing the 0-index
action, thus a larger dynamics shift. We consider pf = [0.2, 0.5, 0.8] for Ant, respectively and the
experiment results is shown in Figure 3. From left to right, as the dynamics shift increases, we
observe that the DARC performance decreases, and DARAIL outperforms DARC on all tasks.

6 Related Work

Off-dynamics RL Off-dynamics RL [3] is a specific domain adaptation [21, 22] and transfer learning
problem in the RL domain [23] where the goal is to learn a policy from a source domain to adapt to
a target domain where the dynamics are different. Similar to many works in off-policy evaluation
(OPE) [12] in bandit and offline/off-policy RL [13, 24], an importance weight approach can be used to
account for the difference between the transition dynamics with ptrg(st+1|st,at)

psrc(st+1|st,at)
. However, this method

can easily suffer from high variance due to the estimation bias of psrc(st+1|st, at) [12]. Another line
of method for the off-dynamics RL is through reward shaping [3, 5]. DARC [3] learns a policy from
a modified reward function that accounts for the dynamics shifts through a trajectories distribution
matching objective. [6] proposed an unsupervised domain adaptation method with KL regularized
objective, which uses the same reward modification techniques trajectories distribution matching
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Figure 3: Performance of DARC and DARAIL under different off-dynamics shifts on Ant. Action 0
is frozen (set to be 0) with probability pf in the source domain. From left to right, the off-dynamics
shift becomes larger. As the shift becomes larger, the gap between DARC Training and DARC
Evaluation is larger. Our method outperforms DARC on different dynamics shift.

objective in DARC [3]. These reward-shaping methods all face the same problem: they will not
recover the optimal policy in the target domain and will suffer from performance degradation in the
target domain, but the policy’s experience in the source domain is similar to the optimal policy in the
target domain. Similarly, [25] proposes a state-regularized policy optimization method that constrains
the state distribution to be similar in the source and target domain by adding a constraint term in the
reward. However, this will also lead to suboptimal policy in the target domain like DARC. Different
from DARC, Mutual Alignment Transfer Learning (MATL) [20] uses different modified rewards
with GAN [26] to align the trajectories generated in the source and the target domain, but it requires
access to the target domain reward. There is also work [27] that solves the off-dynamics RL problem
by training a distributionally robust policy in the source domain by assuming that the target domain’s
transition probability is in an ambiguity set defined around the transition probability of the source
domain. Our method builds on DARC, inspired by its property in the source domain, overcoming the
issues in DARC and similar methods by mimicking the πDARC behavior in the source domain.

Imitation Learning Imitation learning (IL) is another line of work that can be applied to off-dynamics
problems by mimicking the expert demonstration in the target domain. Generative adversarial
imitation learning, [7, 28–30, 8, 31, 32], frames IL as an occupancy-measure matching or divergence
minimization problem, which minimizes the divergence of the generated trajectories and the expert
demonstration. Building on GAN [26], it uses the RL algorithm as a generator and a classifier as a
discriminator to achieve this. Imitation learning from observation (Ifo) [33–35] is recently proposed
to mimic the expert’s behavior without knowing which actions the expert took. In the off-dynamics
RL setting, recent work on IL under dynamics mismatch [11, 10, 36] can transfer a policy learned
in the source to the target domain with minimal interaction with the target domain. However, these
methods require high-quality and sufficient expert demonstrations and also the expert demonstrations
might not be the optimal trajectories for the target domain, resulting in a suboptimal policy. Our
method, DARAIL, transfers the DARC policy’s behavior in the source to the target domain through
imitation learning from observation so that the new policy will behave like the optimal policy in the
target domain. Furthermore, we propose a novel and practical reward estimator with the signal from
the discriminator and the reward from the source domain for the policy optimization.

7 Conclusion

In this paper, we propose Domain Adaptation and Reward Augmented Imitation Learning (DARAIL)
for off-dynamics RL. We recognize the drawbacks of DARC and its following work with the same
modified rewards function. We demonstrate that DARC or similar reward modification methods can
only obtain a near-optimal policy in the target domain. We then propose to mimic the trajectory
distribution generated by DARC in the source domain. Specifically, we propose a reward-augmented
estimator for the policy optimization step in imitation learning from observation. Theoretically, we
established the finite sample upper bounds of rewards for the proposed method, relaxing the restrictive
assumption about the optimal policy in the previous work. Empirically, we conducted experiments on
four Mujoco environments, demonstrating the superiority of our method. From the safety perspective,
our method avoids directly training a policy in a high-risk environment. Our future work includes
investigating off-dynamics reinforcement learning under safety constraints and more severe domain
gaps in reinforcement learning.
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A Analysis of DARC

A.1 DARC Objective

Figure 4 shows the objective of DARC, which minimizes the reverse KL divergence of the trajectories
generated by the πDARC in the source domain and π∗ in the target domain. Note that the optimal
policy is assumed to be proportional to the exponential form of the reward, i.e. π∗ ∝ exp(r(st, at)).
Given this assumption, the reverse KL divergence can be re-formulated to Eq. (3.3) with modified
reward. So, the πDARC will not be optimal in the target domain but can generate trajectories in the
source domain that resemble the optimal trajectories given the objective.

Target Domain 

Minimize Reverse KL Divergence

Source Domain 

<latexit sha1_base64="vf+MOWCXlXkD7CB/Zj9tqm3hyT0=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69BItQUUoiUj0WvXisYD+gDWGz3bZLN5u4OymU0N/hxYMiXv0x3vw3btsctPpg4PHeDDPzglhwjY7zZeVWVtfWN/Kbha3tnd294v5BU0eJoqxBIxGpdkA0E1yyBnIUrB0rRsJAsFYwup35rTFTmkfyAScx80IykLzPKUEjeWXt47n2Uzxzp6d+seRUnDnsv8TNSAky1P3iZ7cX0SRkEqkgWndcJ0YvJQo5FWxa6CaaxYSOyIB1DJUkZNpL50dP7ROj9Ox+pExJtOfqz4mUhFpPwsB0hgSHetmbif95nQT7117KZZwgk3SxqJ8IGyN7loDd44pRFBNDCFXc3GrTIVGEosmpYEJwl1/+S5oXFbdaqd5flmo3WRx5OIJjKIMLV1CDO6hDAyg8whO8wKs1tp6tN+t90ZqzsplD+AXr4xunfJFk</latexit>
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Figure 4: Optimization objective of DARC. DARC minimizes the reverse KL divergence of the
trajectories generated by the πDARC and optimal policy π∗.

A.2 DARC Error Bound

Now, we show that without the assumption of π∗ ∈ Πno exploit in [3], the error of πDARC cannot be
trivially bounded.

Lemma A.1. If π∗ /∈ Πno exploit, the error bound of the πDARC is in the following form:

Eptrg,π∗

[∑
t

r(st, at) +H[at|st]
]
− Eptrg,πDARC

[∑
t

r(st, at) +H[at|st]
]

≤ 2Rmax

√
1

2
DKL(ptrg,π∗(τ), psrc,π∗(τ)) +

∑
t

TV (πDARC(·|st), π∗(·|st)) max
st,at,st+1

∆r(st, at, st+1)

+ 2Rmax

√
ϵ/2.

Proof. In [3] Lemma B.2, they show that for any policy π ∈ Πno exploit, the following inequality
holds:∣∣∣∣Epsrc,π

[∑
t

r(st, at) +Hπ[at|st]
]
− Eptrg,π

[∑
t

r(st, at) +Hπ[at|st]
]∣∣∣∣ ≤ 2Rmax

√
ϵ/2, (A.1)

where Rmax refers to the maximum entropy-regularized return of any trajectories. However, the
inequality Eq. (A.1) only holds for πDARC, not for π∗. Now, we show that without the assumption
π∗ ∈ Πno exploit, the error could not be bounded trivially.

We start with the same decomposition. Therefore, we have

Eptrg,π∗

[∑
t

r(st, at) +H[at|st]

]
− Eptrg,πDARC

[∑
t

r(st, at) +H[at|st]

]
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= Eptrg,π∗

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,π∗

[∑
t

r(st, at) +H[at|st]

]
︸ ︷︷ ︸

I1

+ Epsrc,π∗

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,πDARC

[∑
t

r(st, at) +Hπ∗ [at|st]

]
︸ ︷︷ ︸

I2

+ Epsrc,πDARC

[∑
t

r(st, at) +H[at|st]

]
− Eptrg,πDARC

[∑
t

r(st, at) +H[at|st]

]
︸ ︷︷ ︸

I3

. (A.2)

In the original proof of [3], they bound the three terms based on the following idea:

For the term I1, they directly assume π∗ ∈ Πno exploit and obtain I1 ≤ 2Rmax

√
ϵ/2 based on

inequality Eq. (A.1). However, without the π∗ ∈ Πno exploit, the upper bound is not valid. A valid
upper bound should be:

I1 = Eptrg,π∗

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,π∗

[∑
t

r(st, at) +H[at|st]

]

=
∑
τ

(ptrg,π∗(τ)− psrc,π∗(τ))

[∑
t

r(st, at) +H[at|st]

]
≤ Rmax∥ptrg,π∗(τ)− psrc,π∗(τ)∥∞

≤ 2Rmax

√
1

2
DKL(ptrg,π∗(τ), psrc,π∗(τ)). (A.3)

If π∗ ∈ Πno exploit holds, we have DKL(ptrg,π∗(τ), psrc,π∗(τ)) ≤ ϵ, which recovers the inequality Eq.
(A.1). If it doesn’t, we cannot trivially bound the DKL(ptrg,π∗(τ), psrc,π∗(τ)).

For the term I2, in the proof of [3], they also assume π∗ ∈ Πno exploit and obtain the I2 ≤ 0 based
on the objective πDARC maximizes the reward in the source domain with πDARC ∈ Πno exploit. If
π∗ ∈ Πno exploit doesn’t hold, we can bound this term by the following inequality:

Epsrc,πDARC

[∑
t

r(st, at) + ∆r(st, at, st+1) +H[at|st]

]

≥ Epsrc,π∗

[∑
t

r(st, at) + ∆r(st, at, st+1) +H[at|st]

]
,

which is equivalent to

Epsrc,π∗

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,πDARC

[∑
t

r(st, at) +H[at|st]

]

≤ Epsrc,π∗

[∑
t

∆r(st, at, st+1)

]
− Epsrc,πDARC

[∑
t

∆r(st, at, st+1)

]
(A.4)

≤
∑
t

TV (πDARC(·|st), π∗(·|st)) max
st,at,st+1

∆r(st, at, st+1). (A.5)

And the total variation of the two policies cannot be trivially bound as well. For the term I3, we can
easily bound it by applying the inequality Eq. (A.1) as πDARC ∈ Πno exploit.

In summary, the bound without assuming π∗ ∈ Πno exploit will be:

Eptrg,π∗

[∑
t

r(st, at) +H[at|st]

]
− Eptrg,πDARC

[∑
t

r(st, at) +H[at|st]

]
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≤ 2Rmax

√
1

2
DKL(ptrg,π∗(τ), psrc,π∗(τ)) +

∑
t

TV (πDARC(·|st), π∗(·|st)) max
st,at,st+1

∆r(st, at, st+1)

+ 2Rmax

√
ϵ/2.

This completes the proof.

B Theoretical Analysis of DARAIL

In this section, we prove our theoretical results.
Definition B.1. (Neural Network Distance [37, 38]) For a class of neural networks D, the neural
network distance between two state-next state distributions, τ src

πDARC
and τ trg

ζ , is defined as

dD(τ
src
πDARC

, τ trg
ζ ) = sup

D∈D

{
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ trg

ζ
[D(st, st+1)]

}
= sup

D∈D

{
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ src

ζ
[ρ(st, st+1)D(st, st+1)]

}
.

Definition B.2. (Empirical Rademacher Complexity) Given a function class F , a dataset X =
(x1, x2, ..., xn), i.i.d drawn from distribution µ and random variable σ defined as P (σ = 1) =
P (σ = −1) = 1

2 , the empirical Rademacher complexity is given by:

R̂(n)
µ = Eσ[sup

f∈F
]
1

n

n∑
i=1

σif(xi). (B.1)

Definition B.3. (Linear Span of the Discriminator) Consider a span of the discriminator class:
span(D) = {c0 +

∑k
i ciDi : c0 ∈ R, Di ∈ D, n ∈ N}. Assuming the ground truth reward function r

lies in the span(D), then the compatible coefficient is defined as:

∥r∥D = inf

{
k∑
i

|ci| : r = c0 +

k∑
i

ciDi, c0 ∈ R, Di ∈ D, n ∈ N

}
. (B.2)

The compatible coefficient represents the minimum number of functions in D required to the reward
function r, which means the complexity of the reward function r.

Lemma B.4. (GAIL Generalization). Let πDARC be the expert policy and ζ̂ be the solution of the
imitation learning algorithm. Let discriminator classD be a ∆-bounded function, i.e. |D(st, st+1)| ≤
∆. Suppose reward function r lies in the span of the discriminator class. Given dD(τ̂ src

πDARC
, τ̂ trg

ζ )−
infζ dD(τ̂ src

πDARC
, τ̂ trg

ζ ) ≤ ϵ̂ (empirical neural network distance achieved by imitation learning), the
importance weight ρ(s, st+1) is bounded by W , m is the number of the expert data, then ∀ δ ∈ (0, 1),
with probability at least 1− δ, we have

Epsrc,πDARC

[∑
t

r(st, at)

]
− Eptrg,ζ̂

[∑
t

r(st, at)

]

≤ ∥rD∥
[
inf
ζ
dD(τ̂

src
πDARC

, τ̂ trg
ζ ) + 2R̂(m)

τ src
πDARC

+ 2W R̂(m)

τ trg
ζ

+ (6W + 1)∆

√
log(4/δ)

2m
+ ϵ̂

]
.

Proof. Given dD(τ̂ src
πDARC

, τ̂ trg
ζ )− infζ dD(τ̂πsrc

DARC
, τ̂ trg

ζ ) ≤ ϵ̂, we can have

dD(τ
src
πDARC

, τ trg
ζ ) ≤ dD(τ

src
πDARC

, τ trg
ζ )− dD(τ̂

src
πDARC

, τ̂ trg
ζ ) + inf

ζ
dD(τ̂

src
πDARC

, τ̂ trg
ζ ) + ϵ̂.

We prove that dD(τ src
πDARC

, τ trg
ζ )− dD(τ̂ src

πDARC
, τ̂ trg

ζ ) has an upper bound.

dD(τ
src
πDARC

, τ trg
ζ )− dD(τ̂

src
πDARC

, τ̂ trg
ζ )

= sup
D∈D

[
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ trg

ζ
[D(st, st+1)]

]
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− sup
D∈D

[
E(st,st+1)∼τ̂ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ̂ trg

ζ
[D(st, st+1)]

]
≤ sup

D∈D

[
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ̂ src

πDARC
[D(st, st+1)]

]
+ sup

D∈D

[
E(st,st+1)∼τ trg

ζ
[D(st, st+1)]− E(st,st+1)∼τ̂ trg

ζ
[D(st, st+1)]

]
= sup

D∈D

[
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ̂ src

πDARC
[D(st, st+1)]

]
+ sup

D∈D

[
E(st,st+1)∼τ src

ζ
[ρ(st, st+1)D(st, st+1)]− E(st,st+1)∼τ̂ src

ζ
[ρ(st, st+1)D(st, st+1)]

]
≤ sup

D∈D

[
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ̂ src

πDARC
[D(st, st+1)]

]
+W sup

D∈D

[
E(st,st+1)∼τ src

ζ
[D(st, st+1)]− E(st,st+1)∼τ̂ src

ζ
[D(st, st+1)]

]
.

According to McDiarmid ’s inequality, with probability at least 1− δ
2 , the following inequality holds

sup
D∈D

[
E(st,st+1)∼τ src

πDARC
[D(st, st+1)]− E(st,st+1)∼τ̂ src

πDARC
[D(st, st+1)]

]
≤ E

[
sup
D∈D

|E(st,st+1)∼τπDARCsrc [D(st, st+1)]− E(st,st+1)∼τ̂ src
πDARC

[D(st, st+1)|
]
+ 2∆

√
log(4/δ)

2m

≤ 2Eσ,τ src
πDARC

[
sup
D∈D

m∑
i=1

1

m
σiD(si, s

′
i)

]
+ 2∆

√
log(4/δ)

2m

≤ 2R(m)
τ src
πDARC

+ 2∆

√
log(4/δ)

2m

≤ 2R̂(m)
τ src
πDARC

+ 6∆

√
log(4/δ)

2m
.

By a similar derivation, we can have

W sup
D∈D

[
E(st,st+1)∼τ src

ζ
[D(st, st+1)]− E(st,st+1)∼τ̂ src

ζ
[D(st, st+1)]

]
≤ 2W R̂(m)

τ src
ζ

+ 6W∆

√
log(4/δ)

2m
.

Thus, we have

dD(τ
src
πDARC

, τ trg
ζ )− dD(τ̂

src
πDARC

, τ̂ trg
ζ )

≤ 2R̂(m)
τ src
πDARC

+ 2W R̂(m)

τ trg
ζ

+ (6W + 1)∆

√
log(4/δ)

2m
.

Then, based on Theorem 2 in [38], we can conclude that

Epsrc,πDARC

[∑
t

r(st, at)

]
− Eptrg,ζ̂

[∑
t

r(st, at)

]

≤ ∥rD∥
[
inf
ζ
dD(τ̂

src
πDARC

, τ̂ trg
ζ ) + 2R̂(m)

τ src
πDARC

+ 2W R̂(m)
τ src
ζ

+ (6W + 1)∆

√
log(4/δ)

2m
+ ϵ̂

]
.

This completes the proof.

Theorem B.5. Let π∗ = argmaxπ Eπ,ptrg [
∑

t r(st, at)] be the policy maximizing the cumula-
tive reward in the target domain and ζ̂ be the policy learned from DARAIL. Let m be the num-
ber of the expert demonstration and R̂(m)

π = Eσ

[
supD∈D

1
m

∑m
i=1 σiD(st, st+1)

]
be the em-

pirical Rademacher complexity. Let B be the error bound of DARC in the source domain, i.e.
Epsrc,π∗

DARC
[
∑

t r(st, at) +H[at|st]] − Epsrc,πDARC [
∑

t r(st, at)] ≤ B and W be the upper bound
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of the importance weight, i.e. ρ(st, st+1) ≤ W , ∀(st, st+1). Let discriminator class D be a
∆-bounded function, i.e. |Dω(st, st+1)| ≤ ∆ given any (st, st+1). ∥r∥D measures the rich-
ness of the discriminator to represent the ground truth reward as defined in Appendix B.2. dD
is a defined neural network distance between the (st, st+1) distributions generated by the πDARC
and πζ̂ defined in Appendix B.1. Given the empirical training error of the imitation learning, i.e.
dD(τ̂ src

πDARC
, τ̂ trg

ζ̂
)− infζ dD(τ̂ src

πDARC
, τ̂ trg

ζ ) ≤ ϵ̂, ∀ δ ∈ (0, 1), with probability at least 1− δ, we have

Eptrg,π∗

[∑
t

r(st, at)

]
− Eptrg,ζ̂

[∑
t

r(st, at)

]

≤ Epsrc,π∗
DARC

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,πDARC

[∑
t

r(st, at)

]
︸ ︷︷ ︸

DARC ERROR BOUND IN SOURCE

+ ∥r∥D
[
ϵ̂+ inf

ζ
dD(τ̂

src
πDARC

, τ̂ trg
ζ̂
)︸ ︷︷ ︸

APPROXIMATION ERROR

+2R̂(m)

τ trg
πDARC

+ 2W R̂(m)

τ trg
ζ̂

+ (6W + 1)∆

√
log(4/δ)

2m︸ ︷︷ ︸
ESTIMATION ERROR

]
︸ ︷︷ ︸

IMITATION LEARNING ERROR BOUND

.

Proof. We can first decompose it into three terms:

Eptrg,π∗

[∑
t

r(st, at)

]
− Eptrg,ζ̂

[∑
t

r(st, at)

]

= Eptrg,π∗

[∑
t

r(st, at)

]
− Epsrc,π∗

DARC

[∑
t

r(st, at) +H(at|st)

]
︸ ︷︷ ︸

I1

+ Epsrc,π∗
DARC

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,πDARC

[∑
t

r(st, at)

]
︸ ︷︷ ︸

I2

+ Epsrc,πDARC

[∑
t

r(st, at)

]
− Eptrg,ζ̂

[∑
r(st, at)

]
︸ ︷︷ ︸

I3

.

Based on the formulation, π∗
DARC can generate optimal trajectories for the target domain in the

source domain so that I1 = 0. Also, the I2 term is the training error of the DARC and the entropy
term of the optimal DARC policy, and we can assume together they are bounded by B. Then, we
only need to bound the I3 terms. Combining Lemma B.4, we have

Eptrg,π∗

[∑
t

r(st, at)

]
− Eptrg,ζ̂

[∑
t

r(st, at)

]

≤ Epsrc,π∗
DARC

[∑
t

r(st, at) +H[at|st]

]
− Epsrc,πDARC

[∑
t

r(st, at)

]
︸ ︷︷ ︸

DARC ERROR BOUND IN SOURCE

+ ∥r∥D
[
ϵ̂+ inf

ζ
dD(τ̂

src
πDARC

, τ̂ trg
ζ̂
)︸ ︷︷ ︸

APPROXIMATION ERROR

+2R̂(m)

τ trg
πDARC

+ 2W R̂(m)

τ trg
ζ̂

+ (6W + 1)∆

√
log(4/δ)

2m︸ ︷︷ ︸
ESTIMATION ERROR

]
︸ ︷︷ ︸

IMITATION LEARNING ERROR BOUND

.
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C Additional Experimental Details and Results

Code is available at https://github.com/guoyihonggyh/Off-Dynamics-Reinforcement-Learning-via-
Domain-Adaptation-and-Reward-Augmented-Imitation.

C.1 Estimation of ∆r(st, at, st+1) and importance weight ptrg(st+1|st,at)
psrc(st+1|st,at)

Following the DARC [3], the importance weight can be estimated with the following two binary
classifiers p(trg|st, at) and p(trg|st, at, st+1) with Bayes’ rules:

p(trg|st, at, st+1) = ptrg(st+1|st, at)p(st, at|trg)p(trg)/p(st, at, st+1), (C.1)

p(st, at|trg) = p(trg|st, at)p(st, at)/p(trg). (C.2)

Replacing the p(st, at|trg) in Eq. (C.1) with Eq. (C.2), we obtain:

ptrg(st+1|st, at) =
p(trg|st, at, st+1)p(st, at, st+1)

p(trg|st, at)p(st, at)
.

Similarly, we can obtain the psrc(st+1|st, at) = p(src|st,at,st+1)p(st,at,st+1)
p(src|st,at)p(st,at)

.

We can calculate the ∆r(st, at, st+1) following:

ρ(st, st+1) = log

(
ptrg(st+1|st, at)
psrc(st+1|st, at)

)
= log p(trg|st, at, st+1)− log p(trg|st, at) + log p(src|st, at, st+1)− log p(src|st, at).

ρ(st, st+1) can be obtained from ρ(st, st+1) = exp [∆r(st, at, st+1)]

Training the classifier p(trg|st, at) and p(trg|st, at, st+1) The two classifiers are parameterized
bu θSA and θSAS. To update the two classifiers, we sample one mini-batch of data from the source
replay buffer Dζ

src and the target replay buffer Dζ
src respectively. Imbalanced data is considered here

as each time we sample the same amount of data from the source and target domain buffer. Then, the
parameters are learned by minimizing the standard cross-entropy loss:

LSAS = −EDζ
src
[log pθSAS(trg|st, at, st+1)]− EDζ

trg
[log pθSAS(trg|st, at, st+1)] ,

LSA = −EDζ
src
[log pθSA(trg|st, at, st+1)]− EDζ

trg
[log pθSA(trg|st, at, st+1)] .

Thus, θ = (θSAS, θSA) is obtained from:

θ = argmin
θ
LCE(Dζ

src,D
ζ
trg)

= argmin
θ

[LSAS + LSA]

C.2 Description of Baseline Methods

Importance Sampling for Reward (IS-R) With (st, at, st+1) from the source domain, the IS-R
directly re-weight the reward in each transition. We can view IS-R as learning the SAC with rewards
ptrg(st+1|st,at)
psrc(st+1|st,at)

rt(st, at) and seeking to maximize the following objective:

max
π

E(st,at,st+1)∼π(·|st)×psrc(·|st,at)

[∑
t

ptrg(st+1|st, at)
psrc(st+1|st, at)

rt(st, at)

]
.

Importance Sampling for SAC Actor and Critic Loss (IS-ACL) Another way of doing importance
sampling is by re-weighting the actor and critic loss in SAC. The loss for the Q-network in SAC
becomes:

min
ϕ

E(st,at,st+1)∼π(·|st)×psrc(·|st,at)

[
ptrg(st+1|st, at)
psrc(st+1|st, at)

(Qϕ(st, at)− y(st, at, d))
2

]
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where d is the done signal, and the target is given by:

y(st, at, d) = r + γ(1− d)

[
min
j=1,2

Qtrg,j(st+1, a
′)− α log π(a′|st+1)

]
, a′ ∼ π(a|st+1).

The actor loss is:

max
π

Ea∼π
ptrg(st+1|st, at)
psrc(st+1|st, at)

[Qπ(s, a)− α log π(a|s)] .

DAIL In DARAIL, the policy is optimized with the reward estimator RAE with the true reward from
the source domain. We also want to compare the vanilla imitation learning with importance weight.
The objective is:

min
ζ

max
Dω

{
Epsrc,ζ

[∑
t

ρ(st, st+1) logDω(st, st+1)

]
+ E(st,st+1)∼τ src

πDARC

[∑
t

log(1−Dω(st, st+1))

]}
,

(C.3)

Then, following the Eq.(C.3), the objective of policy optimization without the reward estimator is:

max
ζ

Epsrc,ζ

[∑
t

−ρ(st, st+1) logDω(st, st+1)

]
. (C.4)

We can view it as a reduced version of our proposed method, which uses the reward function provided
by the discriminator and importance weight.

MBPO [19]. MBPO is a model-based RL method. We train the MBPO in the source domain and
deploy it to the target domain.

MATL [20]. MATL modified the reward on both the source and target domains and aligned the
trajectories on both domains. Unlike our method, they need access to the reward from the target
domain.

GARAT[10] GARAT is a grounded action transformation approach that simulates target transitions
(st, at, st+1, r) in the source domain with modified action, where the modified action is learned from
imitation learning.

C.3 Broken with probability pf

As discussed, we use the broken with probability for Ant and Walker2d. The dynamics shift created
by freezing one action varies across environments. For instance, in the Ant robot, the 0-index controls
the rotor between the torso and front left hip, while in the HalfCheetah, the 0-index controls the back
thigh rotor. So, the broken Ant experiences a larger shift than the broken HalfCheetah if we break the
0-index for both environments. Also, the broken environment in Walker2d and Ant creates such a
large dynamics shift that it is overly difficult to adapt from the source domain, i.e., DARC cannot
obtain the optimal reward in the source domain. We then introduce the broken with probability pf to
better control the magnitude of dynamics shift. Broken with probability pf means the 0-index action
is frozen with probability pf and follows the commanded torque with probability 1− pf . In Reacher
and HalfCheetah, the source environment is broken with probability 1. Ant and Walker2d’s source
domain is broken with a probability of 0.8.

Figure 5 shows the performance of DARC in Ant and Walker2d under different broken probability pf
in the source domain. We can observe that when pf = 1.0, the performance degradation of evaluating
in the target domain is larger than the pf = 0.8 case. Also, when pf = 1.0, the DARC evaluation
performance in the target domain is close to 0. Moreover, we notice that in the pf = 1.0 case, DARC
training performance in the source domain receives a much lower reward than the pf = 0.8 case.
However, we want to mimic the DARC behavior in the imitation learning, so we want DARC to be
able to receive optimal reward in the source domain. Thus, for the Ant and Walker2d environment,
we choose pf = 0.8 for the source domain.
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(a) Ant, pf = 0.8 (b) Ant, pf = 1 (c) Walker2d,pf = 0.8 (d) Walker2d, pf = 1

Figure 5: Training reward in the source domain, i.e. EπDARC,psrc
[
∑

t r(st, at)], and evaluation reward
in the target domain , i.e. EπDARC,ptrg

[
∑

t r(st, at)], for DARC in Ant and Walker2d with different
broken probability pf in the source domain. (a) and (c) shows the performance of DARC under
pf = 0.8, and (a) and (c) shows the performance of DARC under pf = 1.0. The performance of
DARC under pf = 1.0 is much worse than the case pf = 0.8, and the performance gap between
DARC in the source and target is larger, showing that the dynamics shift is overly large to adapt and
learn a good expert demonstration.

C.4 Training Curve of the DARAIL and Baselines

We show the training curve of DARAIL and baselines in different environments under the broken
source environment setting in Figure 6 corresponding to the result in Table 3. We also show the
training curve of modifying the configuration in Figure 7 and 8.
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Figure 6: Upper horizon line: DARC reward in the source domain. Lower horizon line: DARC
reward in the target domain. The figures show the mean value of multiple runs and the standard
deviation. The figure shows that our proposed method performs better than DARC in the target
domain and other baseline methods.

Table 5: Comparison of DARAIL with DARC, 0.5 gravity.
DARC Evaluation DARC Training Optimal in Target DARAIL

HalfCheetah 1686± 392 5721± 463 7559± 782 5485± 592
Ant 2058± 553 348± 71 3380± 538 990± 12

Walker2d 706± 64 936± 158 2830± 482 878± 122
Reacher −13± 1.3 −11± 1.9 -7.2 ± 0.3 −12.2± 0.5
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Figure 7: Training Curve of changing gravity setting. Top: target domain gravity×0.5, button: target
domain gravity×1.5. Upper horizon line: DARC reward in the source domain. Lower horizon
line: DARC reward in the target domain. The figures show the mean value of multiple runs and the
standard deviation. The figure shows that our proposed method performs better than DARC in the
target domain and other baseline methods.
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Figure 8: Training Curve of changing density setting. Top: target domain density×0.5, button: target
domain density×1.5. Upper horizon line: DARC reward in the source domain. Lower horizon
line: DARC reward in the target domain. The figures show the mean value of multiple runs and the
standard deviation. The figure shows that our proposed method performs better than DARC in the
target domain and other baseline methods.
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Figure 9: Training reward in the source domain, i.e. EπDARC,psrc
[
∑

t r(st, at)], and evaluation reward
in the target domain , i.e. EπDARC,ptrg

[
∑

t r(st, at)], for DARC in four environments. Deploying trained
DARC policy to the target domain will cause performance degradation.
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Table 6: Comparison of DARAIL with baselines in off-dynamics RL, 0.5 gravity.
DAIL IS-R IS-ACL MBPO MATL GARAT DARAIL

HalfCheetah 3671± 331 3432± 332 4896± 249 12.2± 42 741± 195 3436± 226 4093 ± 1021
Ant 970± 16 982± 3.6 984± 77 981± 32 980± 46 976± 105 990 ± 12

Walker2d 541± 315 741± 325 1267± 793 724± 423 767± 561 823± 458 878 ± 122
Reacher −12.5± 2.1 −8.2± 2.6 -7.1 ± 2.6 −16.2± 0.1 −13.6± 0.1 −13.7± 3.5 −12.2± 0.5

Table 7: Comparison of DARAIL with DARC, 0.5 density.
DARC Evaluation DARC Training Optimal in Target DARAIL

HalfCheetah 8328± 861 8790± 486 9970± 983 10308± 1042
Ant 1587± 224 2170± 195 3798± 341 3472± 245

Walker2d 773± 395 2449± 234 2729± 492 1595± 168
Reacher −13.3± 1.2 −9.4± 1.5 9.2± 0.2 −12.2± 1

Table 8: Comparison of DARAIL with baselines in off-dynamics RL, 0.5 density.
DAIL IS-R IS-ACL MBPO MATL GARAT DARAIL

HalfCheetah 4433± 453 5332± 1063 6951± 1067 740± 172 2676± 315 2437± 213 10308 ± 1042
Ant 2233± 809 2050± 892 2396± 96 980± 102 1961± 611 2149± 406 3472 ± 245

Walker2d 1930 ± 441 646± 226 1180± 789 391± 118 441± 59 480± 44 1595± 168
Reacher −12.2± 1.8 −13.3± 4.2 −13.2± 1 -11.7 ± 4.5 −13.2± 1.6 −14.1± 1.2 −12.2± 1

Table 9: Comparison of DARAIL with DARC, 1.5 density.
DARC Evaluation DARC Training Optimal DARAIL

HalfCheetah 8833± 539 9380± 728 6309 11515± 335
Ant 5961± 970 6036± 1345 3288 5193± 463

Walker2d 760± 430 3288± 849 3383 2674± 376
Reacher −10.4± 0.4 −7.3± 1.3 -7.1 −10.2± 2.1

Table 10: Comparison of DARAIL with baselines in off-dynamics RL, 1.5 density.
DAIL IS-R IS-ACL MBPO MATL GARAT DARAIL

HalfCheetah 5057± 766 4814± 524 4966± 727 3598± 706 530± 320 3650± 875 11515 ± 335
Ant 2738± 781 3335± 1010 3499± 967 2371± 604 3135± 463 3028± 690 5193 ± 463

Walker2d 997± 432 1452± 1036 1950± 198 448± 228 1498± 176 1066± 739 2674 ± 376
Reacher −11.3± 1.0 −15.2± 2.1 −13.4± 2.0 −14.3± 1 −11.1± 2 −13.3± 0.8 -10.2 ± 2.1
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Figure 10: Experiments of DARC and DARAIL on the intact source and broken target setting. We
observe that the DARC does not have significant performance degradation. Also, we show that
DARAIL can perform similarly to DARC in this setting.

C.5 DARC training and evaluation performance on broken source setting

Figure 9 shows the performance of DARC trained in the source and evaluated in the target domain
under broken source environment setting. The training reward is the reward obtained in the source
domain, i.e. EπDARC,psrc

[
∑

t r(st, at)] and the evaluation is the reward deployed in the target domain,
i.e. EπDARC,ptrg

[
∑

t r(st, at)]. We observe the performance degradation in the figure 9. Empirically,
we notice that the DARC policy performance in the source domain, EπDARC,psrc

[
∑

t r(st, at)], is close
to the optimal reward in the target domain which matches with the DARC objective that DARC can
generate target optimal trajectories in the source domain. However, deploying it to the target domain
will result in performance degradation and a suboptimal reward due to the dynamics shift.

C.6 Performance of DARAIL on broken target environment

We show the performance of DARAIL in the intact source and broken target environment setting
in Figure 10 (the setting in DARC paper [3]). We observe that our method outperforms the DARC
reward in the target domain, EπDARC,ptrg

[
∑

t r(st, at)]. Also, we see that the performance of DARC in
the source domain and target domain are very similar. Compared with the performance gap when the
source environment is broken in Figure 9. As discussed, DARC works well when the assumption that
the target optimal policy performs well in the source domain is satisfied. In the broken target setting,
the target optimal policy can perform the same in the source domain.

Further, empirically, in the broken target setting, the DARC policy learns a near 0 value for the broken
joint, which guarantees that the policy can generate similar trajectories in the two domains. Also,
maximizing the adjusted cumulative reward in the source domain with a policy with a near 0 value
for the broken joint is equivalent to maximizing the cumulative reward in the target domain. Thus,
DARC perfectly suits the broken target setting. However, in the broken source setting and other more
general dynamics shift cases, the target optimal policy might not perform well in the source domain.
For example, in the broken source setting, the target optimal policy will perform poorly in the source
domain as it loses one joint in the source domain. Another way to understand why DARC fails is
that it learns an arbitrary value for the broken joint, which becomes detrimental in the target domain.
However, this is just an artifact of the particular setting. As we discussed above, the intrinsic reason
that DARC fails is the violation of the assumption.

C.7 Performance of mimicking source optimal trajectories

In Figure 11, We compare our DARAIL, which uses DARC trajectories in the source domain as
expert demonstrations and mimicking source optimal trajectories regardless of the target domain.

C.8 Access to the target domain data compared to DARC.

Both DARC and DARAIL require some limited access to the target rollouts. In DARAIL, the
imitation learning step only rolls out data from the target domain every 100 steps of the source
domain rollouts, which is 1% of the source domain rollouts. We claim that more target domain
rollouts will not improve DARC’s performance due to its suboptimality, and DARAIL is better not
because of having more target domain rollouts. We verify it by comparing DARC and DARAIL
with the same amount of rollouts from the target domain in the broken source environment setting
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Figure 11: Experiments on using source optimal policy as the expert demonstration instead of the
DARC policy as the expert demonstration. Mimicking the source optimal trajectories will not receive
a similar performance as mimicking DARC performance, and there is a big performance gap between
the source optimal reward and imitation learning performance in the target domain.

in Tables 11 and 12. Specifically, we examine DARAIL with 5e4 target rollouts alongside DARC
with 2e4 and 5e4 target rollouts. DARAIL has 5e3 target rollouts for the Reacher environment, while
DARC has 3e3 and 5e3 rollouts. From the results, we see that increasing the target rollouts from
2e4 to 5e4 (or from 3e3 to 5e3 in the case of Reacher) does not yield a significant improvement in
DARC’s performance due to its inherent suboptimality. Notably, DARAIL consistently outperforms
DARC when given comparable levels of target rollouts.

Table 11: Comparison with DARC with the same amount of rollout from the target. The number in
the columns represents the amount of rollout from the target. More target domain rollout will not
improve the DARC’s performance further. Experiment on broken source setting.

DARAIL 5e4 DARC Evaluation 2e4 DARC Training 2e4 DARC Evaluation 5e4 DARC Training 5e4

HalfCheetah 7067 ± 176 4133 ± 828 6995 ± 30 4037 ± 798 6988 ± 27
Ant 4752 ± 872 4280 ± 33 5197 ± 155 4342 ± 42 5207 ± 172

Walker2d 4366 ± 434 2669 ± 788 3896 ± 523 2538 ± 802 3782 ± 510

Table 12: Comparison with DARC with the same amount of rollout from target, on Reacher. The
number in the columns represents the amount of rollout from the target. More target domain rollout
will not improve the DARC’s performance further. Experiment on broken source setting.

DARAIL 5e3 DARC Evaluation 3e3 DARC Training 3e3 DARC Evaluation 5e3 DARC Training 5e3

Reacher -13.7 ± 0.9 -26.3 ± 3.3 -11.2 ± 2.9 -29.7 ± 4.1 -10.2 ± 1.2
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Figure 12: Experiment on how cumulative n-step importance weight performs on DARAIL. Per-step
importance weight significantly outperforms using the last n-step multiplication of the importance
weight.
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Figure 13: Experiment on how cumulative n-step importance weight performs on IS-R in broken
source setting. Per-step importance weight significantly outperforms using the last n-step multiplica-
tion of the importance weight.

D Ablation Study

D.1 Per-Step Importance Weight v.s Cumulative Importance weight

In our paper, to reduce the variance, we use the per-step importance weight ptrg(st,st+1)
psrc(st,st+1)

for the
importance sampling method and DARAIL. Here, we compare the per-step importance weight with
the cumulative n-step importance weight, which is the multiplication of the weight before time step t:

ρn(st, st+1) =

t∏
i=t−n

ptrg(si+1|si, ai)
psrc(si+1|si, ai)

.

Note that here, the importance weight is the multiplication of the last n steps weight instead of the
multiplication from i = 0 to i = t. Because the cumulative importance weight might have a NaN
value due to the product. Thus, the optimization step for the imitation learning of DARAIL is as
follows:

max
ζ

Epsrc,ζ

[∑
t

ρn(st, st+1)r(st, st+1)− (1− ρn(st, st+1)) logDω(st, st+1)
]
.
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Similarly, the objective of IS-R is:

max
π

Epsrc,π

[∑
t

ρn(st, st+1)r(st, st+1)

]
.

We compare the per-step importance weight and the cumulative n-step importance weight on DARAIL
and IS-R. Specifically, we consider n = [10, 50] for HalfCheetah and Walker2d, respectively. We
show the results of DARAIL in Figure 12 and the results of IS-R in Figure 13. We see that
the cumulative importance weight doesn’t perform well on both methods and environments. In
HalfCheetah, we can observe that the 10-step cumulative importance weight performs better than
the 50-step one. And similar patterns appear in the Walker2d. Thus, we can conclude that per-step
importance weight will have a lower variance and be more favorable in our experiment.

D.2 Update Steps of Discriminator
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Figure 14: Experiment on the performance of DARAIL under different update steps of the discrimi-
nator in broken source setting.

In imitation learning, we alternatively update the generator and discriminator. In practice, we normally
update the generator several steps and then update the discriminator once. The update steps, updating
the discriminator every how many training steps, is a hyperparameter and is important in GAN
training. The smaller the update steps are, the higher the update frequencies are. We tune the update
steps and show the result of it in different environments. The best discriminator update step in
HalfCheetah, Walker2d, and Reacher are 50, 50, and 1000, respectively. We varied the discriminator
update steps in HalfCheetah and Walker2d in [10, 50, 500, 1000] steps, and the update steps in
Reacher are [50, 100, 1000, 2000] steps. Figure 14 shows the effects of different discriminator update
steps in the final performance. As we can see, for all three environments, a smaller update step
(higher update frequency) is preferred as it can learn a better reward estimation. However, as we
noticed, for example, for HalfCheetah and Walker2d, when the update step is 50, decreasing it to 10
will not further improve the performance.

D.3 Increase the weight on the modified reward of DARC.

We tested DARC algorithm with modified reward r(st, at) + η∆(st, at, st+1) with η > 1 instead of
η = 1. And the η = 1 is derived from the distribution matching objective in Eq.(3.3). We show the
results in Figure 15 under the broken source environment setting. We can see that increasing η will
not increase the DARC performance in the target domain but will hurt the performance of DARC in
the target domain.

D.4 Hyperparameters

For a fair comparison, we tune the parameters of baselines and our method. The hidden layers of
the policy and value network are [256,256] for the HalfCheetah, Ant, and Walker2d and [64,64] for
Reacher. And the hidden layer of the two classifiers is [64] for the HalfCheetah, Ant, and Walker2d
and [32] for Reacher. The batch size is set to be 256. We regularize the state by adding the running
average of the state. We fairly tune the learning rate from [3e− 4, 1e− 4, 5e− 5, 1e− 5]. For those
methods that require the importance weight ρ, we tune the update steps of the two classifiers trained
to obtain the importance weight from [10, 50, 100]. We also add Gaussian noise ϵ ∼ N(0, 1) to the
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Figure 15: Experiment of different η in the modified reward r(st, at)+η+∆(st, at, st+1) for DARC
in broken source environment setting. Top row: η = 1, middle row: η = 1.5 and button row: η = 2.
We observe that increasing the η will reduce the performance degradation in most cases, but it will
also harm the performance of DARC in the target domain as increasing η focuses more on making
the DARC perform more similarly in both domains instead of maximizing the cumulative reward.

input of the classifiers for regularization, and the noise scale is selected from [0.1, 0.2, 1.0]. For the
imitation learning component, the number of expert trajectories is 20. We further tune the update
steps of the discriminator and add Gaussian noise to the input of the discriminator.

D.5 Computation Resources

We run the experiment on a single GPU: NVIDIA RTX A5000-24564MiB with 8-CPUs: AMD Ryzen
Threadripper 3960X 24-Core. Each experiment requires 12GB RAM and require 20GB available
disk space for storage of the data.

E Limitations

A potential limitation will be that we rely on DARC or similar methods to generate state pairs. An
overly large dynamics shift, or data limitation may prevent us from obtaining high-quality state space
data to imitate in the source domain. We do the experiment on the Mujoco environment instead of the
real-world sim-2-real problem. We leave the investigation of this to future work.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Abstract and Introduction section states the contribution. And in the introduc-
tion section, we have a contribution list.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We talk about the limitation of our method in the Appendix E.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: Yes. We present our theoretical result in Section 4 and the proof is in Appendix
B.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide details about how we create the dynamics shift and the hyperpa-
rameters that we used in the experiments in Appendix D.4 and release the code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide a GitHub repository in the paper.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details of the experiment setting, including how to create the
dynamics shift in the Experiment section. We also describe the hyperparameter tuning in
the Appendix D.4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have multiple runs of each experiment and report the mean value and
standard deviation in the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the GPU/CPU as well as the RAM and storage information for
each experiment.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more computing

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our data is open source benchmarks in the RL research field.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In the conclusion, we briefly mentioned that our method avoids directly training
a policy in a high-risk environment in safety-critical tasks.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We run the experiment on the simulated RL benchmarks; thus, no such issue
exists.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We provide citations to all the data and related work in our paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We include the code in our paper. Also, details about the implementation are
included in the paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our experiments are conducted on the RL benchmarks and thus do not involve
any crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our research and experiment don’t require IRB as we conducted experiments
on simulated RL benchmarks.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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