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Abstract

The ability of a brain or a neural network to efficiently learn depends crucially
on both the task structure and the learning rule. Previous works have analyzed
the dynamical equations describing learning in the relatively simplified context of
the perceptron under assumptions of a student-teacher framework or a linearized
output. While these assumptions have facilitated theoretical understanding, they
have precluded a detailed understanding of the roles of the nonlinearity and input-
data distribution in determining the learning dynamics, limiting the applicability
of the theories to real biological or artificial neural networks. Here, we use a
stochastic-process approach to derive flow equations describing learning, applying
this framework to the case of a nonlinear perceptron performing binary classifica-
tion. We characterize the effects of the learning rule (supervised or reinforcement
learning, SL/RL) and input-data distribution on the perceptron’s learning curve and
the forgetting curve as subsequent tasks are learned. In particular, we find that the
input-data noise differently affects the learning speed under SL vs. RL, as well as
determines how quickly learning of a task is overwritten by subsequent learning.
Additionally, we verify our approach with real data using the MNIST dataset. This
approach points a way toward analyzing learning dynamics for more-complex
circuit architectures.

Introduction

Learning, which is typically implemented in both biological and artificial neural networks with
iterative update rules that are noisy due to the noisiness of input data and possibly of the update
rule itself, is characterized by stochastic dynamics. Understanding these dynamics and how they
are affected by task structure, learning rule, and neural-circuit architecture is an important goal for
designing efficient artificial neural networks (ANNSs), as well as for gaining insight into the means by
which the brain’s neural circuits implement learning.

As a step toward developing a full mathematical characterization of the dynamics of learning for
multilayer ANNSs solving complex tasks, recent work has made progress by making simplifying
assumptions about the task structure and/or neural-circuit architecture. One fruitful approach has
been to study learning dynamics in what is perhaps the simplest non-trivial ANN architecture: the
individual perceptron. Even with this simplification, however, fully characterizing the mathematics
of learning has been challenging for complex tasks, and further simplifications have been required.
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Figure 1: Learning dynamics in the nonlinear perceptron. A: The perceptron, parametrized by
weights w, maps an input x to the output ¢. B: The inputs are drawn from two multivariate normal
distributions with labels y = 41. The weight vector w is orthogonal to the classification boundary.
C: Due to the stochasticity inherent in the update equations, the weights are described by the flow of
a probability distribution in weight space.

One approach has been to analyze learning in the student-teacher framework [Gardner and Derridal
1989, |Seung et al.| |1992], in which a student perceptron learns to produce an input-to-output mapping
that approximates that of a teacher perceptron. This has led to insights about the differences in
learning dynamics between different types of learning rules (e.g., supervised and reinforcement
learning) [[Werfel et al.| [2003| |Ziige et al.|[2023| |Patel et al., 2023|]. Such insights are highly relevant
for neuroscience, where a longstanding goal has been to infer the learning mechanisms that are used
in the brain [Lim et al., [2015} [Nayebi et al.l 2020, |Portes et al., | 2022| |Humphreys et al., 2022, |Mehta
et al.}[2023| [Payeur et al.,[2023]]. However, by construction, the student-teacher setup in the perceptron
only applies to input-output mappings that are linearly separable, which is seldom the case in practice.
Another approach has been to study learning dynamics in the linearized perceptron [Werfel et al.
2003}, [Mignacco et al., 2020, Bordelon and Pehlevanl [2022], which enables exact solutions even for
structured input data distributions that are not linearly separable. However, the dynamics of learning
in nonlinear neural networks—even very simple ones—performing classification tasks are not fully
understood. Further, whether and how the dynamics of learning might differ under different learning
rules in such settings has not been investigated.

Here, we take a stochastic-process approach (similar to Yaidal[2018] and [Murray and Escolal [2020]))
to derive flow equations describing learning in the finite-dimensional nonlinear perceptron trained
in a binary classification task (Fig.[I). These results are compared for two different online learning
rules: supervised learning (SL, which corresponds to logistic regression) and reinforcement learning
(RL). We characterize the effects of the input-data distribution on the learning curve, finding that, for
SL but not for RL, noise along the coding direction slows down learning, while noise orthogonal to
the coding direction speeds up learning. In addition, we verify our approach by training a nonlinear
perceptron on the MNIST dataset. Finally, applying the approach to continual learning, we quantify
how the input noise and learning rule affect the rate at which old classifications are forgotten as new
ones are learned. Together, these results establish the validity of the approach in a simplified context
and provide a path toward analyzing learning dynamics for more-complex tasks and architectures.

Stochastic-process approach for describing weight evolution

We consider a general iterative update rule of the form

wi T —wp = nfi(w"), ()
where w! € R™ for arbitrary n > 0, and 7 is the learning rate. The stochastic update term f; on the
right-hand side is drawn from a probability distribution—it depends on the weights themselves, as
well as the input to the network and, potentially, output noise. Starting from this update equation,
our goal is to derive an expression characterizing the evolution of the probability distribution of the
weights, p(w, t) (cf. Fig.[1C). We assume that f;(w) does not explicitly depend on 7, and that all the

moments (f¥)r, k =1,2,..., where (-), denotes an average over the noise in the update equation
(T (including the input distribution as well as, potentially, output noise), exist as smooth functions of
W.
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Given the stochastic process defined by (I)), the probability distribution at time ¢ + §t given the
distribution at time ¢ is

(vt 8t) = [ dw'plow,t+ 3t Dp(ov’ ). @)

Denoting the weight update as 6w := w — w’, the integrand in this equation can be written as
p(w,t+ 6w, t)p(w',t) = p(w + dw — dw, t + dt|w — dw, t)p(w — dw, ). 3)

Changing the integration variable to jw and performing a Taylor expansion in dw, the right-hand
side of (2) yields

/dw’p(w, t + otlw' t)p(w',t) =

p(w,t) —Z aii [avi (w) Z aw, 8w] [Bij (wW)p(w, )] + O(6w?), v
where
a;(w) = / dowSw;p(w + §w, t + 5t|w, 1) (5)
and
Bij(w) = / dowdw;dw;p(w + dw, t + 5t|w,t). (6)

Here, we assumed that the probability distribution describing the weight updates f has bounded
derivatives with respect to w.

Although (@) is only defined for discrete time steps, we assume a continuous probability density
p(w, t) interpolates between the updates and exists as a smooth function for all values of ¢. We can
then expand the left-hand side of (Z)) to obtain

p(w,t+ 0t) = p(w,t) + 5t%p(w, t) + O(5t2). @)

For the iterative update rules that we will consider, we have Jw o 7, where 7 is a learning rate. In
order to take a continuous-time limit, we let  := 0t and take the limit ¢ — 0. For the general
learning rule (I), the coefficients in (@) have the form

ai(w) = (fi)r, Biy(w)={(fifi)r, ®)

where (-) 1, denotes an average over the noise in the update equation (T)) (including the input distribu-
tion as well as, potentially, output noise). Thus, we find

d
nai) __”Za p(w,t)(fi)r) + O(n*). ©)

Finding the p(w, t) that solves this equation cannot in general be done exactly when f; is nonlinear.
However, by multiplying (O) with powers of w and integrating, as well as expanding in w — (w),
where (-) denotes the average with respect to p(w,t), we can derive a system of equations for
the moments of p(w,t) [Riskenl [1996]]. As we derive in the appendix, this gives the following
expressions for the first two moments up to O((w — (w))3):

d 1
Jw) =1+ ; Cov(wi, w00 | (fi) (W), (10)
%Cov(w“wj) = Z [Cov(w;, wi) Ok {(f5) L ((W)) + Cov(w;, wg)Ok(fi) ((W))] . (11)

k

Together, these equations characterize the flow of p(w, t) for a general iterative learning algorithm in
a general ANN architecture.
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Figure 2: Learning dynamics in a perceptron classification task. A, B: Flow fields determining
the weight dynamics with trajectories for different initial conditions for SL (A) and RL (B). C, D:
Learning dynamics from simulations closely follow the analytical results for SL (C) and RL (D). E:
Dependence of the asymptotic weight norm on the regularization parameter .

Learning dynamics in the nonlinear perceptron

While the above approach is general and could be applied to any iterative learning algorithm for any
ANN architecture, for the remainder of this work we will focus on its application to the nonlinear
perceptron (Fig. , a one-layer neural network that receives an input x € R, multiplies it with
a weight vector w € R, and produces an output . The task we study is a binary Gaussian
classification task, in which the model is presented with samples x drawn from two distributions
p(x|y) with labels y = +1, where p(y = +1) = 1. Each p(x|y) is given by a multivariate normal
distribution with x ~ A(u?, %) (Fig. [IB). We analyze both the case of SL with deterministic
output, for which § = ¢(w - x), as well as RL, for which the stochastic output is given by 7(y =
+1) = ¢(+w - x), where ¢ is the logistic sigmoid function. The goal of the model is to output a
label ¢ that closely matches the ground truth y when given an input x.

Derivation of the flow equations

The supervised learning rule we consider is regularized stochastic gradient descent for a binary
cross-entropy loss, which results in the weight update rule

fw)i = (7 — 9)xi — My, (12)

where §j = 1 (y + 1) € {0, 1} is the shifted input label, and ) is the regularization hyperparameter.
This learning rule describes online logistic regression.

For reinforcement learning, we use the REINFORCE policy-gradient rule with reward baseline
[Williamsl, |1992] |Sutton and Barto, [2018]:

f(W)i = 90 (—gw - X)x; — Aw;. (13)

Here § = yg — (yy) is the reward prediction error, and ¥ is the stochastic output of the perceptron
with probability 7(§ = £1) = ¢(+w - x). To facilitate mathematical feasibility, we replace the

perceptron activation function by a shifted error function ¢(z) = % (1 + Erf (@z)) .

We first derive the learning dynamics for stochastic gradient descent. We assume that the initial
condition is uniquely specified, with p(w,0) = §(w — w?). In this case, the weight covariance will
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be zero, and the flow equations (I0) simply reduce to

d
To make the formulas more concise, we set A = 0. It can be reintroduced by simply adding the term

—Aw. We then get
(fi) (W) = (7 = oW - X))i)xy

1 1
- §<(1 — (W X))Ti)e Nt 24) ~ §<¢(W “X)Ti) N (5
a2
L)) DL LW e N
27 2 2 2 2 ( )
1+b+ 1+b+

a2

T 2(1+62)

1 a 11 (5 w)
e ) s Wiy
2 Ji+02 ) 2Vemo i
Here, ®(z) = % (1 +Erf (2/v2)) = ¢(z - /8/m) is the cumulative distribution function of the

standard normal distribution. To simplify notation, we have introduced w = w - /7 /8, as well as
the quantities

a, = p' - W, (16)
b, = VWIS'w. (17)

To aid interpretation of these results, we assume that u* = +p and ¥ = o2I. Then (T3] implies

d 9 n-w 1 oW __(ww?

— (- w) = 1—¢ | ——— — e 20+02[w|?) 18
arHw) = Il ( ( 1+J2|W|2>> V2m /1 + o?[W|2 w=(w) (19
as well as

()2

d 2 ~ 2 2 __ pw)m

— w = 2w - 1—® 1w _ lwe 2(1+02|w|2)

prikal " Nar=rx 2 Jiror el we(w)
An interpretation of (I8)) is that the first term pushes the weight vector in the decoding direction, while
the second term acts as a regularization, whereby the cross-entropy loss penalizes misclassifications

more as p - W increases. An increase in the input noise leads to a higher overlap of the distributions,
which means that even the Bayes-optimal classifier will make more mistakes.

(19)

For RL, we need to calculate
(fi)o(w) = (§0g(—gw - X)2:))x,y.5
= ((=W - X)O(W - X)T;) (ot ) — (B(=W - X)O(W - X)25) (- m-)

2
+ ~ a
_ (E : W)% 67 2(14:71) 1_ 2%

a4
V2my /1 +b% \/1+024/1+2b2

(X7 -w); -

= a_ _ a_ 1
V2 1+ b2 b 1462 /14262 st \/1+b2_7\/1+2b2_

6_ 2(1+_l>2_)
Here, T'(-, -) is Owen’s T function:

a 1
+2uf T ,
o\ i) @O

1 a e—%h2(l+w2)
T(h,a) = — ——dx. 21
(h;a) o2 /0 T+a2 D
As for supervised learning, we can simplify this expression for isotropic distributions with means
4 and get

d 2 uw 1
g w) =|p| 4T< )

1+ o2[wl2’ /1 + 202[w|?
Vv W2/ |W] @)

1 202 W @
_ Lk e 20+a2|w|%) Erf

MW ’
V21 /1 + o2|w|? <\/1+a2vv|2¢2+4a2|v~v|2> w=(w)
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As we show in the appendix, and as demonstrated in Fig. 2] the flow equations for both SL and RL
have a unique, globally stable fixed point whenever A > 0 or the input noise o > 0 (Fig. The
solutions of (I3) and (20) exhibit agreement with learning curves obtained by direct simulation of
(1) (Fig. where the small remaining discrepancy arises from the fact that, for the simulation,
we used a standard logistic sigmoid function instead of the error function sigmoid curve used for
the analytical calculations. We also see that the asymptotic weight norm decreases approximately
linearly with In X (Fig. 2E). Of particular note is the observation that, perhaps counter-intuitively,
higher levels of noise appear to lead to faster learning for SL, though the effect is more ambiguous in
the case of RL. This will be analyzed in more detail in the following section.

Impact of noise on learning time

We next investigate the effect of different types of input noise on the dynamics of learning and
whether differences arise for the supervised and reinforcement algorithms. We begin with the case of
isotropic input noise, with ¥ = oI and means g with |u| = 1. In this case, the optimal alignment

(w)

W of 1 is always reached asymptotically, so we focus on how quickly this value is approached as
a function of the input noise.

In the case of SL, analytically analyzing the logarithmic derivative of the alignment between p and
(w) yields a flow equation of the form

d. p-(w)
a8 Tiw))

where g;so and his, do not depend on o. Thus, the higher the input noise, the faster the task is learned.
The analogous relationship for RL is indeterminate, such that input noise may either speed up or
slow down learning in this case, depending on the parameters. As is illustrated in Fig.[3A] numerical
integration of the flow equations reveals qualitatively distinct trends for the dependence of learning
speed on noise.

= Giso (1, W) + 0% hiso (1, W)? + O (%), 24)

Anisotropic input distributions

To analyze the case of anisotropic input noise, we divide the total noise into two components: a
component crf| = 1+ ¢ in the direction of p and the noise 02 = 1 — ¢ orthogonal to it, while keeping
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Figure 4: Dynamics of the total variance of w for isotropic input noise. Higher noise leads to a faster
decay in tr (Cov(w)) for supervised learning (A) and for reinforcement learning (B).

the total noise Jﬁ + o2 fixed (Fig. . For both SL and RL, we find that learning slows down

when the noise is shifted to the decoding direction and speeds up when it is shifted to orthogonal
directions (Fig.[3C). To confirm this analysis analytically, we calculate the logarithmic derivative of
the alignment between g and (w) and find

D g (w)

dt = [(w)]
where g,, and h,, are independent of €. From this expression, we see that, at least to leading order
in €, noise anisotropy orthogonal to the decoding direction tends to increase the speed of learning,
while anisotropy along the decoding direction tends to decrease the speed of learning. This is in
apparent contrast to a recent study in two-layer networks, where input variance along the task-relevant
dimension was found to increase the speed of learning [Saxe et al.| [2019]]. The reason for these
seemingly opposite results is because, in the the task studied in that work, variance along the coding
direction is a signal that facilitates learning, while, in our case of binary classification, variance along
the coding direction is noise that impairs learning.

= Gan(p, W) +ehan(p, W)2 + 0(52)7 (25)

Input noise covariance

So far, we have assumed that the initial weight distribution, which can be thought of as characterizing
an ensemble of networks with different initializations, is specified deterministically, i.e. p(w,0) =
§(w — w?). In this case, according to (TT), the covariance of w will remain zero at later times. If
training is instead initiated with a distribution p(w, 0) having nonzero covariance, then we can ask
how this covariance evolves with training—in particular, whether the covariance of this distribution
diverges, converges to 0, or approaches a finite value as ¢ — oc.

This calculation can be easily performed in the limit ¢ — 0 where the inputs are just z = £ . Then
(T3) simply becomes

(fi)o(w) = pi (1 = ¢(p - w)) — A, (26)
and (TI) implies that
d e—m(n-w)?/16
atr (Cov(w)) = — 1 u? Cov(w)p — 2tr (Cov(w)) . (27)

Since Cov(w) is positive semidefinite, both terms on the right-hand side of are always nonposi-
tive for A > 0 and lead to exponential decay of tr (Cov(w)), so the eigenvalues of Cov(w) approach
zero. Thus, the covariance of the distribution p(w, t) vanishes as t — oo (Fig.[4A).

The same calculation can be performed for the RL algorithm, again with the result that tr(Cov(w)) —
0 as t — oo whenever A > 0 (Fig.[dB]. As can be seen in Fig.[d] the total variance continues to decay
to zero upon including input noise (in the  — 0 limit we are working in), with the decay speeding
up as the noise is increased.

Application to real tasks

In order to test whether the theoretical equations derived above apply to realistic input data, we
next train a perceptron with stochastic gradient descent to perform binary classification with cross-
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Figure 6: Forgetting curves. A: Learning curves for multi-task learning, where w are trained on
Task 1 (0 = ) after training to 80% on Task O (it = p). B: The alignment of (w) with p, after
training on additional tasks 1, ..., 9.

entropy loss on the MNIST dataset (Fig.[SA]). To obtain suitable input representations, the images
corresponding to the digits 0 and 1 are first convolved with a set of 1440 Gabor filters [Haghighat
et al.,[2015[]. (In the appendix, we perform the same analysis on the raw MNIST data without the
Gabor convolution and obtain similar results.) We then model these two input classes as multivariate
Gaussians with covariances 3 ; and means o1 (or £ after a translation). The evolution of the
weight vector during training is found by numerically integrating (I3)). To quantify the test accuracy
during training, an approximation of the expected error at each time step is derived by integrating the
Gaussian approximations to the two input distributions up to the hyperplane orthogonal to the weight
vector. As can be seen in Fig. this theoretically derived learning curve closely matches the actual
generalization performance of the trained classifier on the hold-out set.

To further illustrate that the flow equations capture non-trivial aspects of the learning dynamics,
Fig.[5C|shows the alignment of w with g, which continues to evolve after the task has been learned.
The close alignment of the experimental results with the analytical predictions shows that the flow
equations can capture learning dynamics in a realistic task with input data distributions that are not
necessarily Gaussian.

Continual learning

In addition to describing the dynamics of learning a single task, the flow equations derived above
can also describe the learning and forgetting of multiple tasks. In continual learning, natural and
artificial agents struggle with catastrophic forgetting, which causes older learning to be lost as it is
overwritten with newer learning [Hadsell et al., 2020, Kudithipudi et al., 2022} [Flesch et al., |2023]].
Here, we ask how the number of tasks that can be remembered by the perceptron depends on the level
of noise and the learning algorithm. The weights are first trained on Task 0, with input distribution
defined by p = py and ¥ = 021, until the alignment of w with g, has reached 80%. We then
train on subsequent tasks gt = pt;, 145, . . .. This yields a forgetting curve that decays exponentially
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with the number of tasks, as shown in the simulation results in Fig.[f] The decay constant does not
significantly depend on the learning algorithm being used, but we observe that a higher input noise
leads to faster forgetting. Together with the results in the preceding subsections, this hints toward a
trade-off between the learning speed and forgetting of previously learned tasks as the amount of input
noise is varied.

Discussion

In this work, we have used a stochastic-process framework to derive the dynamical equations
describing learning in the nonlinear perceptron performing binary classification. We have quantified
how the input noise and learning rule affect the speed of learning and forgetting, in particular finding
that greater input noise leads to faster learning for SL but not for RL. Finally, we have verified
that our approach captures learning dynamics in an MNIST task that has a more-complex input
data distribution. Together, the results characterize ways in which task structure, learning rule, and
neural-circuit architecture significantly impact learning dynamics and forgetting rates.

One limitation of our approach is the assumption that the input distributions are multivariate Gaussians,
which may not be the case for real datasets. While the agreement between the theoretical and
empirical results applied to the MNIST data in Fig. [5]is encouraging in this regard, there may be
greater discrepancies in cases where the input distributions are more complex. Indeed, recent work
on the nonlinear perceptron has shown that, while the first- and second-order cumulants of the input
distribution are learned early in training, later stages of training involve learning beyond-second-order
(i.e. non-Gaussian) statistical structure in the input data [Refinetti et al., 2023|], suggesting that
our theory’s ability to describe late-stage training in complex datasets may be somewhat limited.
Another limitation is the choice to neglect higher-order terms in w — (w) (Equations (10}, (I1)) and
7 (Equation (9)). This may limit the ability to characterize instabilities and noise effects induced by
non-infinitesimal learning rates. Future work will be needed to assess these effects.

While other work has approached SGD learning in neural networks within a stochastic-process
framework, most of these works have not derived the noise statistics from the noisy update rule (as
done here and in|Yaidal [2018]] and Murray and Escola [2020]), but rather have added Gaussian noise
to the mean update (e.g. [He et al.,|2019} [L1 et al., [2019} [2021]]). While the results for the flow of
the weights’ mean (w)(¢) are the same under both approaches, the approach that we take enables
us to additionally derive the flow of the weight covariance. Further, it allows for the possibility of
describing effects arising from finite learning rate by including higher-order terms in 7 from the
expansion of (@)—a topic that we will address in an upcoming publication.

In our results on continual learning, we found that only a few tasks could be remembered by the
perceptron before being overwritten. This is perhaps somewhat surprising given recent work [Murray:
and Escola, 2020] showing that the binary perceptron can recall O(V) individual random patterns in
a continual-learning setup. This difference may arise in part from the fact that that work used a more
efficient, margin-based supervised learning rule [[Crammer et al., 2006] rather than the stochastic
gradient descent rule used here, as well as the fact that input noise and weight regularization were not
included. This difference suggests that there is likely room for significant improvements in continual-
learning performance with the setup studied here. This would be another interesting direction for
future work, given that recent work has found that nonlinearity can drastically increase the amount of
catastrophic forgetting in continual learning [Dominé et al., [2023]].

Finally, we speculate that qualitative differences between learning rules such as that shown in Fig.
may provide a path for designing experiments to distinguish between learning rules implemented in
the brain. More work will be needed, however, to formulate testable experimental predictions for
more-realistic learning rules and network architectures. More generally, the approach developed here
paves the way for analyzing numerous questions about learning dynamics in more-complex circuit
architectures and diverse task structures.
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Derivation of the general evolution equations

In this section, we derive equations (I0) and (IT)) from (9). We start with

Op 0
a(w,t) = z]: o, (p(w,t)(fi)L), (28)
multiply both sides by w; and integrate over w. The left-hand side simply becomes
d
rn i/ We 29
i (ws) (29)
For the right-hand side, we can use integration by parts to get
0
- [awu Y S ) = [ dwpw () = (ewh. (30)
; j
J

To evaluate this expectation value, we introduce the mean-zero weight w = w — (w), which describes
the fluctuations of w around its mean. If we expand (f;),(w) to second order in W, (30) becomes

{(fi)(W))w = <<f¢>L(<W>) + Y0 (fi) L ((w)) + % > ind; Ok fi) L((w)) + O(W3)>
J ik

w

= (L)) + SO FL (W) + 5 D (iuhudion () (w) + O+) G1)

1 .
= (fiyL((w)) + 3 > Cov(wi, w;)d; 0k fi) L((W)) + O(%?).
ik
The derivation of (TI)) follows analogously.

Derivation of explicit SL and RL flow equations

In order to analyze (10) and (TI)), we must evaluate the following expectation values:
<¢(W : X)xi>x~N(u,E) and <¢2 (W : X)xi>x~N(u,E) (32)
with ¢(z) = % (1 + Erf ( ?m) ) Without loss of generality, we will calculate these integrals in a

coordinate system where w = wje;. We can then factorize p(x1,x2,...) = pm(21)pe(za, . . . |21).
The marginal distribution is Gaussian with p,, = p1 and X, = ¥41, and the conditional distribution
is also normal with (u.); = p; + ELHEM(xl — 1), and (E.);; = X5 — z%lzlizlj-

Furthermore, to simplify notations, we introduce w = w - 1/7/8, as well as the quantities

P—— (33)
b= VwISw. (34)

Let’s first calculate (¢(W - X)) xn/(u,3):
(O(W X)) s () = (P(W121)) N (11, 2)

6_%($1_H1)2/211 p(wiz1)

1
- =
1 2 35
= Eédue_“ 2 (wl(ul +uy/ Ell)) 53

-+ (75%)
1+02)°
where ®(z) = % + 1 Erf(2/V/2) is the cumulative distribution function of the standard normal

distribution. To evaluate the last line of this and the following integrals, we used the reference [Owen)
1980].
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For the integral (p(W - X)) x~n7(u,5)» We first do the calculation for i = 1:

<¢(W ’ X)x1>x~/\/(u,2) = <¢(w1x1)x1>x~N(u )

\/m/dwle 3@ i)/ B0 g )
36
= \/—?/due_“ /2¢ w1(,u1—|-ux/211)> (1 +uv/X11) (36)
R

- ( a ) 1 211’(1)1 %
=P e 20+0%)
V14562 V2m 1+ b2

For i # 1, we get

(D(W - X)) s (,3) = (B(W121)Ti )3 (1, %)

E .
m/dajle T (z1—p1)? /E“¢(w1x1) (MZ_FEM(Z‘I_‘[“))

a2

11

V14 b2 \/ \/1+b2
(37)
Thus, for general ¢+ and w we can write
a 1 (E\;V)Z ___a?®
<¢(W : X)x1>XNN([‘L,E) = /LL’L¢ (m) + \/ﬂ me 20462 . (38)
We next calculate
<¢2<W : X)>x~N(p,E) = <¢2<w1x1)>x~N(u 3)
[ — Her—p1)? /S0 42
vV 27‘(211 / dxle : (b (wlxl) (39)
a a 1
=P —— | - 2T , ,
( 1+bQ> <\/1+b2 \/1+2b2>
where 7T stands for Owen’s T" function.
Analogously, we can calculate
<¢2(W ’ X)xi>x~/\/'(u,2) =
2(2w); a __a% (40)
AP (w-x)) + £ @( )e 2(1+62) |
nil" W)+ e R\ T o

Fixed point analysis

In this section, we analyze the fixed points of the systems of equations & for SL and &
(23] for RL. We will first show the intuitive result that any fixed point (w*) is maximally aligned with
w,ie (wW*) - = |u|-[{w*)], as long as o > 0. For simplicity, we set the regularization parameter
A = 0. Note that for both SL and RL, the flow equations take the form

d
(W) n= Il fi(p, w,o) — - (W) fo(p, w, o),

1d
53| WP = - (w) fa(p, w,0) = [(w) [ fo(pt, w, 0)

for some functions f and fo > 0. Also, it’s easy to see that (w*) - u > 0. Thus, a fixed point (w™*)
satisfies

(41)

fi_op ()
T
f IR @
fa p (W)
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Thus, setting these equal to one another, we find that (w*) - p = || - [(w*)| and the two equations
reduce to a single equation for [(w*)].

Assume without loss of generality that |p| = 1. For supervised learning, (T9) then implies that
Sl (e ) 1
2 VI6+2m0? (WP ) 4T+ 2w/

where Erfc(z) = 1 — Erf(z) is the complementary error function.

1 o2|(w*)|? __ Kw*)|%x
[ T .

We can factor out the common exponential asymptotics of both terms to get

[(w*)|2m [(w*) |2 *
0 =e 16+2ma2[(w*)[2 6+ 16+2mo2[(w*) |2 lErfc ‘<W >‘\/7?
2 V16 + 2702 (w*) 2

1 ow) >.
VR EICSIRE

Of the two terms in the parentheses, the first term starts at $ for [(w*)| = 0 and is monotonically

decreasing to the value Jel/ 2"2Erfc(ﬁ) R \/%(O' — 03 + O(c®)), while the second term starts at

0 and increases to the larger value Nt Thus, there is a unique fixed point. For RL, uniqueness of
the fixed point can be shown using an analogous argument.

This fixed point (w*) is stable, because for SL, (T4) implies that % (w) = —V (L)1, where L is
the cross-entropy loss and (-) 1, is the average over the input distribution. Thus, (L), is a Lyapunov
function for the dynamical system. For RL, the same argument holds by the policy-gradient theorem,

where (L), additionally includes an average over the output noise.

(44)

Note that, for A = o = 0, although |(w)| diverges, a calculation of % log % shows that the

alignment between p and (w) still converges to 1. This result is consistent with those of [Ji and
Telgarsky| [2020].
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Figure 7: Comparison of the theory with training on raw MNIST. A: Comparison of the empirical
test classification accuracy with the theoretical prediction. B: Just like for the Gabor-filtered inputs,
the theory accurately captures non-trivial ongoing learning dynamics.

When applying our theory to the MNIST dataset, we compare SGD applied to actual data (orange
curves) with calculated SGD curves from our theory (blue curves). In the main text, we preprocess
the data by convolving raw pixel values with a bank of Gabor filters to approximate a more realistic
scenario where the binary classifier appears at the end of a convolutional neural network. For the
plots in Figure[7, we use raw pixel values to demonstrate that our evolution equations (I5)) work in
general settings without relying on Gabor filter representation. In both cases, we globally translate
all input vectors such that the dataset’s mean is zero. We directly evaluate test set accuracy (Figures
[5B|and [7A) and the correlation of w at each SGD step with the mean p of digit 1’ (Figures[5C|and
[7B)). To calculate the theoretical accuracy curve, we first numerically solve the differential equations
for the mean p and covariances 3 ; obtained from the empirical dataset to derive w(t). We
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then integrate two multivariate normal distributions with these @ and 3 values in the half-spaces
bounded by w(t) (expressible as an error function) and plot the result as the theoretical accuracy
curve in Figures [5B|and The tSNE embedding in Figure [5A]is included for illustrative purposes
only and is not used in calculations.

Experiments

The numerical code implementing the model and performing the analyses was mostly written in
JAX [Bradbury et al.,2018]], as well as Wolfram Mathematica and SciPy [Virtanen et al.}|2020]. For
Fig.[2| the flow fields were plotted for the limit of zero input noise and a regularization parameter of
A = 0.1. The learning curves are plotted for A = 0 and ¥ = oI, with 0 = 0.1 and o = 1. As in all
other figures besides Fig. [5} we set || = 1. Each experiment was repeated for 10 runs with different
random seeds, with the standard deviation indicated as a (barely visible) shaded region. The curve of
|(w*}| is plotted for the limit of zero input noise. For Fig.[3] we numerically integrated (I0) with
A = 0. For the total variance plotted in Fig. il we set A = 0.1 and integrate the differential equations
numerically. For Fig.[5] the Gabor-filtered inputs were created using [Haghighat et al.| 2015]]
with default parameters. The perceptron was trained using SGD with a logistic sigmoid output, and
the orange curve in panel B shows test accuracy. The training was repeated 10 times with shuffled
data. We set A = 1. For the forgetting curves in Fig.[6] we set A = 10 and the learning rate to
n = 1072, The curves shown are averages over 50 different random initializations each. The input
dimension is set to N = 500. For all other simulations, the learning rate was set to 7 = 10~3. The
computations were performed on an NVIDIA Titan Xp GPU, with runtimes of at most a few minutes.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: As we claim in the abstract, we study the learning dynamics of a nonlinear
perceptron analytically, and apply the results to better understand the effects of the input
distibution, learning rules and an actual perceptron training on MNIST.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have included a paragraph in the Discussion section that describes the
most-significant limitations of our approach.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All of our mathematical results are based on clearly stated assumptions, and
the steps for obtaining the results are described sufficiently thoroughly that a reader should
be able to reproduce them.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The mathematical equations on which our empirical results are based are
provided in the text, and all parameters used for producing the results are stated in the figure
captions or appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the source code files can be found in the supplemental materials, which
should allow a reader to straightforwardly recreate all experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All parameters used for producing the results are stated in the figure captions
or appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The empirical curves in all relevant figures include shading to represent
standard deviations.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The modest compute resources required for our experiments are described in
the appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper conforms with the Code of Ethics in all
respects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work is foundational research, and we do not foresee any direct societal
impacts that could potentially arise from it.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The only non-standard external code we used is [Haghighat et al,2015] for
the extraction of Gabor filters. As mentioned in the citation, the code is released under a
BSD clause-2 license.

Guidelines:
* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research on human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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