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Abstract

Instruction following is one of the fundamental capabilities of large language
models (LLMs). As the ability of LLMs is constantly improving, they have been
increasingly applied to deal with complex human instructions in real-world sce-
narios. Therefore, how to evaluate the ability of complex instruction-following of
LLMs has become a critical research problem. Existing benchmarks mainly focus
on modeling different types of constraints in human instructions while neglecting
the composition of different constraints, which is an indispensable constituent in
complex instructions. To this end, we propose CompLEXBENCH, a benchmark for
comprehensively evaluating the ability of LLMs to follow complex instructions
composed of multiple constraints. We propose a hierarchical taxonomy for com-
plex instructions, including 4 constraint types, 19 constraint dimensions, and 4
composition types, and manually collect a high-quality dataset accordingly. To
make the evaluation reliable, we augment LLM-based evaluators with rules to
effectively verify whether generated texts can satisfy each constraint and composi-
tion. Furthermore, we obtain the final evaluation score based on the dependency
structure determined by different composition types. CompLEXBENCH identifies
significant deficiencies in existing LLMs when dealing with complex instructions
with multiple constraints compositio

1 Introduction

Large language models (LLMs) have proven their remarkable abilities in addressing various NLP
tasks [1]. Among these, instruction following is one of the most crucial requirements for LLM
applications as it determines how well LLMs align with human intents [2]. In real-world use of
LLMs, almost all the tasks are formulated as instruction following, where human instructions impose
different constraints on the model output to specify the requirement of specific tasks [3]].

Hence, how to accurately measure the quality of instruction following has become an essential
problem. While early works focused on simple and direct human instructions in traditional NLP
tasks, such as translation and text classification [4} |5} [6], recent works have resorted to complex
instructions consisting of multiple constraints [3} |7, |8, 9], which are important constituents of
LLM’s real-world use including role-play [10] and LLMs as agents [11]. These complex instruction-

*Equal contribution

"Work done when these authors interned at Zhipu AL

#Corresponding author

'Our dataset and codes are available at https://github.com/thu-coai/ComplexBench.

38th Conference on Neural Information Processing Systems (NeurIPS 2024) Track on Datasets and Benchmarks.

137610 https://doi.org/10.52202/079017-4371


https://github.com/thu-coai/ComplexBench

ﬁ Example of Complex Instruction with iple C ints C iti Constraint Dimension

Please introduce the following painting. Firstly, ® 3 Format [€2] Length
, and then further introduce it according to the following conditions: 3
[s1] (= -
- If the work contains any animal, you should % 3 Semantic [€4] Topic
b [
- n LI . . Z
b" there is no animal in the work, your des(;:ztlfci):alslhould begin with , followed g [€1,C3,C6,C7,C8] Helpfulness
Y ' b : 8 ! utility
Painting: "Mona Lisa" | [C4] Target Language
):! lllustration of the Instruction’s Composition Structure Composition Type
c5 c4 And Chain i Selection
| 1
1
\ / c1 c2 4 ———» s1 st !
|
c2 c3 / \ :
c4 c6 —» c7 —» C8 c3 c6 |

/ ]

a1 —» st \ / : [51] If the work

1

\ c3 | contains any animal? |
| [Condition] Mona Lisa |

| |

| i

c6 —» C7 —» (8

Figure 1: An example instruction of CompLEXBENcH. All constraint dimensions contained in the
instruction are marked with underlines and colors, which are categorized into three constraint types in
our taxonomy: Format, Semantic, and Utility. Below is the composition structure of the instruction,
where these constraint dimensions are combined through three composition types: And, Chain, and
Selection.

following benchmarks aim to measure whether the generated text can meet every constraint in the
input instruction.

However, we argue that existing complex instruction-following benchmarks neglect to model the
composition of constraints, causing insufficient evaluation of the LLMs’ ability to follow complex
instructions. Since composition is a natural phenomenon in language use and a long-standing
research problem in the NLP community [[12} |13} 14} [15]], it is a necessary ingredient in complex
instructions to specify structural combinations of different constraints. In addition, the ignorance
of composition leads to issues in both dataset construction and evaluation method design. On
dataset construction, existing benchmarks are currently limited to simple composition types such
as And which represents coordination between different constraints [3]. As shown in Figure[l] in
addition to And, complex instructions can also include more intricate composition types of constraints,
such as Chain (for sequential completion of constraints) and Selection (for conditional selection
of constraints). Regarding evaluation method design, incorporating more complex composition
types brings challenges in both constraint / composition evaluation and final score aggregation.
First, complex instructions with structural combinations of constraints make it hard to evaluate each
constraint / composition type independently with LLMs / rules due to their coupling. Then, simple
aggregation methods for each constraint result, such as direct averaging, which is commonly adopted
by existing benchmarks neglect the dependency among constraints brought by composition, causing
potential biases in evaluation results.

In this paper, we propose CoMPLEXBENCH, a novel benchmark to comprehensively evaluate the
ability of LLMs to follow complex instructions. CompLEXBENCH is manually constructed based on a
hierarchical taxonomy of complex instructions, including 4 constraint types, 19 constraint dimensions,
and 4 composition types, which provide a broad perspective to assess the performance of LLMs in
dealing with complex instructions. To precisely measure whether LLMs’ generated texts satisfy all
these constraints and composition types, we design a yes / no question to verify each constraint and
composition type respectively, inspired by the existing works on QA-based evaluation [[16} |17} [7]].
Then, we propose a new evaluation method for complex instruction-following called rule-augmented
LLM-based evaluation. This method first extracts evaluation segments from generated responses for
each yes / no question and then solves each question with LLMs or rules. Finally, the answers to each
question are aggregated via the dependency structure among these questions, which is built based on
the composition types. CompLEXBENCH accompanied by our proposed evaluation method is expected
to systematically reveal the deficiencies of existing LLMs on complex instructions and provide
insights on the improvement of LLMs when dealing with various constraints and compositions. Our
main contributions are as follows:

e We propose a comprehensive hierarchical taxonomy for complex instructions, including 4
constraint types, 19 constraint dimensions, and 4 composition types. We manually collect
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Constraint Composition Type Evaluation Method

Benchmark Data Size

Taxonomy And Chain Selection Nested. LLM-based Rule-based Aggregation Function
WizardLM Testset [18 218 - v - - - v - .
CELLO [8] 523 4 4 v - - - v Average
FollowBench [3] 820 5 4 - - - v v Average
IFEval [19] 541 25 v - v Average
InfoBench [7 500 5 v - - - v - Average
Col Testset [20] 1,068 - - v - - - v -
CoMmPLEXBENCH (ours) 1,150 4-19 4 4 4 4 4 v Dependency-based Aggregation

Table 1: Comparisons between CoMpPLEXBENCH and other benchmarks, illustrating the features
including dataset sizes, constraint taxonomies, composition types, and evaluation methods. - in
Aggregation Function means there is no step to evaluate each constraint and aggregate the final score.

a high-quality benchmark dataset for complex-instruction following, covering all types of
constraints and compositions in our taxonomy.

e We accompany the benchmark with a new automated evaluation method to accurately
evaluate the ability of LLMs to follow complex instructions , which integrates the advantages
of LLM-based and rule-based methods to verify each constraint and composition type and
aggregates the final score via the dependency structure brought by composition types.

e We conduct experiments on the proposed benchmark for a wide range of established LLMs,
systematically revealing their deficiencies on various constraints and compositions.

2 Related Work

Evaluation of Instruction-Following. Instruction following remains one of the most important
factors determining the practicality of LLMs [21]]. Therefore, numerous studies have attempted to
evaluate it from various aspects. Earlier works used to focus on simple human instructions formed
with mostly a single constraint, such as semantic [5} 4, |6] and format [19} 22, [23]] constraints. Since
LLMs have been gradually applied to address complex real-world tasks, users have to form complex
instructions, which naturally call for the evaluation of the LLMs’ ability in complex instruction
following [3}[7]. WizardLM [18] employs two strategies, In-Breadth Evolving and In-depth Evolving,
to form complex instructions from simple ones. CELLO [8] defines complex instructions from
task descriptions and input text, and evaluates LLMs with real-world scenarios data. Unlike our
work, which includes subjective and objective constraints and combines LLM-based and rule-
based evaluations, CELLO focuses only on objective, rule-verifiable constraints and uses rule-based
scoring functions for evaluation. Nonetheless, we argue that these benchmarks neglect to model
the composition of constraints, which is an important character in complex instructions and brings
non-negligible structural complexity that is crucial to assessing LLMs’ abilities.

Compositionality in NLP. Previous studies have explored compositionality across traditional NLP
tasks, including semantic parsing [24} 25| 26], machine translation [26}, 27], style transfer [28]], and
data-to-text generation [29]]. However, in the task of instruction-following, how the LLMs deal
with the compositionality in instructions is still under-explored. CompMCTG [30] investigates
the compositionality of multiple control attributes for LLMs, which is a topic neighboring ours.
Nevertheless, our work studies more complex composition types beyond simple coordination between
different constraints, such as Chain and Selection and their nested structures, which form the basis of
many real-world complex tasks for LLMs.

3 CowmpLExBEncH Framework

3.1 Overview

To comprehensively evaluate the ability of LLMs to follow complex instructions, we propose a
hierarchical taxonomy to define constraints and composition types. For constraints, we extend
common constraints in controlled text generation tasks to the instruction-following tasks and consider
a two-level structure including coarse-grained types and fine-grained dimensions (Section[3.2). As
for compositions that indicate structural combinations of constraints, we consider the characteris-
tics of instruction-following tasks to define the composition types according to existing works on
compositionality in traditional NLP tasks (Section [3.3).
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Composition Type Description Example Illustration
€1
Single The output is required to satisfy a single Please summarize the following news. O
€1 C2
. . . . Please summarize the following news. The o—0
And T.he output is required to satisfy multiple summary should be output in bullet points, and
simultaneously. o
within 100 words.
€3
. . . Please introduce “Mona Lisa” briefly. Firstly,
The output is required to complete multiple tasks in:r‘:)::lculcnert‘}‘\eu;ecar 0::;&:::‘ "" :L“ Zeﬁllhe Ty T, T3
Chain sequem}ml]y, each of which needs to satisfy its own background of the work’s creatioT:md finally, O—)O—)O
constraints. N N
summarize the impact of the work.
Please introduce the following painting.
- If the work contains any animal, the Su(condy)
The output is required to select different branches description should be in English
Selection according to certain conditions, fulfilling the - Otherwise, the description should be in
constraints of the corresponding branch. Chinese
Painting: "Mona Lisa" By B,
Analy the sentiment of above user comment and S1(cond,)
complete the following tasks:
. The above composition types are recursively nested 1. If it's positive:
Nested Structure to form more complex structures. - Identify the products within the comments ... Sy(condy)
2. Ifit's negative, analyze the reasons for it: By B)\
If the i O O
- Otherwise, ... B2 B

Figure 3: Composition types in CompLEXBENCH. Each node is a part of an instruction. The purple
node may contain other composition types, while the blue node does not. In addition to 4 basic types,
the last row also shows a nested selection type.
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3.2 Constraint

Following existing works on controlled text generation and instruction following [31} [32] |33} 34,
19, 110], we propose a two-level structure for constraints including 4 constraint types (i.e., Lexical,
Format, Semantic, and Utility) and 19 specific constraint dimensions which are further divided from
the above types. The distribution of these constraint types and dimensions within CoMPLEXBENCH is
shown in Figure 2] We present the definitions of constraint types in the following and describe the

details of the constraint dimensions in Appendix

Lexical Constraint requires to output specific keywords or phrases or precisely generate texts that
are related to specific keywords mentioned in the instructions [35} 36} 34].

Format Constraint specifies the requirements on the
output structure (such as JSON, Markdown, and bul-
let points), length, and patterns of the output, where
the patterns include punctuation, content at the be-
ginning or end, and the output templates. Format
constraints require LLMs to possess a precise under-
standing and planning of the output content, which
remain challenging for current LLMs [19} 23]].

Semantic Constraint specifies the topic [37], lan-
guage style [32], personality [10], and sentiment [38]]
of the output, which are common constraints in the
existing works on controlled text generation.

Utility Constraint measures the language, helpful-
ness, supportiveness, consistency, and factuality of
generated texts, which are holistic properties. Among
these, helpfulness indicates whether the generated
text can complete the basic task included in the in-
struction (such as Please introduce the following
painting. in Figure [T) regardless of satisfaction of

End with Start with

Template Length
Language Style Punctuation
Bullets Format.
Personalization
Markdown Format

Json Forma
Topic

Sentiment

WJ
W)

Target Language —____

Keywords
Supportiveness ——

f Formae
/

Consistency [

Factuality J ¥ Helpfulness

Figure 2: Constraint distribution of Com-
pLEXBENCH. The Utility constraints helpful-
ness and factuality possess a high proportion
due to their prevalence in various instructions,
which are basic requirements for high-quality
outputs.

other constraints, while supportiveness means whether the generated text is faithful to the instruction.

3.3 Composition

As shown in Figure 3] we propose 4 composition types that indicate typical structural combinations

of constraints.
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Single. The output is required to satisfy a single constraint, with no composition involved.

And. The output needs to satisfy multiple constraints simultaneously. This simple composition type
commonly appears in most of the existing benchmarks on complex instruction-following [3} [19} 7.

Chain. The output is required to complete multiple tasks in the instruction sequentially, each of
which may contain several constraints. Formally, Chain contains n tasks {T|, T», ..., T,}, which need
to be completed sequentially. The output of 7}, may depends on that of T} (k = 1,2,---,n—1).

Selection. The output is required to select different branches according to certain conditions, fulfilling
the constraints of the corresponding branch. Formally, Selection contains m branches {By, By, . . ., By},
each of which is a task with expected outputs Yy, Y»,..., Y, respectively. We denote a selection
function as § with a range {1, 2, - - -, m}, taking the selection condition cond as input. Finally, the
expected output of the instruction is Yscona).

It’s worth noting that the above composition types can be nested to construct more complex structures.
Each task in Chain and each branch in Selection may also contain other composition types. As shown
in the last row of Figure[3] a branch of Selection can also contain Selection, thus forming a nested
selection composition type.

To verify the necessity and comprehensiveness of the 0 o

composition types considered in CoMPLEXBENCH, we = Genersers
analyze the distribution of composition types in real-
world scenarios. We collect instructions with high
demand and representativeness from an online LLM-
based chat service platform that serves more than a
million users daily including general and professional 0 o
instructions. General instructions refer to the instruc- = -
tions used by individual users in routine scenarios,

while professional instructions refer to those used by Figure 4: Composition type distribution of
enterprise-level users in business and research scenar- general and professional instructions.

ios. For each category of instructions, we randomly

sample 300 instructions and manually count the number of instructions containing each composition
type. We found that the taxonomy of CompLEXBENCH fully covers present composition types. As
shown in Figure[d] although the composition types of general instructions are relatively simple and
have already been covered by current benchmarks, professional instructions include more complex
composition types, such as Selection and nested structures of multiple composition types, which
have rarely been considered by current benchmarks. As LLMs have been gradually applied to deal
with complex instructions in professional scenarios, it is necessary to evaluate their ability to follow
instructions with multiple constraints composition.

frequency
I
3

100 31%

4%

o

single And Chain Selection Nested.

4 ComrLExBencH Construction

4.1 Data Collection

We manually construct CompLEXBENCH based on the taxonomy described in Section 3] The detailed
construction pipeline consists of four steps, i.e., Reference Instructions Collection, Task Allocation,
Data Annotation and Validation, and Selection Branch Expansion. We initially used our proposed
method to construct Chinese data, while also providing an English version of CompLEXBENCH. More
details are in Appendix [F| [G] and

Reference Instruction Collection. Considering the difficulty of constructing complex instructions
from scratch, annotators are required to create new complex instructions based on provided reference
instructions. We collect reference instructions from real-world application scenarios and open-source
instruction following benchmarks [[19}13,7]. We conduct strict desensitization of privacy and carefully
filter these instructions using category and quality classifiers.

Task Allocation. To ensure comprehensive coverage of each constraint and composition type,
we partition the entire dataset construction into multiple annotation tasks. Each annotation task
has different requirements for the minimal number of constraint dimensions in each constraint
type and composition type. Annotators are required to modify reference instructions to meet the
requirements of corresponding tasks. To alleviate the annotation cost, especially when the constraint
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""" Instruction é Dependency of Scoring Questions

Please introduce the following painting. Firstly, describe the information contained in the painting within 100 words, and then

further introduce it according to the following conditions:
Chain
- Ifthe work contains any animal, you should provide a detailed description in Chinese, focusing on the animals depicted.

- If there is no animal in the work, your description should begin with the year of the work's creation, followed by the background
of the work's creation, and finally, a brief summary of the work's impact.

Painting: "Mona Lisa' Selection

[E) Scoring Question Dep(i)
b : :
Scoring Questions 1 i)
1. Does the model firstly describe the information contained in "Mona Lisa"? (Chain, Helpfulness) Chain 2 U
2. Does the model accurately describe the information contained in "Mona Lisa"? (Factuality) 3 {)
3. Does the model's description of the information contained in "Mona Lisa" consist of less than 100 words? (Length) 2 i
4. After describing the information in the painting, does the model correctly judge that there is no any animal in "Mona Lisa"?
(Selection) 5 (1.4}
5. Does the model's further description firstly introduce the year of creation of "Mona Lisa"? (Chain, Helpfulness)
6. Does the model correctly introduce the year of creation of "Mona Lisa" is 15037 (Factuality) Chain 6 (1.4}
7. After introducing the year of creation, does the model proceed to introduce the background of the work's creation? (Chain, 7 145
Helpfulness) {145}
8. Does the background of the work's creation is in accordance with facts? (Factuality) 8 {1.4.5)
9. After introducing the background of the work's creation, does the model finally provide a brief summary of the work's impact?
(Helpfulness) 9 (14,57}
10. Does the summary of the work's impact is in accordance with facts? (Factuality) o 10 (1457}
8=o=] 1o A " " E :
EE Ru LLM-based s G
LLM Evaluator
M,y

Scoring Questions.
@109 sy

LLM Extractor
=

Figure 5: An exemplar evaluation process of CoMpLEXBENCH. Given an instruction and its scoring
questions, ComPLEXBENCH integrates the rule and LLM evaluator to verify each of them and aggregates
the final score based on the dependency structure of composition types in the instruction.

Evaluation Results Dependency Aggregation
T1o oy € (0,1}

Rule-defined?

i=n »
PEDep()

Segments ¢
‘Segments of o related to
Scoring question g

Rule Evaluator

Rq

dimensions in the reference instructions and task requirements are different, we leverage GPT-4
[39] to automatically acquire the constraint dimensions in reference instructions and assign them to
corresponding annotation tasks according to minimal editing distance.

Data Annotation and Validation. Given reference instructions and corresponding annotation
task requirements, annotators are expected to construct new complex instructions and annotate
the constraint dimensions and composition types. After the data annotation, newly constructed
instructions are cross-validated by other annotators. The process of validation continues until
constructed instructions meet the following criteria: (1) Clarity & Reasonableness: The instruction
should be easy to understand, unambiguous, and realistic, with at least one reasonable answer. (2)
Validity of Constraints: Every constraint within the instruction should substantially influence the
output. (3) Complexity & Difficulty: The instruction should be challenging for most LLLMs and be
capable of distinguishing the complex instruction-following abilities of different LLMs.

Selection Branch Expansion. When evaluating the ability of LLMs to follow instructions containing
Selection, the predisposition toward random selection by LLMs may bring potential bias because
most instructions cover only one correct selection branch. But the probability of the correct branch
appearing at each position in Selection of data constructed by annotators is unequalﬂ To address
this issue, in the final stage of instruction construction, we manually modify the selection condition
based on the selection function to construct multiple instructions that cover different correct branches,
ensuring an equal probability of the correct branch appearing at each position.

4.2 Evaluation Protocol

To conduct a detailed evaluation of how well each constraint and composition type is satisfied, we
draw inspiration from previous works that transform text evaluation into multiple question-answering
tasks [[16} 17, [7]. For each constraint and composition type specified in an instruction, we manually
craft a scoring question that can be succinctly answered with either "yes" or "no."

Current mainstream evaluation methods contain LLM-based [18, |3, [7]] and rule-based methods
[8, (19} 20]. In our preliminary experiments, we find that LLM-based methods are effective at
answering open-ended scoring questions, but they demonstrate a significant deficiency in those
involving numerical computation, counting, and other objective rule-defined areas, such as keyword
inclusion and text length. Simultaneously, rule-based methods perform well in rule-defined areas
but are powerless against open-ended scoring problems. To address their limitations, we design a
Rule-Augmented LLM-based (RAL) evaluation method to equip LLM evaluators with rules to answer

2For instance, after manual inspection we find that in all the selection compositions with two branches,
annotators have about a 70% probability of selecting the first branch as the correct one.

https://doi.org/10.52202/079017-4371 137615



scoring questions in both rule-defined and open-ended areas. For the instruction /, the generated
response to be evaluated o, and the scoring problem g, if g is verifiable by rules, we first use the LLM
to automatically extract segments e of o, which is related to scoring question g. Subsequently, we use
the rule R, written for g to obtain the evaluation result , € {0, 1}, that is:

e = Mext(l’ q, 0) (1)

rqg = Ry(e) 2)
where M,,, indicates the LLM with the prompt used for extraction. Otherwise, if ¢ cannot be verified
by rules, we directly use the LLM to measure the quality of o:

rq = Meva(L q, 0) 3

where M,,, denotes the LLM with the prompt used for evaluation. For composition types, considering
that their satisfaction is a prerequisite for satisfying some constraints, we model the dependencies of
its scoring questions. Specifically, for Chain, all the scoring questions of the subsequent task depend
on the answers to those of the preceding task. And for Selection, all the scoring questions of the
selection branch depend on whether the correct selection branch is selected. If a scoring question
is judged as "no", all the scoring questions depending on it will also be directly judged as "no".
Formally, we denote the set of scoring questions that g depends on as Dep(g). After all scoring
questions have been independently verified, Dependency Aggregation will be performed, and the
result of g will be calculated as follows:

rg=Trq /\ rp “4)

peDep(q)

Finally, following InfoBench [[7], we calculate Decomposed Requirements Following Ratio (DRFR)
as the final score during Score Aggregation. Considering a benchmark dataset has N instructions, the
instruction i has m; scoring questions, and the result of the j-th scoring question is Tij» the metric is

calculated as: DRFR =Y, .7, /3. m;. Figureshows a framework of our evaluation protocol.

ijtij

4.3 Benchmark Statistics

) ) . Category I\II;;S&? #Inst. #Len. #Ques. #Con.

CompLEXBENCH contains 1,150 instructions and
5,306 scoring questions, as shown in Table [2] And L [475 27939 409 414
Nesting depth means the maximum depth of Chain 1 ‘ 70 35211 483 494
composition types. In addition to three basic 2 170 48684 624 632
Selection 2 224 664.13  4.40 3.09

composition types including And, Chain, and 1 80 75315 291 206
Selection, we adopt a separate category whose

- ! . ) ' >3 | 46 140993 576 3.78
instructions simultaneously contain Chain and -

Selection & 2 ‘ 30 44037 437 3.63

23 | 55

Selection, aiming to use these two challenging Chain 10882 618 527
types to explore the boundary of LLMs’ abil-
ity in complex instruction-followingﬂ We also

present the task distribution of CompLEXBENCH o ) )
in Appendix[C} Table 2: Statistics of CompLEXBENCH including

the number of instructions (#Inst.), the average
. number of characters (#Len.), scoring questions
5 Experiments (#Ques.), and constraints (#Con.) per instruction.

Overall 1150 47751  4.61 4.19

5.1 Agreement Evaluation

To measure the agreement between our evaluation method and manual evaluation, we randomly
sample 200 instructions from ComPLEXBENCH to construct a meta-evaluation dataset. Five LLMs are
involved in this evaluation as generation models. We employ GPT-4-1106 [39]] as our primary judge
and adopt two metrics to confirm the reliability of our method: (1) Overall Pairwise Agreement:
Given an instruction, two model responses (denoted as A and B), the human annotators are instructed
to compare the quality and choose from 3 options, namely A better than B, tie, B better than A.
Subsequently, the automatic evaluation scores for two model responses are converted into pairwise

3Since And commonly appears in various instructions, we simply categorize instructions containing both
Chain [ Selection and And together with those only containing Chain / Selection into one category.
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comparisons to measure agreement with human annotators. (2) Question-level Agreement: Given
an instruction and a model response, human annotators are instructed to judge whether each scoring
question is satisfied respectively. Then, we calculate the agreement between automatic evaluation
results and human-annotated ones.

For the Overall Pairwise Agreement, we sample
500 pairs from the outputs of 5 LLMs. Direct
Scoring serves as a baseline, which adopts a Ours 0.614

. . Ours w/o Dep. 0.574
scoring prompt [S]] to assign a score to the re- Direct Scoring 0512
sponse with a scale of 1-10. As shown in Table
[3] our method can improve the agreement with  Table 3: Overall Pairwise Agreement with human.
manual evaluations compared to Direct Scoring Dep. means Dependency Aggregation.
with a large margin. Dependency Aggregation
also shows its important contribution to our method due to its modeling of composition structures.

Evaluation Method Pairwise Agreement

For the Question-level Agreement, the scoring

questions in the meta-evaluation dataset are cate- Subset E | A between
gorized into two types: (1) Rule-defined, which RAL 95.36%
b ified b 1 d titutes 17% of Rule-defined RAL w/o rule 82.02%
can be verified by rules and constitutes o O Direct Scoring 62.02%
the total, and (2) Open-ended, which is not ver-
‘fiable by rules. Wi hod with RAL 86.28%
1 'a ¢ by I‘l‘l es. 'C compgre our metho Wl.t Open-ended RAL w/o rule 86.28 %
Direct Scoring, which considers a response with Direct Scoring 77.83%
a score above 5 to satisfy all scoring questions of RAL $7.82%
an instruction. We also remove rule arguments Overall RAL wjo rule 85.56%
Direct Scoring 75.18%

(w/o rule) to verify its effectiveness. As shown
in Table @ RAL outperforms all the baselines
and exhibits an impressive 87.82% agreement
with humans at the overall level. The LLM-based evaluator (i.e., RAL w/o rule in Table E[) shows its
weakness in rule-defined areas that rule arguments mainly contribute to, supporting our motivation.

Table 4: Question-level Agreement with human.

5.2 Automatic Evaluation

5.2.1 Setup

We use GPT-4-1106 [39]] as our judge to evaluate 15 LLMs: (1) Closed-source LLMs: GPT-4-1106,
Claude-3-Opus [40]], GLM-4 [41]], ERNIEBot-4, GPT-3.5-Turbo-1106. (2) Open-source LLMs:
Qwenl.5-Chat [42], Llama3-Instruct [43]], InternLM2-Chat [44]], Baichuan2-Chat [45]], Mistral-
Instruct [46]], InternLM?2-Chat [44]], ChatGLM3-Chat [47]. The sizes of these models vary from 6B
to 72B. We use greedy search for reproducibility, and the maximum generation length is 8,192.

5.2.2 Main Results

Chain

The main results are shown in Table E} Firstly,
the widely recognized powerful GPT-4 still fails
to complete 20% of complex instructions, high-
lighting the necessity of complex instruction utility
evaluation. Secondly, as the complexity of com-
position types within instruction increases , the
performance of all LLMs significantly drops,
especially on Selection and Chain. This aligns
with our motivation for constructing complex
composition types. Thirdly, the performance of Semantic
most open-source LLMs falls short compared
to closed-source LLMs especially on complex

Selection

Lexical

composition types, indicating that open-source Format
LLMs still have a large room for improvementin ~ — Gpr4-1106 ~—— Quen1.5-72B-Chat Baichuan2-138-Chat
. e, Claude-3-Opus —— LLama-3-70B-Chat LLama-3-8B-Chat
chasing the capabilities of closed-source LLMs. — giw4 InternLM2-208-Chat  —— Mixtral-7B-Instruct
—— GPT-3.5-Turbo-1106 —— Qwenl.5-14B-Chat ChatGLM3-6B-Chat

To dissect the ability of LLMs to follow specific
constraint and composition types, we calculate Figure 6: The performance of LLMs on different
the average accuracy of scoring questions for constraint and composition types.
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Category | And | Chain | Selection | Selection & Chain | All
Nesting Depth | 1 | 1 | 2 JAvg | 1 | 2 | 23 |Avg | 2 | =23 | Avg | Avg
Closed-Source Language Models
GPT-4-1106 0.881 | 0.787 | 0.759 | 0.766 | 0.815 | 0.772 | 0.694 | 0.765 | 0.802 | 0.626 | 0.675 | 0.800
Claude-3-Opus 0.886 | 0.784 | 0.779 | 0.780 | 0.764 | 0.749 | 0.592 | 0.724 | 0.695 | 0.576 | 0.609 | 0.788
GLM-4 0.868 | 0.763 | 0.739 | 0.745 | 0.768 | 0.739 | 0.626 | 0.724 | 0.809 | 0.647 | 0.692 | 0.779
ERNIEBot-4 0.866 | 0.749 | 0.735 | 0.738 | 0.725 | 0.696 | 0.649 | 0.692 | 0.756 | 0.600 | 0.643 | 0.764

GPT-3.5-Turbo-1106 | 0.845 | 0.686 | 0.630 | 0.644 | 0.661 | 0.561 | 0.475 | 0.561 | 0.565 | 0.482 | 0.505 | 0.682

Open-Source Language Models

Qwenl.5-72B-Chat 0.873 | 0.749 | 0.730 | 0.735 | 0.751 | 0.698 | 0.521 | 0.675 | 0.611 | 0.521 | 0.546 | 0.752
Llama-3-70B-Instruct | 0.858 | 0.769 | 0.722 | 0.733 | 0.747 | 0.704 | 0.675 | 0.706 | 0.573 | 0.571 | 0.571 | 0.757

InternLM2-20B-Chat | 0.796 | 0.666 | 0.648 | 0.652 | 0.648 | 0.599 | 0.543 | 0.597 | 0.611 | 0.488 | 0.522 | 0.678
Qwenl.5-14B-Chat 0.817 | 0.657 | 0.636 | 0.641 | 0.622 | 0.621 | 0.536 | 0.606 | 0.550 | 0.435 | 0.467 | 0.680
Baichuan2-13B-Chat | 0.760 | 0.583 | 0.517 | 0.533 | 0.571 | 0.479 | 0.404 | 0.480 | 0.443 | 0.409 | 0.418 | 0.591

Llama-3-8B-Instruct | 0.778 | 0.669 | 0.568 | 0.592 | 0.597 | 0.552 | 0.483 | 0.546 | 0.626 | 0.429 | 0.484 | 0.638
Mistral-7B-Instruct 0.737 | 0.574 | 0.556 | 0.560 | 0.554 | 0.493 | 0.411 | 0.488 | 0.534 | 0.374 | 0.418 | 0.592
Qwenl.5-7B-Chat 0.802 | 0.598 | 0.611 | 0.608 | 0.519 | 0.564 | 0.570 | 0.558 | 0.634 | 0.491 | 0.531 | 0.658
InternLM2-7B-Chat | 0.755 | 0.633 | 0.598 | 0.607 | 0.532 | 0.568 | 0.525 | 0.555 | 0.550 | 0.432 | 0.465 | 0.634
ChatGLM3-6B-Chat | 0.701 | 0.556 | 0.490 | 0.506 | 0.455 | 0.430 | 0.411 | 0.431 | 0.573 | 0.312 | 0.384 | 0.546

Table 5: DRFR of LLMs computed by our proposed RAL method. The highest performance among
open-source models is underlined, while the highest performance overall is bold.

each type. The results are shown in Figure[6] Firstly, for constraints, LLMs generally perform better
on Semantic and Utility constraints but struggle with the Format and Lexical constraints that have
explicit evaluation standards. Secondly, for compositions, Chain presents severe challenges while
Selection come second. We speculate that the main difficulty in Selection lies not only in choosing
the correct branch but in executing it without interference from irrelevant branches. More results and
analyses are in Appendix|[l]

5.2.3 Analysis

Decomposition of instructions with composition types. To explore whether decomposing complex
instructions and executing them through multi-round interactions can improve the performance of
LLMs, we manually decompose CoMPLEXBENCH instructions based on composition types (e.g., Chain
into sequential tasks, Selection into selection and execution branches, while And remains intact)
and compare the performance of LLMs between executing decomposed instructions step-by-step
and original instructions in one step. The scoring questions of original instructions are split into
corresponding decomposed ones with the same dependencies to ensure a fair comparison.

Table [6] shows that GPT-3.5-Turbo-1106 gen-
erally performs worse in decomposed instruc- Category
tions, especially as the complexity of compo-
sition types within instructions increases. We

Nesting
Depth

Origin Decomposition A

And 1] 03845 0.845 0.000

conjecture that this is due to cumulative errors in Chain ! ‘ o080 Fooel o
multi-round interactions, highlighting that our - - -

. . : 1| 066l 0.631 -0.030
benchmgrkils challlengmg and cannot be simply Selection > | osa 0.520 0,041
solved via instruction decomposition. >3 | 0475 0411 -0.064
The Coherent Test for Selection. To compre- Selection & 2 ‘ 0.565 0.504 -0.061
hensively measure the performance of LLMs on Chain 23 | 0482 0415 0067
different conditions of Selection, we merge the Overall - o682 0.652 -0.030

instructions with the same branches and selec-

tion functions but different conditions into the Table 6: The performance of GPT-3.5-Turbo-1106
same task group. For example, the instruction on original and decomposed instructions.

about the Mona Lisa shown in Table [Tl and an-

other instruction where everything else remains the same except the final condition "Painting: Mona
Lisa" is changed to "Painting: Galloping horse" are merged into the same task group. The two
instructions need to execute two different selection branches. We calculate the proportion of instruc-
tions with all scoring questions correct (Original Test) and group tasks with all scoring questions
correct (Coherent Test). Formally, considering that there are N instructions containing Selection,
they are divided into K task groups. Each instruction i has m; scoring questions, and the result
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of the j-th scoring question is r;,j (the same definition as Section . The results of Original
Test will be calculated as # DI /\;f’z"l r;].) , and the results of Coherent Test will be calculated as

% Z,[f:, NicGroup)( /\;f’:il r;. ) Instructions containing Selection are categorized as either single-layer
or multi-layer nested, respectively. As shown in Figure[7] for single-layer Selection instructions,
LLMs with stronger instruction-following abilities show a smaller performance drop in the coherent
test, which better understands the selection structure. For more complex multi-layer nested Selection
instructions, even the state-of-the-art LLM, GPT-4, achieves only 14.9% accuracy in the coherent test.
At the same time, smaller-scale LLMs can’t perfectly follow any group of instructions. The results

highlight current LLMs’ weaknesses in following multi-layer tree-structured instructions.

06
= Original Test 0.546 mmm Original Test
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Figure 7: The performance variance under the coherent test for Selection. The left side represents
single-layer Selection instructions, and the right side corresponds to multi-layer Selection instructions.

Comparisons between Other Capabilities. We compare the performance of representative
LLM:s across 3 prominent LLM evaluation benchmarks in addition to CompLExBENcH: IFEval[19],
HumanEval[48], and MATH[49], focusing on instruction-following, coding, and mathematical ability,
respectively. As shown in Table[7} although the performance of various LLMs on ComPLEXBENCH is
well correlated with their performance on other benchmarks, the rankings of LLMs on CompLEXBENCH
do not entirely correspond with those on the other three benchmarks. For instance, ChatGLM3-6B-
Chat demonstrates outstanding coding and mathematical abilities among LLMs of similar scale, but it
notably struggles with complex instruction-following. On the other hand, while Llama-3-70B-Instruct
surpasses GPT-4-1106 on IFEval and ranks first, it still shows a performance gap with GPT-4-1106
on CompLEXBENCH. This discrepancy is primarily in the areas of instructions with complex con-
straints composition, which are not covered by IFEval, indicating that CompLEXBENCH can provide a
complementary perspective for LLM evaluation.

Model CompLEXBENCH IFEval HumanEval MATH
GPT-4-1106 0.800 754 84.6 64.3
GLM-4 0.779 66.7 72.0 479
Qwenl.5-72B-Chat 0.752 55.8 713 425
Llama-3-70B-Instruct 0.757 78.9 81.7 50.4
Llama-3-8B-Instruct 0.638 68.6 62.2 30.0
Mistral-7B-Instruct 0.592 40.5 30.5 13.1
Qwenl1.5-7B-Chat 0.658 38.8 46.3 232
InternLM2-7B-Chat 0.634 46.5 59.8 23.0
ChatGLM3-6B-Chat 0.546 28.1 64.0 25.7
Correlation with CompLEXBENCH - 0.814 0.715 0.895

Table 7: Model comparison on different abilities. The last row shows the Pearson correlation between
the performance of LLMs in CompLEXBENCH and other benchmarks.

6 Conclusion

In this work, we propose CoMPLEXBENCH, a systematical benchmark for complex instruction-following.
We first propose a hierarchical taxonomy for complex instructions, including 4 constraint types, 19
constraint dimensions, and 4 composition types. Furthermore, we manually collect a high-quality
dataset accordingly. Along with the dataset, we propose a structure-aware automatic evaluation
method for complex instruction-following with constraints composition and further enhance the
evaluation accuracy by equipping LLM-based evaluators with rules. Finally, we conduct extensive
experiments to evaluate the performance of current representative LLMs on complex instruction-
following and uncover their significant deficiencies in dealing with complex composition types. In
summary, we posit that CoMPLEXBENCH can serve as a valuable tool for benchmarking the complex
instruction-following ability of LLMs, providing a complementary perspective for LLM evaluation
and useful insights for further work to improve this ability of LLMs.
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A Limitations

The limitations of our work are summarized as follows:

Monolingual Capability. CompLEXBENCH is primarily constructed based on Chinese reference
instructions, which may neglect some elements in other languages and cultures that can influence
the complexity of instructions. Recognizing this constraint, we plan to expand ComPLEXBENCH by
incorporating multiple languages to investigate the disparities in complex instruction-following ability
of LLMs across different linguistic environments in future iterations.

LLM-based Evaluation. The evaluation method based on LLM is widely used in the automatic
evaluation process of CoMpLEXBENCH. Although experiments show that our evaluation method
achieves satisfactory agreement with human judgment generally, the potential biases of LLM-as-
Judge, such as verbosity and self-enhancement [J5]], may affect the overall evaluation correctness.
Additionally, we utilize GPT-4-1106 commercial APIs for evaluation, which presents challenges such
as high costs and potential data leakage. We leave the development of more accurate and efficient
methods for evaluating complex instruction-following as important future work.

B Author Statement and License

CompLExBENCH is distributed under CC BY 4.0. The evaluation code of CompLEXBENCH is distributed
under the MIT license. We will bear all responsibility in case of violation of rights, etc.

C Task Distribution of CompLEXBENCH

We refer to the taxonomy of AlignBench [6] to categorize the task types of instructions in the
ComrLExBENcH. Taking into account that instructions about mathematics have relatively fixed answers
and are difficult to construct complex instructions, as well as the coarse granularity of the writing
ability category. We remove mathematical and use 4 subcategories of writing ability in AlignBench:
practical writing, creative writing, professional writing, and custom writing. When annotators
construct instructions, they also provide task category labels simultaneously, the results are shown in

Table

Category | #Samples
Fundamental Language Ability 159
Advanced Chinese Understanding 62
Open-ended Questions 115
Practical Writing 195
Creative Writing 105
Professional Writing 183
Custom Writing 73
Logical Reasoning 107
Task-oriented Role Play 95
Professional Knowledge 56
Total | 1150

Table 8: Task distribution of CompLEXBENCH dataset.

D Details of Constraint Dimensions

D.1 Lexical Constraint

1. Word Matching. The response should accurately find the corresponding content of certain
keywords in the given instruction.

2. Keywords. The response should (not) include certain keywords, or include several words
from a keyword list.

D.2 Format Constraint

1. JSON Format. The entire response should be wrapped in JSON format.
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2. Markdown Format. The response should follow specific Markdown formats, such as
equations, headings, and tables.

3. Bullets Format. The response should (not) contain bullet points.

4. Length. Control the length of the response, including the number of words, sentences,
paragraphs, etc. This constraint can be used in combination with others, such as controlling
the number of bullet points or the number of keywords included.

. Start with. Control the content at the beginning of the response.
. End with. Control the content at the end of the response.
. Punctuation. Control the punctuation that appears in the response.

o0 N N W

. Template. The response should mimic the format of the given output template.

D.3 Semantic Constraint

1. Language Style. The response should adhere to a specific language style. We use the
taxonomy of CharacterGLM [10], which defines language style from multiple aspects such
as formality, imitation of celebrities, context-specific scenes, and discourse features (like
using style from a certain website, emoji, etc.).

2. Personalization. The response should align with certain character attributes.
3. Topic. The response should focus on a specific topic.

4. Sentiment. The response should contain specific emotions. We refer to the six fine-grained
categories of ECM [38]] for sentiment, named as Like, Happy, Sad, Disgust, Angry, Other.

D.4 Utility Constraint

1. Helpfulness. The response should follow task descriptions.

2. Target Language. The response should be in a specific language, such as simplified Chinese,
traditional Chinese or English.

3. Supportiveness. The response should be faithful to input texts, answering based on the
information provided in the text completely.

4. Consistency. The content of the response should be consistent and free of contradictions.

5. Factuality. The response should correspond with facts, which primarily applies to instruc-
tions with definitive answers such as mathematical and logical reasoning.

E Prompts in Rule-Augmented LLM-based Evaluation

E.1 Prompts for Extractor in Rule-Augmented LL.M-based Evaluation

Table [9] provides the prompt template we used for the LLM extractor in Rule-Augmented LLM-
based evaluation. And Table[I0]provides an example of scoring object extraction and their English
translation. To improve performance, we use 6 manually constructed in-context examples in the
prompt. Considering that the extraction of content differs significantly when there are multiple
scoring objects (e.g., scoring question “Does each shot’s dialogue in the model output start with an
interrogative sentence?”), compared to when there is only one scoring object (e.g., scoring question
“Does the title of the speech given by the model have no more than 10 characters?”). We use different
sets of in-context examples for these two situations.

E.2 Prompts for Evaluator in Rule-Augmented LLM-based Evaluation

Table [T1] provides the prompt template we used for the LLM evaluator in Rule-Augmented LLM-
based evaluation. And Table [I2] provides an example of automatic evaluation and their English
translation. We have also explored different settings where all scoring questions from the instruction
are presented to the evaluation model simultaneously, or asking the evaluation model to choose
"YES" or "NO" without analysis. Ultimately, we found that the current settings achieve the highest
level of agreement with humans.
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You are an information extraction expert. Below, you will be provided with an [Input Instruction] and its corresponding [Model Response].
Additionally, you will be given a [Scoring Question], which is designed to assess whether [Model Response] satisfies some of requirements
within [Input Instruction]. Your task is to extract scoring object in [Model Response] for [Scoring Question].

For example, if [Model Response] contains two essays and [Scoring Question] is “Does the first essay have at least 500 words?”, then you
should only output the first essay from [Model Response]. If [Scoring Question] is “Does the second essay use a vivid language style?”,
then you should only output the second essay from [Model Response]. And if [Scoring Question] is “Does the output end with ‘Reporter
from Bloomberg’?”, then you should only output the last sentence of [Model Response].

## Note

(1) You should copy continuous segments from [Model Response] exactly as it is, without any modification, addition, deletion, or splicing.
(2) Your task is not to extract the part of [Model Response] that satisfies [Scoring Question], but to extract scoring object in [Model
Response] for [Scoring Question], even if it does not satisfy corresponding requirements. You do not need to pay attention to what the
specific requirements of [Scoring Question] are, nor do you need to evaluate whether [Model Response] satisfies [Scoring Question]
requirements.

(4) If there are multiple scoring objects in [Model Response], please use “||”” to separate each other. If the scoring object is the entire [Model
Response], please directly output “All”. If the scoring object does not exist in [Model Response], please directly output “None”.

(5) Generally, “beginning” refers to the first sentence of [Model Response], and “ending” refers to the last sentence of [Model Response].

Please first give your analysis and explanation of the task, then output the result of the evaluation object you extracted.
## Output Format
[Explanation]

XXX

[Evaluation Object for Scoring Question]
Scoring Object: xxx

{In-Context Examples }
Please refer to the above examples, and extract the scoring object in [Model Response] for [Scoring Question]. Again, note that
you should copy the continuous segments from [Model Response] exactly as it is, without any modification, addition, deletion, or splicing.

When giving your scoring object, you must ensure that every character is a real existence in [Model Response].

[Input Instruction]
{Input Instruction}

[Model Response]
{Model Response }

[Scoring Question]
{Scoring Question}

Table 9: Prompt template for extraction in Rule-Augmented LLM-based Evaluation.
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Input R BIT, BEIAAN RGN A R FFEE S 5] BRI i T AL AR, BERF RO L2005,
Instruction LL“i|F4iih 2545 - IRIGEINX SR BITAEM R RS EAT R, BERTFEAES0T LA, H M, #E
BRUNIEL -
Provide an example within 200 words to illustrate how individuals from different professions can apply the concept of
continuous learning to advance their careers, ending with "End of example." Then, write an article to refute this example around
500 words, clearly divided into points, and with strong emotions.

Model Bl

Response 2T —Z ik TARIT, il id S22 ST B MR ARITE 5 REOR EZE R (R4 B O AR - I A L AR (] AE 2
SN TARERNLES 2> R, X bR TAEH R B IE , |& TS Es - @l Sk ei
MR &, TR KT BT, EETVASEBRY TR - X% HA B k15 T — K]
WEFRINLE, HEMAA R PHE T EEENAE . FITHHTEE.

RILCE::

FREL2 S0 2 B A TR R T RERRE, (XA A 240 T IS P RS R M E R - IR RIF] T A
A HATAT IR R AEAR L 2 S AN SR TR, EEA ARSI

BT, RSN NEEREAERIRA TAEZ Al i (BR2E ST ECRE - PRSI HIRE, XA S e —Tf
o NTALEHEAER R TIEZ AT, B A FKETRER ARG, XRS5 BRI B2 —FPif . 5
W, FPFHEEEIF NS RERIER L B B A LIRS - T8 LR msme BRI, X R FEE2E 5 9F
ERMIIIPIIE - ZLERIGIF FIRER M), TARE RIS . FE, SHREANABEIRIFER, 28 TR A
TERIANTFSERM W o B N EBBEE T 3 B E R S IRGX LE R (%, B2 oF A He )k 25 PRl Sy
J ~ PERBCFIRE N ZMBAGA - Fef5, Rt S MR A ATRESBULARS EEZ MR TR, 510 8
g%\%iﬁﬂﬁﬁﬁ o ZEALTIRE S R B SRERM & SR TR T A ROIR SIS RIFIE A AR, R — ARl E
172\ -

LR EFTA, FREE SRR R0 . B ITREEINRAR S B ATEOURItE 2451, T2 (4 SRy
AL RITHEREA D - X DRI, BATRAZE K E PR A IR R -

Example:

Li Hua is a software engineer who keeps his skills up-to-date by continuously learning new programming languages and
technology frameworks. He uses his spare time to take online courses in artificial intelligence and machine learning, which
enables him to take on more complex projects at work and improves his market competitiveness. By attending industry
conferences and webinars, Li Hua not only expanded his professional network but also established connections with industry
leaders. These efforts ultimately helped him secure a promotion opportunity and play a more significant role in his company.
End of example.

Counter-argument article:

Continuous learning is widely touted as the universal key to career development, but this perspective overlooks the complexities
and individual differences in the real world. Starting with Li Hua’s example, we can see that this idealized learning model is
not always feasible and may even be misleading.

Firstly, not everyone can carve out time to learn new skills amidst a demanding job. The fact that Li Hua can take online
courses is a luxury in itself. For those who need to juggle between two jobs or have family responsibilities, the advice of
continuous learning can be nothing but satire. Secondly, learning new skills does not always guarantee career advancement or
better job opportunities. The market is filled with highly skilled but unemployed talent, indicating that continuous learning
is not a guarantee of success. Li Hua’s example may be an exception rather than the norm. Furthermore, the emphasis on
individual effort overlooks the prevalent inequality and bias in the workplace. Not everyone can overcome these obstacles by
acquiring more skills. Sometimes, even the most talented individuals can be marginalized due to factors such as race, gender, or
age. Lastly, the pressure to continuously learn can blur the boundaries between work and personal life, leading to burnout and
alienation from one’s personal life. Li Hua might sacrifice his rest and social life in the pursuit of constant career development,
which is an unsustainable way of living.

In conclusion, continuous learning is not a panacea for career success. We need to delve deeper into individual circumstances
and social structures, rather than simply attributing the responsibility of personal development to the individual. In this complex
world, we should strive for a more balanced and inclusive path of development.

Scoring  FERVERAIHITRETEANBIT 20077 GaHIE)

Question s the example generated by the model response within 200 words? (Length)

Extractor  [fi#F%]
Output ﬁiﬁgﬂ%ﬂg?’;ﬁ—ﬁﬂ%z% (BREE] dfFis, UGFEEERY (BEEE] f, RREREe TR
17X REER 7

(7 [ 55 F 9 43 1] R AP e 5 ]
TR T
PR A TR, M5B R SRR G = FIEORER AR B CARRERT AL R Rl 7R LR
SJNTERERPLAR SRR, XM E TR REES RN E , & T MHsEs 7). @d Sl el
MR &, FENMY KT BOHR WML, B5TLASHEL TR - XSG T — IR
WEFRNLZ, FHEMBAT FIET EEENME . Tz .
[Explanation]
The scoring object for this scoring question is the example section in the [Model Response], so it is necessary to directly output
the corresponding part of the example with Li Hua as a software engineer in the [Model Response]

[Evaluation Object for Scoring Question]

Scoring Object: Example:

Li Hua is a software engineer who keeps his skills up-to-date by continuously learning new programming languages and
technology frameworks. He uses his spare time to take online courses in artificial intelligence and machine learning, which
enables him to take on more complex projects at work and improves his market competitiveness. By attending industry
conferences and webinars, Li Hua not only expanded his professional network but also established connections with industry
leaders. These efforts ultimately helped him secure a promotion opportunity and play a more significant role in his company.
End of example.

Rule len ({Evaluation Object for Scoring Question}) < 200 ?

Evaluation 1 (Yes)
Result

Table 10: An example of segments extraction and their English translation.

137626 https://doi.org/10.52202/079017-4371



Please act as a fair judge, analyze the content of the Model Response, and choose "YES" or "NO" to answer whether the requirement of the
Question is satisfied. You should follow the following judgment rules.

- The Question can be seen as the scoring points of the Instruction in steps, judging whether a part of it is satisfied. Therefore,
you only need to consider the requirement within the Question, without focusing on whether the entire Instruction is fully satisfied.

- YES: Check whether the Model Response completes the requirement of the Question thoroughly. You should fully understand the meaning
of the Question and not miss any small details, only focus on the Question and not pay attention to other requirements in the Instruction.
It must be perfectly and sufficiently completed to be evaluated as "YES", without any slight errors or ambiguities. There should not be
situations such as "basically correct”, "mostly correct”, or "correct under certain conditions". These situations should all be evaluated as "NO".

- NO: If the Model Response does not satisfy the requirement of the Question or provides relevant information about the Ques-
tion, choose "NO".

Example: If the Question asks "Is the second sentence of the generated text a complex sentence?" but the Model Response only has one
sentence. It does not provide relevant information about the Question. Therefore, you should choose "NO".

## Detailed Scoring Rules

(1) When you evaluate whether the Model Response contains bullet points, it must have clear bullet points or numbers to be evaluated as
"YES". Merely using conjunctions like "firstly", "then", "next", and "finally" cannot be considered bullet points, and should be evaluated as
"NO".

(2) When you evaluate whether the Model Response is in a specific language (such as Chinese/English) unless the Instruction mentions the
need to use multiple languages, it must use only that language to be evaluated as "YES", the appearance of other languages (i.e., words from
other languages) should be evaluated as "NO".

(3) When you evaluate whether the Model Response selects the correct branch, it is necessary to judge whether the Model Response
completes the sub-task of the corresponding branch based on the selection branch in the Instruction.

(4) If the Question includes descriptions like "every", "all", etc., you should consider every object in Model Response about the Question,
only if all objects satisfy the requirement of the Question, it can be evaluated as "YES".

## Output Format
Analysis: Xxxx

Answer: Yes / No

## Evaluation Information
**Instruction**

{Input Instruction}

**Model Response**
{Model Response }

*+Question**
{Scoring Question}

Please analyze and answer whether the Model Response satisfies the requirement of Question:

Table 11: Prompt template for LLM-based evaluation in Rule-Augmented LLM-based Evaluation.
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Input B—RATREBUGHEMEECE, MEAXARESTER, Bdrd, FABROTHERED TS50 (R E
Instruction $557]) - AR MK, DMEARADEZ S FE0E 2 283250 -
Write a blog post about American political news with the title indicated by double angle brackets, i.e. «Title», and ensure that
the number of sentences is less than 5. The sentences should be relatively long to make the total number of words in your
response reach 250.

Model GEEBUAHE: SRR IR

Response
TE20224E )2 [, BUA T E A0 R — B0 ok m A m i, R RN E SRS BHEMIRAITI R . REW MR
SER B H BRI, B EERN A « SRBF R IR TSR DL S 2 TE ORI AR BE L _E R IS ROFGE - I
GIRBHFRF BN, RIS TREBUFIHRE, Mr E@skE I IEE 2T EB T B, ke
FHOERM B ER - SHFER, MRS iRZE ) B, DRk RA PRI N RIEE LR - X
BRMR, BDEFEHTURE RREMBAFENLE, BRI, SEEEUAFMEINEKE A 2B o

«American Political News: Symphony of Division and Transformation»

In 2022, American political news is like a tense symphony, with a melody interwoven with the strong rhythms of
division and change. The divide between the Democratic and Republican parties is intensifying, and the chasms in vaccine
distribution, unequal economic recovery, and calls for social justice all play passionate chords on the strings. The departure of
President Trump has not quelled the controversy but has opened a new chapter for the Biden administration. His "Build Back
Better" plan has faced significant challenges in Congress, with the deadlock in the legislative process becoming a focus of
the news. Meanwhile, grassroots forces are rising in local elections, showing that voters’ dissatisfaction with the traditional
two-party system is fermenting. Every note in this political symphony foretells the uncertainty of the future, but no matter what,
the drama of American politics will never lack an audience.

Scoring ~ HIHAAERBRXTREBUAHENEEITE? (HEHPHR)

Question  Is the model response a blog post about American political news? (Helpfulness)

Evaluator )#7: RFEREE AL, TG EHEE—RATEEBGARBERBE S . FMER T WA SRR
Output & (EREBIGHIE: HREGLEKCME) |, #E UBKNAFRAR T REBIAMINR, BT SBUAMHR KR
PANE, ANRESE A SRS FEBUT - LA . 75k . R, SRESHISE R R T RER
6B E T SO -
(=
Analysis: Based on the content of the [Model Response], it can be seen that it is indeed a blog post about American political
news. The response starts with a title enclosed in double angle brackets, “American Political News: Symphony of Division and
Transformation,” followed by longer sentences describing the current state of American politics, mentioning keywords related
to politics such as Democrats, Republicans, President Trump, the Biden administration, legislative processes, local elections,
etc. Therefore, the [Model Response] is indeed a blog post about American political news.
Answer: Yes

Evaluation 1 (Yes)
Result

Table 12: An example of automatic evaluation with evaluator LLM and their English translation.
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F Detailed Information about Human Annotation

We recruited 12 college students for data annotation of CompLEXBENCH. As for annotators training,
all the annotators are required to complete a training tutorial that includes 50 samples. We provide
feedback to help them calibrate the annotation criteria. In addition, during the annotation process,
we conduct spot checks on annotated data. We also retrain the annotators based on the issues found
in their annotations and require them to recheck such issues in their annotated data. The annotator
training process for dataset creation and human evaluation is similar. And the total labor cost is
approximately 2800$. We provide the guidelines for each annotation task as follows.

F.1 Guidelines for Data Annotation

This section corresponds to Section [ 1| (Data Annotation and Validation), where the guidelines
for data annotation are shown in Table and Table[T4]presents the English translation version. In
this annotation task, annotators will be provided with reference instructions, the requirements of the
minimum number of constraint dimensions in each constraint type, and the minimum number of
composition types. Annotators are instructed to construct new complex instructions based on the
reference instructions while annotating all the constraint dimensions and composition types within
the newly constructed instructions. Then, they are also required to annotate scoring questions for the
newly constructed instructions, and the task type of the newly constructed instructions.

F.2 Guidelines for Selection Branch Expansion

This section corresponds to Section .1] (Selection Branch Expansion), where the guidelines for
selection branch expansion are shown in Table [I5] and Table [I6] presents the English translation
version. In this annotation task, instructions with Selection that are annotated in the above task will be
provided to the annotators. Annotators are instructed to modify the selection conditions of the original
instructions and construct several new instructions to cover all the different selection branches apart
from the original instructions. For each new instruction, all the information required by the above
annotation task needs to be annotated.

F.3 Guidelines for Overall Preference Annotation

This section corresponds to Section [5.1] (Agreement Evaluation), where the guidelines for overall
preference annotation and their English translation are shown in Table[T7} Given an instruction and
two model responses (denoted as A and B), the human annotators are instructed to compare the
quality and choose from 3 options, namely A better than B, tie, and B better than A.

F.4 Guidelines for Scoring Questions Verification

This section corresponds to Section (Agreement Evaluation), where the guidelines for scoring
questions verification and their English translation are shown in Table[I8] Given an instruction and a
corresponding model response, as well as a scoring question for the instruction, human annotators
are instructed to judge whether the requirements of the scoring question are satisfied by the model
response.

F.5 Guidelines for Instruction Decomposition

This section corresponds to Section [5.2.3] (Decomposition of instructions with composition types),
where the guidelines for instruction decomposition and their English translation are shown in Table [T9)]
Given an instruction containing composition types, human annotators are instructed to decompose the
instruction based on composition types (e.g., Chain into sequential tasks, Selection into selection and
execution branches, while And remains intact) and split the scoring questions of original instructions
into corresponding decomposed instructions.

G An Example of Data Construction

We provide a specific example (translated into English) about data annotation in Table [20]to facilitate
a better understanding of the process. The objectives of the first two steps in data construction, i.e.,
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Reference Instruction Collection and Task Allocation (as mentioned in Section 4.1) are to obtain
Reference Instruction and Task Requirements fields of the table, respectively. Each field of the
table corresponds to Table [T3]

THERE TR FSHERES, WADALRERE QRARERBEZR, UMASTTAMEIR, ERIKIRSERI T IREES -

L ETSEELMEN —FHE RS, BORIZIEL P A SRR RBENAREERERNTRETEREE, %ELTES
MAA ST ABEBEA TS TEREE - (R LASESEIRL WLTF IR -

2. PNEFTIE M BRI S IOESS R, A KRB —K -

3 PNEFTIE R SRS L P RS MTELAR AR, He .

4. PREFTIE B GE S AR A EENZTE S TS —DRYER - HET750, SRR — A DU R/ EE R 5 1A
AHEHRTEENHL -

5. BREEAR IR (RIS R« B TIUE, W TRERA ST, JREHESS BT A 159 R RO T4 B (2 55 R 15 SE R R 2y
(Al ST A T, AINTIER 9 SCHUTHILRIBTE 153 R T AT IE B 5 SCR B BORF G 2 R - EFRNERED S5
[RIRER - [R]A5 ZEARTE EL AR TR L9y ]«

TEMIE IR NS, WAGEIEIN T =4 RN

LAEE. FRSDARAEL, AN BRI ERE SR .

2. AIHCERRE: TR EE IS N ARYER, EI %R AR SRR -
3 MERL: TEALAREGRMER, BN LM% S BIRSTE AR,

[ZHERL)
{reference_instruction}

[HE5EK]

TR R DR
AR D HR
T AR e DR
AR DR

FHIHEEHRPEE: {(number_of_And}
FERE S H/PFUE: (number_of_Chain}
A B/ DRE:  {number_of_Selection}

number_of_lexical_constraints }
number_of_format_constraints }
number_of_semantic_constraints }
number_of_utility_constraints }

i

i

B IRIRIES H e 2108 A Z2¥84:  {newly_constructed_instruction}

TEIRFETE S MESS 3, NEUR IR —I0:  {task_type_of_newly_constructed_instruction}

A.%%%@ﬁéﬁ %E)UE@E C.Z4&N%E D.EHAXAGE EQEBSEIE ERUXAGE G MEMGE HZHEEE
L 1T 4

THIEFEME IR ST EEMITEIRRAR, £k, — %A LLGEFEZLIR: (lexical_constraints_in_newly_constructed_instruction}
A INIAIEEL  B. i H SRR

THIEFIETR S P EEMITERRAR, £k, — M EWA LLEFELIR:  (format_constraints_in_newly_constructed_instruction }
A Jsonfgzl  B. Markdownt®zl C.7rmif%zl D.RmMEsl EHHKE RIS G 4EM H ETEREEN

IHIRFEE RSP EEATEIE AR, £k, — MEWA LUEREZ IR {semantic_constraints_in_newly_constructed_instruction}
A EENRK B ATEME CEE  DOER

HIEFETR ST E SR REAR, £ik, —METRLUERELZIR: {utlity_constraints_in_newly_constructed_instruction}
A BVRES B3R CERME D ESEIERME B BERAPSER

IEIEFEIR SR ESHITEHEE AR, £k, — T LUEFEL IR {composition_types_in_newly_constructed_instruction }
A FF BUEERL  CERE

TEPREME S 2 TR TA A, RN FREE H EATEM 2 R 2 A 070, BB RS E N T RS
1 AR EBR S 2B ARL?  (BRES)

{scoring_questions_for_newly_constructed_instruction }

EFNEIES R AR IR R, BB RESEWTHTRE (QCERBXRZNNLRE)

4. BERES FHRTE0FLAA?  FEHKE, KT

{dependencies_of_scoring_questions}

Table 13: Guidelines for data annotation. The blue part is the information provided to the annotators,
and the red part is content that requires the annotators to make annotations.

H English Translation of CompLEXBENCH

Since the data we collected from real-world application scenarios is primarily in Chinese, we initially
use our data construction pipeline to construct Chinese data. Subsequently, we use GLM-4[41]]
to translate the constructed data into English and manually correct any errors in the translation to
produce the English version of ComMPLEXBENCH.
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Below, a reference instruction, the requirements of the minimum number of constraint dimensions in each constraint type, and the minimum
number of composition types will be provided. Please complete the following annotation tasks in order.

1. Construct a new complex instruction based on the reference instruction, ensuring that the number of constraint dimensions in each constraint
type within the instruction is greater than or equal to the requirements, and the number of composition types within the instruction is greater
than or equal to the requirements. You may also create the new complex instruction from scratch without referencing the provided reference
instruction.

2. Annotate the task type of the newly constructed complex instruction, choosing the closest type from the ten options provided.

3. Annotate all the constraint dimensions and composition types within the newly constructed complex instruction.

4. Annotate the scoring questions for the newly constructed complex instruction. Please design a "yes/no" question for each constraint dimension
and composition type to verify if it is satisfied.

5. Annotate the dependencies of scoring questions. Specifically, for Chain, all the scoring questions of the subsequent task depend on the
answers to those of the preceding task. And for Selection, all the scoring questions of the selection branch depend on whether the correct
selection branch is selected. When annotating each scoring question, please also annotate which scoring questions it depends on (if any).

When constructing complex instructions, you should adhere to the following three general principles:

1. Clarity & Reasonableness: The instruction should be easy to understand, unambiguous, and realistic, with at least one reasonable answer.

2. Validity of Constraints: Every constraint within the instruction should substantially influence the output.

3. Complexity & Difficulty: The instruction should be challenging for most LLMs and be capable of distinguishing the complex instruction-
following abilities of different LLMs.

[Reference Instruction]
{reference_instruction}

[Task Requirements]

The minimum number of lexical constraints: {number_of_lexical_constraints}
The minimum number of format constraints: {number_of_format_constraints}
The minimum number of semantic constraints: {number_of_semantic_constraints }
The minimum number of utility constraints: {number_of_utility_constraints }

The minimum number of And: {number_of_And}
The minimum number of Chain: {number_of_Chain}
The minimum number of Selection: {number_of_Selection}

Please construct a new complex instruction based on the reference instruction: {newly_constructed_instruction}

Please choose the task category for the constructed instruction from the following ten options: {task_type_of_newly_constructed_instruction }
A. Fundamental Language Ability B. Advanced Chinese Understanding C. Open-ended Questions  D. Practical Writing E. Cre-
ative Writing  F. Professional Writing ~ G. Custom Writing  H. Logical Reasoning 1. Task-oriented Role Play  J. Professional Knowledge

Please choose all lexical constraints within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {lexical_constraints_in_newly_constructed_instruction }
A. Word Matching B. Keywords

Please choose all format constraints within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {format_constraints_in_newly_constructed_instruction }
A.Json Format B. Markdown Format C. Bullets Format  D. Punctuation E. Length F. Start with  G. End with  H. Template

Please choose all semantic constraints within the constructed instruction, multiple selections are allowed, and an option can be cho-
sen more than once: {semantic_constraints_in_newly_constructed_instruction}
A. Language Style B. Personalization ~C. Topic D. Sentiment

Please choose all utility constraints within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {utility_constraints_in_newly_constructed_instruction}
A. Target Language B. Supportiveness C. Consistency D. Factuality —E. Helpfulness

Please choose all composition types within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {composition_types_in_newly_constructed_instruction }
A.And B. Chain C. Selection

Please annotate all scoring questions for the constructed instruction, and indicate the constraint dimensions/composition types they
evaluate. Each scoring question should be formatted as follows:

1. Is the language of the article generated by the model in English? (Target language)
{scoring_questions_for_newly_constructed_instruction}

Please annotate the dependencies of scoring questions. Each scoring question should be formatted as follows (no need to write if
there is no dependency):

4. Is the number of words in the model’s response more than 300? (Length, depends on 1)

{dependencies_of_scoring_questions}

Table 14: Guidelines for data annotation (translated into English). The blue part is the information
provided to the annotators, and the red part is content that requires the annotators to make annotations.
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TERAFRE-FOTEFBENIRS, BRRIFIZIESFITE SRS SONE, UEBUZIEA T RF R AR FSRE, 14
BETENIES, BRESEESCTRAMTELFES . fiin, NTRZMERFZE, BFEREEMMRRBEE, MR ZE
EM-IFHTES, SRR DU s B R S RS & AR A HUE -

EMEHBIE SIS, MBERMIEESHEE, REEREHHWERSTOESRE, GaMiEARER . HE7K,
FEGNE FTHIETE S BOE PRI BAHZ AL ARG R -

JRIE4]

{instruction}

TBIRESRIERTES, BEOERLHMERSE — T84  {newly_constructed_instruction_1}

TEIRFEE TR SIS 2, NEURTI AR —I0: {task_type_of_newly_constructed_instruction_1}

Aﬁf@@}ﬁgﬁ %I)‘Uﬁﬁ? C.5Z4&N%E D.EHAXAEE EQBSEIE ERUXAGE G MEAGE HBHEIEE
L R 4

THIEFMEIR ST EENIEIRRAR, £, — %A LLEFEZLIR: (lexical_constraints_in_newly_constructed_instruction_1}
AINIAICEL  B. i H S5

LSRR ESIITERKR AR, Sk, — &R LUEEEZ IR {format_constraints_in_newly_constructed_instruction_1}
A Jsontgzt  B. Markdownt®zl C.70mifgzl D.RsMEs ERHKE FIFEME G 4EM H ETEREEN

RIS TS S RS FTEE LR, £k, —AEImAT LLUEFREZ K. {semantic_constraints_in_newly_constructed_instruction_1}
A TBENRE B .AEENE CIEE DIEHR

EEFEIE S P E S HTERBAENAR, £k, — MR LUEREL IR {utility_constraints_in_newly_constructed_instruction_1}
A BWEE B Ut CoEHME DOESREWME ERERPEX
4

RS IR S P ESHTEEE A, £k, — W LUEFELIR: {composition_types_in_newly_constructed_instruction_1}
A7) B.EER  COEF

TEPMEME S & TR E5 R, IR A 2 R 2 A 70, BB RESE N T RS :

L BRVERCEES B HEL? (BRES)

{scoring_questions_for_newly_constructed_instruction_1}

ERE D T AR R, SR ESEZM T TRE (TEHEBRANNLREE) -

4. EREEFHREBAE00T A4 Gk, KT

{dependencies_of_scoring_questions}

5P EASHEE, iERESREIRIES, BEOERS SR En LTS {newly_constructed_instruction_n}

Table 15: Guidelines for selection branch expansion. The blue part is the information provided to the
annotators, and the red part is content that requires the annotators to make annotations.
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Below, an instruction containing Selection will be provided. Please keep all selection branches unchanged, and only modify the selection
condition based on the selection function to construct multiple new instructions, covering all selection branches different from the original
instruction. For example, for single-layer Selection, if the selection function has M different values, you should construct M-1 new instructions,
changing the selection conditions to cover all values different from the original instruction.

After constructing the new instructions, similar to the data annotation task, you need to annotate the task types of the instructions
and all constraint dimensions and composition types within the instructions. Furthermore, you should annotate the scoring questions for the
newly constructed instructions and their dependencies.

[Original Instruction]
{instruction}

Please annotate the first new instruction by modifying the selection conditions of the original instruction: {newly_constructed_instruction_1}

Please choose the task category for the constructed instruction from the following ten options: {task_type_of newly_constructed_instruction_1}
A. Fundamental Language Ability B. Advanced Chinese Understanding C. Open-ended Questions  D. Practical Writing E. Cre-
ative Writing ~ F. Professional Writing ~ G. Custom Writing  H. Logical Reasoning 1. Task-oriented Role Play  J. Professional Knowledge

Please choose all lexical constraints within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {lexical_constraints_in_newly_constructed_instruction_1}
A. Word Matching  B. Keywords

Please choose all format constraints within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {format_constraints_in_newly_constructed_instruction_1 }
A.Json Format B. Markdown Format C. Bullets Format D. Punctuation E.Length F. Start with  G. End with  H. Template

Please choose all semantic constraints within the constructed instruction, multiple selections are allowed, and an option can be cho-
sen more than once: {semantic_constraints_in_newly_constructed_instruction_1 }
A. Language Style B. Personalization ~C. Topic D. Sentiment

Please choose all utility constraints within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {utility_constraints_in_newly_constructed_instruction_1}
A. Target Language  B. Supportiveness C. Consistency D. Factuality —E. Helpfulness

Please choose all composition types within the constructed instruction, multiple selections are allowed, and an option can be chosen
more than once: {composition_types_in_newly_constructed_instruction_1}
A.And B. Chain C. Selection

Please annotate all scoring questions for the constructed instruction, and indicate the constraint dimensions/composition types they
evaluate. Each scoring question should be formatted as follows:

1. Is the language of the article generated by the model in English? (Target language)
{scoring_questions_for_newly_constructed_instruction_1}

Please annotate the dependencies of scoring questions. Each scoring question should be formatted as follows (no need to write if
there is no dependency):

4. Is the number of words in the model’s response more than 300? (Length, depends on 1)

{dependencies_of_scoring_questions}

In the same format as above, please annotate the nth new instruction constructed by modifying the selection conditions of the origi-
nal instruction: {newly_constructed_instruction_n}

Table 16: Guidelines for selection branch expansion (translated into English). The blue part is the
information provided to the annotators, and the red part is content that requires the annotators to
make annotations.
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TR A R — SR FR TN R F METIE Ba s b, IERAIETETIE Sa - bIF D EIFHENE THESMESR, REES, 4
Hiwin, lose, tiefIFRE (winF/REHaHTF)

fES5 48]

L ARPA ESERRRIT, M FERE<ZR, FREMAERFR, fILIRE vde, AREHITITAZMX S, HHE
IFERLTEOL T A AT bRt tie -

2. AROZE TRIEREKE, MRS EREHER.

[f841]
{instruction}

[EI5 Al

{response_a}

[H%5 B]

{response_b}

YREIEREZ: {option}
A. win

B. tie

C. lose

A BB BUAIEF AR {explanation}

Below, an instruction and two corresponding model responses, a and b, will be provided. Please judge which model response better follows the
instruction’s requirements and is of higher quality, and choose win’, ’lose’, or "tie’ ("win’ indicates response a is better).

Task Details

1. If both responses are of low quality, such as completely misunderstanding the instruction’s requirements or being irrelevant, you can choose
’tie” and there is no need for detailed distinction, but ’tie’ is not limited to this situation only.

2. Do not overly focus on the length of the responses. Following the requirements of instruction is more important.

[Instruction]
{instruction}

[Response A]
{response_a}

[Response B]
{response_b}

Your choice is: {option}

A. win

B. tie

C. lose

Briefly state the reason for your choice: {explanation}

Table 17: Guidelines for overall preference annotation and their English translation. The blue part is
the information provided to the annotators, and the red part is content that requires the annotators to
make annotations.
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THRF AR —FIES, MR —MERES, UIIZIEL K — MED R, (REESS 2 AW E 2R T 215 FR
FESSAAN

1S SCL IR SE R TS SERL T 1550 SR, ARMETEERIR « RIAHE - TOEAIWTH B HROZ A E F B DR B L
IERf”, “HBAS&AF T IER BOIE, SXLFUUEINRE N B . ARG E S PR PP AR 5, ROZIRE N T .
2. AREZBIZ/D AR B EEMIRTEEEHE, MAREEERMMATE S RT BT e -

{in-context examples }

[#84]
{instruction}

ekilmpeg)

{model_response}

[15:53 A1)
{scoring_question}
VRIS {option}
A

B.

Below, an instruction, a corresponding model response, and a scoring question for the instruction will be provided. Your task is to verify whether
the model response meets the requirements of the scoring question, and choose "Yes" or "No."

Task Details

1. A "Yes" must indicate that the scoring point has been fully and sufficiently satisfied. Any response that contains errors, ambiguity, or cannot
be judged should be labeled as "No". There is no such thing as "basically correct” or "correct under certain conditions". These should all be
labeled as "No". If the model response does not contain the object to be evaluated by the scoring question, it should also be labeled as "No".
2. Please only consider whether the scoring point has been fully satisfied by the model response, without the need to consider whether the entire
instruction has been satisfied by the model response.

{in-context examples }

[Instruction]
{instruction}

[Model Response]
{model_response }

[Scoring Question]
{scoring_question}

Your choice is: {option}
A. Yes
B. No

Table 18: Guidelines for scoring questions verification and their English translation. The blue part is
the information provided to the annotators, and the red part is content that requires the annotators to
make annotations.

https://doi.org/10.52202/079017-4371 137635



TER AR —FRIGSANLIE X R AFS EE, ERREZIRSTEENAEG TR, BRI AEZRETES, TRE
FIRTHRATNGTER T HIIZ S EANE AT -

BREESHRP NEHLZREBITEANETRS . S TASHENESTANES, BESEITESDINKY, WRED
FAESTMHROSHEHETIN, TEREIHITHRD N TEEEFASTARS, FOFEHET—RIESHEFRERD L, A0
;‘gg%?ﬂﬁiﬁﬁi< EMSXHNEEAGTTRE, TERSITRS « WMEBKIELMELIRA W, 7 LUE PO %18 & RtfT
EARFERIRA RN )E, EFZRREL B0 AN MAETEST - BEEFIRERES TE, NAFERK
LEEHELT, MG S0 TR B

{in-context examples }

GEERS!

{instruction}

[543 A1)
{scoring_questions}

HHEGRIFRIELEHIRIEE—45484: {sub_instructions_0}
BHEGZIE AN N AR A, UAUERURTE 155 @R RLESL A B {scoring_questions_for_sub_instructions_0}

HEE RIFFIRREEIME T &IES (WENIAYIES) © {sub_instructions_1}
EHEG IR RLAF 0, W AERURTE 41557 A W RLAIHELE R BE: (scoring_questions_for_sub_instructions_1}

HHG R RSB FEnskiE S (BENAWIEE) « (sub_instructions n}

EHEG IR RLAF 0, M ALERURTE 41557 A W RLAIFEEE R BE: (scoring_questions_for_sub_instructions_n}

Below is an instruction and its corresponding scoring questions. Please decompose the instruction into multiple atomic instructions according to
the composition types it contains, ensuring that each atomic instruction does not contain any composition types other than And.

Please decompose the original instruction into multiple atomic instructions in the form of a multi-turn interactive. For instructions
containing Chain, decompose them by each task separately. If each task still contains composition types other than And, continue to decompose
further. For instructions containing Selection, one of the decomposed instructions should be the choice of the correct branch, and the other part
should be the execution of the correct branch. If the correct branch still contains composition types other than And, continue to decompose
further. If an instruction is difficult to decompose, you may choose to skip and not decompose it.

After you have completed the decomposition of the instructions, you need to assign the scoring questions of the original instruction
to the corresponding atomic instructions. Adding or deleting scoring questions is prohibited. Only minimal modifications to increase fluency
without changing the original meaning are allowed.

{in-context examples }

[Original Instruction]
{instruction}

[Scoring Questions]
{scoring_questions}

Please annotate the first atomic instruction obtained by decomposing the original instruction: {sub_instructions_0}
Please annotate the corresponding scoring question for this instruction, making sure to select the continuous segment from scoring questions of
the original instruction: {scoring_questions_for_sub_instructions_0}

Please annotate the second atomic instruction obtained by decomposing the original instruction (if any): {sub_instructions_1}
Please annotate the corresponding scoring question for this instruction, making sure to select the continuous segment from scoring questions of
the original instruction: {scoring_questions_for_sub_instructions_1}

Please annotate the nth atomic instruction obtained by decomposing the original instruction (if any): {sub_instructions_n}
Please annotate the corresponding scoring question for this instruction, making sure to select the continuous segment from scoring questions of
the original instruction: {scoring_questions_for_sub_instructions_n}

Table 19: Guidelines for instruction decomposition and their English translation. The blue part is
the information provided to the annotators, and the red part is content that requires the annotators to
make annotations.
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The Information Provided to the Annotators

Reference Instruction

Write lyrics for a song about innovation that appeals to teenagers. Please place your entire song’s lyrics in double
quotation marks.

Task Requirements

The minimum number of lexical constraints: 0
The minimum number of format constraints: 2
The minimum number of semantic constraints: 1
The minimum number of utility constraints: 0

The minimum number of And: 0
The minimum number of Chain: 1
The minimum number of Selection: 0

The Content that Requires the Annotators to Make Annotations

Newly Constructed Write lyrics for a song with the topic of "Beijing tourism." Please place your entire song’s lyrics in double quotation

Instruction marks. Then write two comments for the song, strongly conveying appreciation for it, each comment should be around
20 words.

Task Type Creative Writing

Constraint Dimensions

Punctuation, Length, Topic, Sentiment, Helpfulness

Composition Type

And, Chain

Scoring Questions and
Their Dependencies

1. Does the model generate lyrics for a song? (Chain, Helpfulness)

2. Do the lyrics for the song generated by the model with the topic of "Beijing tourism"? (Topic)

3. Are all the lyrics of the song generated by the model placed in double quotation marks? (Punctuation)

4. After generating the lyrics of the song, does the model generate two comments for the song? (Helpfulness, dependent
onl)

5. Do the comments generated by the model strongly convey appreciation for the song? (Sentiment, dependent on 1)
6. Are the comments generated by the model around 20 words each? (Length, dependent on 1)

Table 20: An example of data annotation.
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I More Experimental Results and Analysis

L1 The Influence of Composition Types Nested Methods

Table [21] presents DRFR of GPT-3.5-Turbo-1106 on instructions with different numbers of each
composition type. Nested multiple Selection seems to be significantly more difficult than other
composition type nested methods. And the addition of And has a limited impact on the overall
complexity of instructions. The result reveals the weakness in the ability of LLMs to follow complex
instructions with multi-layer tree structures, highlighting the importance of further efforts to improve
LLMs in these areas.

Composition Type | DRER
Number | And Chain Selection |

1 0 0 0.845

1 0 1 0 0.686
0 0 1 0.682

1 1 0 0.630

2 1 0 1 0.651
0 1 1 0.570

0 0 2 0.377

1 1 1 0.529

3 1 0 2 0.515
0 1 2 0.308

4 ‘ 1 1 2 ‘ 0.083

Table 21: DRFR of GPT3.5-Turbo-1106 on instructions with different numbers of each composition
type.

L2 Detailed Results of Each Constraint and Composition Type

Table 22| presents the average accuracy of LLMs on diverse constraint dimensions and composition
types. Topic, Markdown Format, Consistency, Sentiment, and Personalization seem to be the easiest
constraint dimensions for LLMs overall, while Length, Punctuation, Keywords, End with, and
Factuality pose the greatest challenges. It is worth noting that the performance of all LLMs on Length
is far from satisfactory, with even the strongest model achieving only an accuracy rate of 0.532. This
result indicates that there is still significant room for improvement in the ability of current LLMs to
precisely control and plan the output content.

Large Language Models: (M0) GPT-4-1106 (M) Claude-3-Opus (M2) GLM-4. (M3) ERNIEBot-4 (M4) GPT-3.5-Turbo-1106

(M3) Qwenl.5-72B-Chat (M6) Llama-3-70B-Instruct (M7) InternLM2-20B-Chat  (M8) Qwen1.5-14B-Chat (M) Baichuan2-13B-Chat
(M10) Llama-3-8B-Instruct (M11) Mistral-7B-Instruct (M12) Qwenl.5-7B-Chat (M13) InternLM2-7B-Chat (MI4) ChatGLM3-6B-Chat
MO MI M2 M3 M4 M5 M6 M7 M8 M9 MI10 MIl Mi2 MI3 Mi4 Avg.
Lexical Constraint
Word Matching | 0.856 0847 0.829 0757 0.658 0811 0.775 0793 0.631 0.649 0.658 0622 0.658 0712 0.604 0729
Keywords | 0738 0690 0718 0718 0.634 0699 0614 0625 0.583 0496 0423 0451 0.549 0561 0485 0.606
Avg. 0.766 0727 0.745 0727 0.639 0725 0.652 0665 0.594 0532 0479 0491 0.575 0597 0513 0635
Format Constraint
Json Format 0.978 0.822 0.756 0.800 0.889 0.778 0.778 0.778 0.689 0.689 0.778 0711 0.756 0.667 0.644 0.779
Markdown Format 0.943 0925 0.962 0906 0.906 0925 0.868 0849 0811 0642 0.792 0830 0.830 0.868 0.660 0856
Bullets Format 0.828 0859 0.865 0761 0.779 0779 0.828 0.736 0.663 0.601 0.650 0583 0.638 0718 0.558 0729
Punctuation 0.738 0862 0.569 0492 0.631 0615 0.662 0431 0.538 0508 0.646 0446 0477 0508 0354 0576
Length 0438 0455 0490 0532 0433 0446 0394 0354 0421 0332 0332 0329 0406 0359 0342 0409
Start with 0.806 0819 0.764 0764 0722 0750 0.681 0694 0.597 0639 0.667 0500 0.625 0625 0.583 0691
End with 0.766 0.781 0.703 0.672 0.750 0.672 0.734 0.563 0.531 0.469 0.656 0.609 0.531 0.484 0.469 0.634
Template 0.875 0.830 0.761 0.784 0.716 0.716 0.705 0.716 0.693 0.580 0.568 0.545 0.636 0.591 0.466 0.688
Avg. 0.669 0.679 0.658 0652 0.623 0619 0.604 0545 0.550 0479 0523 0478 0.537 0523 0.450 0579
Semantic Constraint
Language Style 0812 0828 0.834 0777 0.694 0818 0.787 0666 0.768 0.608 0.691 0653 0.758 0570 0513 0725
Personalization 0.850 0850 0.858 0827 0.756 0850 0.366 0772 0819 0717 0.756 0748 0827 0772 0.598 0791
Topic 0.890 0.890 0902 0.883 0828 0871 0877 0859 0.859 0804 0.840 0.785 0779 0828 0.706 0845
Sentiment 0.875 0.906 0.867 0.781 0.797 0.813 0.828 0.805 0.766 0.766 0.773 0.766 0.789 0.641 0.711 0.797
Avg. 0847 0859 0.859 0810 0.753 0835 0.828 0751 0.796 0.698 0.750 0719 0.780 0675 0.605 0.776
Utillity Constraint
‘Target Language 0.878 0839 0.800 0817 0.691 0726 0817 0.687 0574 0609 0.652 0639 0.570 0.609 0457 0.701
Supportiveness 0.348 0808 0.808 0808 0.702 0801 0.788 0702 0.709 0636 0.649 0623 0.709 0649 0.563 0728
Consistency 0927 0.891 0.945 0.845 0.827 0.873 0.891 0.836 0.782 0.709 0.673 0.700 0.827 0.755 0.618 0814
Factuality 0.758 0757 0711 0724 0.600 0714 0.725 0614 0.642 0528 0.571 0486 0.578 0.566 0.468 0.636
Helpfulness 0.850 0835 0.842 0817 0723 0793 0811 0730 0.727 0630 0.698 0.644 0.711 0.69 0.601 0.746
Avg. 0.830 0814 0.804 0792 0.689 0769 0.789 0697 0.692 0603 0.655 0.600 0.667 0653 0.551 0714
Composition Type
Chain | 075 0732 0718 0693 0.568 0664 0.674 0605 0.566 0463 0.537 0489 0.551 0538 0444 0.606
Selection | 082 0.785 0.782 0.785 0.646 0742 0.798 0709 0.701 0595 0.683 0607 0.672 0.666 0.567 0.709

Table 22: Detailed results of LLMs on diverse constraint dimensions and composition types. The
highest performance overall is bold.
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.3 Detailed Results of Each Task Type

Table 23| presents the DRFR of the selected LLMs for each task type. We find that the performance
of LLMs across tasks is balanced overall. Relatively, LLMs perform better on tasks related to
writing and role-playing, while they have shortcomings in Logical Reasoning, Advanced Chinese
Understanding, and Open-ended Questions. All LLMs exhibit significant weaknesses in Logical
Reasoning, which is consistent with the Reasoning Drawbacks found in AlignBench [6].

Task Type | Fund. | Chi. | Open. | Prac. | Crea. | Pro. Writing | Cust. | Role. | Pro. Knowledge | Logic. | Overall
Closed-Source Language Models
GPT-4-1106 0.783 | 0.751 | 0.761 | 0.810 | 0.845 0.808 0.870 | 0.856 0.838 0.681 0.800
Claude-3-Opus 0.752 | 0.729 | 0.722 | 0.805 | 0.845 0.816 0.864 | 0.874 0.722 0.698 0.788
GLM-4 0.738 | 0.717 | 0.735 | 0.821 | 0.798 0.800 0.843 | 0.858 0.745 0.683 0.779
ERNIEBot-4 0.732 | 0.721 | 0.680 | 0.802 | 0.804 0.759 0.828 | 0.824 0.757 0.718 0.764
GPT-3.5-Turbo-1106 | 0.675 | 0.584 | 0.578 | 0.743 | 0.737 0.710 0.743 | 0.779 0.645 0.517 0.682
Open-Source Language Models
Qwenl.5-72B-Chat 0.713 | 0.695 | 0.653 | 0.798 | 0.810 0.772 0.831 | 0.840 0.749 0.619 0.752
Llama-3-70B-Instruct | 0.732 | 0.617 | 0.676 | 0.771 | 0.833 0.767 0.855 | 0.853 0.741 0.678 0.757
InternLM2-20B-Chat | 0.641 | 0.595 | 0.619 | 0.713 | 0.751 0.676 0.778 | 0.792 0.691 0.512 0.678
Qwenl.5-14B-Chat 0.617 | 0.621 | 0.600 | 0.715 | 0.724 0.703 0.799 | 0.819 0.695 0.506 0.680
Baichuan2-13B-Chat | 0.549 | 0.528 | 0.515 | 0.646 | 0.665 0.608 0.660 | 0.713 0.548 0.410 0.591
Llama-3-8B-Instruct | 0.610 | 0.558 | 0.580 | 0.690 | 0.702 0.673 0.719 | 0.670 0.622 0.468 0.638
Mistral-7B-Instruct 0.530 | 0.394 | 0.578 | 0.647 | 0.686 0.604 0.713 | 0.686 0.494 0.457 0.592
Qwenl.5-7B-Chat 0.601 | 0.517 | 0.619 | 0.715 | 0.720 0.660 0.749 | 0.790 0.641 0.503 0.658
InternLM2-7B-Chat | 0.628 | 0.517 | 0.553 | 0.712 | 0.622 0.662 0.692 | 0.743 0.598 0479 | 0.634
ChatGLM3-6B-Chat | 0.510 | 0.439 | 0.464 | 0.586 | 0.606 0.606 0.636 | 0.605 0.537 0.368 0.546

Table 23: Automated DRFR of LLMs on different task types. The highest performance among
open-source models is underlined, while the highest performance overall is bold. “Fund.” denotes
Fundamental Language Ability, “Chi.” denotes Advanced Chinese Understanding, “Open.” denotes
Open-ended Questions, “Prac.” denotes Practical Writing, “Crea.” denotes Creative Writing, “Pro.
Writing” denotes Professional Writing, “Cust.” denotes Custom Writing, “Role.” denotes Task-
oriented Role Play, “Pro. Knowledge” denotes Professional Knowledge and “Logic.” denotes Logical
Reasoning.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Please refer to Section 1
Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

e The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

e The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

e It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please refer to Appendix [A]
Guidelines:

e The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

e The authors are encouraged to create a separate "Limitations" section in their paper.

e The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

e The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

o The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

o If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

e While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [N/A]
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All the information needed to reproduce the main experimental results is
provided in Section ] and 3]

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We have submitted the dataset we constructed and the code for running all
experiments.

Guidelines:

e The answer NA means that paper does not include experiments requiring code.

e Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

e While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

e The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

e The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

e The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

e Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to Section
Guidelines:

e The answer NA means that the paper does not include experiments.

e The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

e The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We follow existing works on complex instruction-following [3, [7, [19]] to not
adopt statistical significance in our experiments.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

e The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

e The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

e The assumptions made should be given (e.g., Normally distributed errors).
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e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

e For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The supplementary materials have elaborated on this.
Guidelines:

e The answer NA means that the paper does not include experiments.

e The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

e The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

e The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conforms with the NeurIPS Code of Ethics in every respect.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

e The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have provided the analysis on broader impacts in the supplementary
materials.

Guidelines:

o The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

e Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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e The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

o If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We have described the safeguards of our paper in the supplementary materials.
Guidelines:

e The answer NA means that the paper poses no such risks.

e Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

e Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

e We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Please refer to Appendix [B]
Guidelines:

e The answer NA means that the paper does not use existing assets.
e The authors should cite the original paper that produced the code package or dataset.

e The authors should state which version of the asset is used and, if possible, include a
URL.

e The name of the license (e.g., CC-BY 4.0) should be included for each asset.

e For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

o For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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o If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have provided the documentation of new assets in the supplementary
materials.

Guidelines:

e The answer NA means that the paper does not release new assets.

e Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

e The paper should discuss whether and how consent was obtained from people whose
asset is used.

e At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper

include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
Justification: Please refer to Appendix [F]
Guidelines:
e The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
o Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

e According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer:

Justification: Our work is only to construct a benchmark on complex instruction-following
to test the corresponding ability of LLMs.

Guidelines:

o The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

e Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

e We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

e For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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