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Abstract

Large Language Models (LLMs) have long held sway in the realms of artificial
intelligence research. Numerous efficient techniques, including weight pruning,
quantization, and distillation, have been embraced to compress LLMs, targeting
memory reduction and inference acceleration, which underscore the redundancy
in LLMs. However, most model compression techniques concentrate on weight
optimization, overlooking the exploration of optimal architectures. Besides, tra-
ditional architecture search methods, limited by the elevated complexity with ex-
tensive parameters, struggle to demonstrate their effectiveness on LLMs. In this
paper, we propose a training-free architecture search framework to identify opti-
mal subnets that preserve the fundamental strengths of the original LLMs while
achieving inference acceleration. Furthermore, after generating subnets that in-
herit specific weights from the original LLMs, we introduce a reformation algo-
rithm that utilizes the omitted weights to rectify the inherited weights with a small
amount of calibration data. Compared with SOTA training-free structured prun-
ing works that can generate smaller networks, our method demonstrates superior
performance across standard benchmarks. Furthermore, our generated subnets
can directly reduce the usage of GPU memory and achieve inference acceleration.
Code: https://github.com/shawnricecake/search-11lm

1 Introduction

Large Language Models (LLMs) [} 2} 13} 14} 15} 6] are renowned for their exceptional performance
across various domains of artificial intelligence research. There is a growing demand for construct-
ing LLMs for extensive applications across a multitude of popular platforms. However, the com-
putational and storage costs have restricted LLMs from deployment on various devices for wide
applications. Take the GPT-3 model as an example, with its 175 billion parameters [6], it requires
more than 326GB of memory in FP16 format. This exceeds the memory capabilities of even the most
sophisticated GPUs, far surpassing available memory on resource-constrained devices. To address
these challenges, a variety of compression techniques focusing on weight optimization have been
developed, including weight pruning [[7, I8 819, [10} 11} [12} [13} [14} [15} [16]], quantization [17} 18} 19],
and knowledge distillation [20, 21} [22]]. The extensive research in the compression direction indi-
cates the substantial redundancy within LLM:s.

Besides optimizing model weights, improving the model architecture is another crucial direction in
achieving both high efficiency and superior performance. Numerous works [23} 24} 25, 26, |27, 28,
29,1301 13111321133, 1341135, [36] have studied the Neural Architecture Search (NAS) problem for repre-
sentative model designs such as Convolutional Neural Networks (CNNs) and Vision Transformers
(ViTs). However, the realm of architecture search for LLMs remains unexplored. Though enjoy-
ing the potential benefits of discovering highly efficient and well-performing LLM architectures
compared with manual designs, searching with traditional NAS methods for LLMs faces significant
challenges due to the immense complexity and extensive model size. Furthermore, the convergence
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Figure 1: Experiment results of perplexity | on WikiText2 dataset with 2048 sequence length.

of a randomly initialized architecture to the searched optimal state takes substantial training efforts
and resources, intensifying the challenges of searching for efficient LLM architectures.

To tackle the challenges, we propose a training-free architecture search framework that discovers ef-
ficient LLM architectures within the original well-trained LLMs. Specifically, to reduce the search
cost, we first identify an appropriate initial architecture by computing the importance of weights.
Subsequently, an evolution-based algorithm is applied to globally search an efficient subnet starting
from the initial subnet. In each generation, mutation and crossover are adopted to generate candidate
architectures within the search space. The candidates are evaluated efficiently with a small amount
of training samples to assess their effectiveness and select for the next generation. As we start our
search from a well-trained LLM instead of randomly initialized models, we propose a mask muta-
tion algorithm to identify the detailed channel indices, rather than just the number of channels in the
mutation of traditional NAS [29, 24} 25| 26} 132]]. After a few generations with the identified promis-
ing LLM architecture, we adopt the reformation algorithm based on the alternating direction method
of multipliers (ADMM) [37} 38}, 139, [40]] to rectify weights in inherited efficient LLM architecture
with omitted weights (i.e., non-inherited weights) by leveraging only 128 calibration samples.

As shown in Figure [1| our extensive experiments demonstrate that our method can achieve supe-
rior performance than SOTA structured pruning baselines in terms of perplexity and zero-shot ac-
curacy on multiple datasets across various LLM families and model sizes. Particularly, as in Fig-
ure[Tl(a), only SliceGPT and our method support the OPT model family, and our method outperforms
SliceGPT. Additionally, with a 60% inheriting ratio for the LLaMA-7B model on the WikiText2
dataset, our method achieves the best performance with a perplexity of 10.21, compared to 38.27 by
LLM-Pruner and 279.52 by SliceGPT, as illustrated in Figure [I] (b). Furthermore, when scaling to
LLaMA-13B, both SliceGPT and LLM-Pruner fail, as in Figure[Tl(c). Lastly, as in Figure[Tl(d), only
FLAP and our method support the LLaMA-30B and 65B models, and our method achieves better
performance than FLAP. Besides, our implementations on GPUs demonstrate significant memory
reduction and inference acceleration. Meanwhile, our approach eliminates the retraining process,
relying solely on forward pass for both searching and reformation processes, which maintains a low
memory overhead.

Our contributions are summarized below,
1. We propose a training-free search framework to identify subnets within LLMs, featuring an

importance-aware initialization that significantly reduces the time cost of searching, and an evolu-
tion architecture search with special mask mutation and efficient candidate evaluation.

2. We propose a reformation algorithm that reconstructs weights by calibrating with only 128
training samples, thereby enhancing the effectiveness of the subnets.

3. Experiments indicate that the subnets generated by our method outperform SOTA structured
pruning works in terms of perplexity and accuracy on multiple datasets across various LLM fami-
lies and sizes. The searched subnets can effectively reduce GPU memory and accelerate inference.

2 Related Work

2.1 Compression of LLMs

Various compression techniques have been developed to reduce the model size or inference cost
of LLMs, including model pruning, quantization, and distillation. Among these, quantization and
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Figure 2: Framework Overview.

structured pruning methods are prevalent due to their efficacy in inference acceleration while pre-
serving task performance. Quantization approaches, as explored in works [19} [18| [17], compress
models by converting weights to lower bit representations. Besides, structured pruning techniques,
including the works [8} (9, 10, 41]], remove redundant weights in a structured manner to reduce the
total weight count. Specifically, LLM-Pruner [8] eliminates non-critical coupled structures based
on gradient information, while SliceGPT [9]] substitutes each weight matrix with a smaller, dense
matrix and reduces the embedding dimension of the network. FLAP [10]] employs structured met-
rics to prune LLMs and globally optimizes the sparsity ratio with the output feature maps. Despite
the advancements, most pruning methods indiscriminately remove heads within the self-attention
modules, leading to more significant performance loss due to the inherent input-dependent nature of
transformer architectures based on all heads.

2.2 Search for Transformers

NAS has emerged as a pivotal technique for identifying efficient architectures in CNNs (exempli-
fied by EfficientNet [42]) and transformer-based models (such as BERT [43] and Vision Trans-
former [44])). To mitigate the typical high training costs associated with NAS, innovations such as
one-shot and zero-shot NAS methods [26} 29, 25| 24] have been developed, enhancing the efficiency
of generating high-performance architectures. In contrast to zero-shot NAS methods, which utilize
accuracy predictors to derive optimal architectures, one-shot NAS methods streamline the process by
pretraining a comprehensive supernet from which optimal subnets are subsequently selected. Specif-
ically, in the context of transformer-based models, the one-shot NAS approach, as implemented in
AutoFormer [29]], involves multiple rounds of supernet training, strategically extending weights
along certain dimensions to optimize performance. NASVIT [26] leverages gradient information
during supernet training to refine subnet selection and mitigate gradient conflicts, thereby enhancing
the effectiveness of generated architectures. The proven efficacy of one-shot NAS for transformer
architectures provides a compelling rationale for its application to LLMs, considering that pretrained
LLMs can function analogously as supernets. This adaptation holds the potential to significantly ad-
vance the development and optimization of LLM architectures, motivating us to refine and enhance
the capabilities of these complex models.

3 Methodology

3.1 Framework Overview

We show the overview of our search framework in Figure 2l It comprises three key components:
search initialization, search pipeline, and weight reformation. First, an initial efficient architecture
is constructed layer by layer with a uniform inheriting ratio based on the weight importance. Sub-
sequently, based on the initialization, we conduct a comprehensive search process for the globally
efficient architecture with the evolution-based search method. Finally, a reformation method is in-
troduced to enhance the performance of the resulting subnets in LLMs without retraining.

3.2 Search Initialization

Global search with uniform initialization. Unlike prior efficient LLM research efforts such as
SparseGPT [7]] with a uniform sparsity ratio across all layers, our method leverages a global search
approach, such that different layers in our searched architecture may inherit different percentages
of parameters (inheriting ratios) from the original LLM. To reduce the search cost and promote the
search performance, we initialize our search with the same inheriting ratio for all layers. Through
our search process, we iteratively refine the architecture, yielding subnets with varied inheriting
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Figure 3: Visualization of the subnets generation for LLaMA family based on the selections masks
Sattn for the self-attention module colored in blue and S,,,;, for the MLP module colored in green.

ratios across layers. We demonstrate the pivotal role of the initialized architecture in driving search
efficiency and effectiveness in Figure 3 and Section[3.3.3

Structural subnets. To enable efficient inference, we search structural subnets from the original
LLMs, i.e., certain rows or columns in the original 2D weight matrix are inherited in our searched
model. Take the LLaMA family as an example. In each attention block of LLaMA models, there
are query, key, value, and output linear layers in the self-attention module with weights denoted by
Wq, Wik, Wy, and W, respectively, and other three linear layers Wy, W, and Wp in the
MLP module. To ensure the consistent hidden size in LLaMA models, based on the computation
patterns in each block, we select rows in W, W, Wy, Wy, and W, and columns in W and
‘W p. More details are presented in Figure 3land Appendix [Al

Initialization based on importance score. We construct the initial building blocks by inheriting
appropriate rows/columns from the original LLM layer. To determine which row/column to be
inherited, we compute the importance score for each row and column as below,

[Pwli =D [®lij, [®w] =D (@i, [®]i; = [(”gz;]l)il]”a (1)

7 %

where [®%]; represents the row score for the it" row of W and [®%;]; denotes the column score
of the j** column. [®]; ; is the importance value of the element in the i** row and j*" column of
W, and X is the layer input. Following WoodFisher [45] and SparseGPT [7], the importance score
reflects the minimum error of the layer-wise outputs (in terms of /5 norm) caused by removing a
single weight. Note that the minimum error is evaluated by removing a single element from the
weight matrix and it is not optimal in the case of simultaneously removing multiple weights.

Mask sharing. Given the column and row scores, we encode the architecture information by two
masks: Suin € RM for the self-attention module and S,,;, € R for the MLP module for the
layers in each building block. Different layers in the same module (self-attention or MLP) share the
same mask to align the internal computations. We consider minimizing the collective importance
scores for both the self-attention and MLP modules as below,

min ||Sattn @ ( %Q + (P%VK + ¢7WV + Q(‘;N())H? (2)

attn

min Sy © (P, + iy, + Dy, ) )
where || - || denotes the ¢; norm and ® means the element-vise multiplication. Given the target model
size, we uniformly set the same inheriting ratio for the masks in all building blocks. To obtain the
mask in each block, we perform sorting for the sum of the corresponding scores in Equation (@)) and
@), and inherit/keep the subnets with larger scores as the initialized architecture with the target size
following the inheriting ratio, while other rows/columns with smaller scores are omitted.

3.3 Architecture Search

In this section, we present our comprehensive training-free search framework with the visualization
of the search process for one block of the LLaMA model shown in Figure 3l We first delineate the
methodology for mutation based on the initialized selection masks. Next, we define the search space
and present the search pipeline. Besides, we verify the effectiveness of our initialization strategy by
comparing the convergence speeds with and without our initialization.
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3.3.1 Mask Mutation
Algorithm 1: Mask Mutation

During the search, we use mask muta- Input: S, Py, 7, , 1)
tion to generate new masks and thusnew  p . "poo, dg;;l(é 1 )
)

subnets to explore the search space. The ;¢ Inheriting_Ratio(S) == ~ and P, > P,, then
inheriting ratio for the selection mask | Output: S

Sattn 1s Qenoted as Laren = {Vorntic1 N len(S),iter < 0
where h is the number of heads, and the Idxy + {S == 1}, Idzy + ¢
inheriting ratio for S, iS Ymip.- The  while len(Idxy N Idxs) < a* N and iter < n do

mutation function M with the original Idzy + Random_Subset({0,1,--- | N —1}|7)
mask Sy, OF Siuyp, mutation proba- iter « iter + 1 N

bility P, inheriting ratio requirement end
Yottn OF Ymip, Similarity ratio o, and g/ — ON; S'[Idas) + 1
maximum iteration 7 can be represented  Qutput: S’ if iter < 1 else S

as follows,
Sattn = M (szttnv P, ’Yzilttnv «, 77)}?:17 )
S’lrnlp = M(Smip, Pm, Ymip, o, 1), ©)]
where S!,,,, € R"" denotes the selection mask for the i*" head and h,,, is the head dimension. In

details, we show the mask mutation process with Algorithm [[l If the inheriting ratio of input S
already satisfies the requirement y and the mutation is unnecessary based on the random generated
P, (ie., P, > P,,), we do not mutate and simply return S. Otherwise, given S and thus the set of
indices Idx; for the inherited rows or columns, we try to generate a new set of indices /dx, through
random sampling between 0 to len(S) — 1, such that (i) Idxs follows the required inheriting ratio
requirement -y, and (2) the similarity of /dx, and Idz- (intersection set) is larger than threshold «.

3.3.2 Search Space

We define the LLM search space with three variables for each transformer building block below: the
model depth d, inheriting ratios T4, = {*y;tm}?:l for Sattn, and v,y for Syp. The specifica-
tions of this search space, including the range for each factor, are detailed in Table[Il

Ymip has a larger search space than {~%,, .} | according to our ablation study illustrated in Figure dl
Results are evaluated using LLaMA-7B on the WikiText2 dataset with a sequence length of 2048.
Specifically, we apply the same local inheriting ratio for three cases, (i) the attention module only,
(i1) the MLP module only, and (iii) both modules. Note that in case (i) or (ii), the global inherit-
ing ratio is larger than case (iii) since the MLP in case (i) or the attention in case (ii) directly uses
the original layers with 100% inheriting ratio. From Figure 4] we observe that case (ii) achieves a
better perplexity with a lower global inheriting ratio than case (i), demonstrating that the MLP ex-
hibits greater redundancy and is less sensitive to parameter reduction than the self-attention module.
Therefore, we set a larger search space of inheriting ratios for MLP than the self-attention module.

Different from other transformer-based search works [29, [26, 46]], we do not search the number of
heads in self-attention. It stems from the nature of transformers that all heads are essential for repre-
senting the input data in the attention mechanism. Moreover, we refrain from conducting searches
on the embedding and output layers of LLMs, as their weights constitute only a minor fraction of
the total parameters yet are vital for the precise representation of tokens.

3.3.3 Search Pipeline

We implement our evolutionary search across the OPT and LLaMA model families with varying
model sizes to derive efficient LLM architectures/subnets. The pipeline is shown below.

Table 1: Search space for different model sizes of OPT model family and LLaMA model family,
where the notation [a, b, ¢] specifies a range from « to b with an interval of c.

Model | OPT Family | LLaMA Family | General
Space | Model Depth | Model Depth | Inheriting Ratio
#Params. | 125M 1.3B 27B | 7B 13B 30B 65B | {Viuntis Yomip

90% | [12,12,1] [24,24,1] [32,32,1] | [32,32,1] [40,40,1] [60,60,1] [80,80,1] | [0.9,1,0.01] [0.6,1,0.05]
80% | [12,12,1] [24,24,1] [30,32,1] | [32,32,1] [40,40,1] [60,60,1] [80,80,1] | [0.8,1,0.01] [0.4, 1,0.05]
70% | [10,12,1] [20,24,1] [28,32,1] | [30,32,1] [36,40,1] [56,60,1] [76,80,1] | [0.3,1,0.01] [0.2,1,0.05]
60% | [10,12,1] [20,24,1] [28,32,1] | [28,32,1] [32,40,1] [52,60,1] [72,80,1] | [0.6,1,0.01] [0.1,1,0.05]
50% | [8,12,1] [16,24,1] [24,32,1] | [28,32,1] [32,40,1] [52,60,1] [72,80,1] | [0.6,1,0.01] [0.1,1,0.05]
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Figure 4: Ablation analysis of the inheriting ratios Figure 5: Ablation analysis of convergence
applied to the self-attention, MLP, or both. speed with or without our initialization.

Initial generation. Given the single initialized subnet (Section[3.2), multiple candidates (N subnets
in total) are generated by mutation of the inheriting ratios with probability P? and then mask muta-
tion (Section 3.3.1) with probability PY. The depth mutation is not involved at this initial step. The
top k subnets are preserved as the initial generation.

Following generation. With the k subnets as parental candidates, a new population with N can-
didates are generated through mutation and crossover. We select a random parental candidate for
mutation until the number of mutation candidates reaches a threshold NN,,,. Mutation involves al-
tering the depth with probability Py, altering the inheriting ratios with probability P, < P?, and
mutating the mask with probability P,, < P9 (see Algorithm [I). The probabilities are smaller
than initial generation as superior candidates should be preserved with less randomness. For the
crossover, two parental candidates are randomly selected and combined to form a new candidate
until there are V. candidates. With the population from the parental candidates, top k subnets are
preserved as the next generation.

Candidate evaluation. For each generated candidate, if its parameter number does not fall in the
range of the target model size, it is unsatisfying and we simply drop it. To compare candidate subnets,
we evaluate them with a few random training samples from WikiText2 to compute the perplexity.

Necessity for initialization. To verify the effectiveness of our initialization in the search, we ab-
late the initialization for three cases, (i) self-attention only, (ii)) MLP only, and (iii) both modules.
LLaMA-7B is adopted with an 80% inheriting ratio for selection masks. Results are evaluated on
Wikitext2 with a 2048 sequence length. As shown in Figure[3] the self-attention module complicates
the identification of an effective subnet without our initialization strategy. In contrast, the MLP mod-
ule exhibits less sensitivity to initialization. The search in both modules struggles to yield effective
subnets without our initialization, primarily due to self-attention. The observation underscores the
necessity of our initialization approach.

3.4 Reformation

After the search, we can obtain a subnet from the original LLM. To improve the subnet performance,
we further reform the weights in the subnet by using the omitted weights to compensate their loss.
Specifically, for each linear layer in the subnet with their original weights W before the search, we
would like to reform the weights under the searched mask M and obtain W, so that the layer output

difference in /5 norm, i.e., WX — WX| % is minimized. The problem is formulated below,

min |[WX - WX|3,
W
s.t. W oM =0, (6)

where M indicates the location of pruned weights with element 1 denoting pruned and O denoting
unpruned weights. Here we only reform inherited columns based on omitted columns in W rather
than reforming rows with omitted rows, since the output corresponding to omitted rows are always
zeros which are unavailable for any compensations by modifications in other rows. To solve this
problem, we propose a solution based on alternating direction method of multipliers (ADMM) [38|
37.47] with the following theorem. The detailed proof is shown in Appendix [Bl

https://doi.org/10.52202/079017-4421 139299



Table 2: Results of the compressed LLaMA-7B and LLaMA-13B on the WikiText2 dataset, PTB
dataset, and other common sense reasoning datasets. The perplexity on the WikiText2 and PTB is
calculated with the 2048 sequence length. The accuracy results are evaluated with the same pipeline
as LLM-Pruner [8]] to ensure a fair comparison. The average is computed across seven classification
datasets. LLM-Pruner (v), (e2). and (el) denote the vector-wise and element-wise importance, (c)
and (b) denote the channel and block strategies.

Method ‘ Inheriting g,ﬁ lfPTIi ‘ BoolQ  PIQA ;I‘igg oMo ARC-e ARC-c OBQA ‘ Agecr;%e
LLaMA-7B_ | 100% | 5.68 2734 | 73.18 7835 7299 6701 _ 6745 4138 4240 | 63.5
LLM-Pruner(v) 773 3894 | 6795 7742 6931 6354 6633 3985 4120 | 60.80
LLM-Pruner(2) | 90% | 746 3687 | 6820 7688 7025 6433 6528 4010 3960 | 60.68
LLM-Pruner(el) 742 3673 | 6697 7726 7030 6433 6524 4019 4100 | 60.76
SliceGPT | 90% | 700 13380 | 57.68 69.80 5932 68.11 6275 3601 3800 | 5595
FLAP | 90% | 634 3239 | 7443 7541 6868 6701 6578 3848 4100 | 6154
Ours | 90% | 610 3205 | 7437 7688 7071 6756 6839  40.10 3920 | 6246
LLM-Pruner(v) 1073 5973 | 6144 7171 5727 5422 5577 3396 3840 | 5325
LLM-Pruner(e2) | 80% | 1197 5568 | 5939 7557 6534 6133 5918 3712 3980 | 56.82
LLM-Pruner(el) 1073 5973 | 5706 7568 6680 59.83 6094 3652  40.00 | 56.69
SliceGPT | 80% | 871 14389 | 3789 6409 4567 6275 5362 3174 3320 | 4699
FLAP | 80% | 740 3677 | 6859 7421 6498 6440 5989 37.80 4020 | 5858
Ours | 80% | 689 3606 | 7098 7492 6729 6464 6423 3652 3940 | 5971
LLaMA-13B_ | 100% | 509 1923 | 6847 7889 7624 7009 7458 4454 4200 | 64.97
LLM-Pruner(c) ‘ 0% ‘ 770 3532 ‘ 6847 7476 6699 6638 6658 3524 3820 ‘ 59.52
LLM-Pruner(b) 638 3185 | 7064 7840 7500 6946 7282 4147 4140 | 6417
SlceGPT | 90% | 643 8609 | 61.74 6997 6074 6938 6679 40.70 4180 | 58.73
FLAP | 90% | 545 2098 | 6376 7807 73.69 69.61 6953 3993 41.60 | 6231
Ours | 90% | 539  20.63 | 7165 7818 7504 6961 6970 4309 4260 | 64.23
LLM-Pruner(©) | goo, ‘4&76 218449‘ 6239 6687 49.17 5896 4962 3183 3320 ‘ 50.29
LLM-Pruner(b) 1005 5546 | 67.68 77.15 7341 6511 6835 3840 4240 | 61.79
SliceGPT | 80% | 7.55 11794 | 50.34 6600 5337 6811 60.56 3635 3820 | 53.7
FLAP | 80% | 603 2333 | 6223 7650 7059 6835 6566 3899 4160 | 60.56
Ours | 80% | 590 2266 | 6853 7709 7260 6922 6625 4002 4100 | 62.10

Theorem 3.1. Problem (6)) can be solved in iterations. In the k'" iteration, it performs the updates:

W =(XX" + pI) N (XXTWT + (2" - UHT), 7
Z = (W ub) oM, ®)
Ut —Uf 4 W zR ©)

where p > 0 is the penalty parameter. The initial variable values at k = O follow the configurations
that W° = W, Z° = W°, and U° = 0.

In practice, we find that after a few tens iterations (such as 20 or 30), the loss in Problem (&)
converges. The complexity is determined by the inversion operation, which is the same as
SparseGPT [7]]. However, as it can converge fast within 30 iterations, our ADMM-based solution
typically requires less computation time than SparseGPT which needs to iterate over all rows in the
weight matrix.

3.5 Efficient Inference

After searching and reformation, we can get optimal efficient subnets with the selection masks
Suttn € RM and Smip € R¥ for each block of the LLMs. We further convert the subnets into
small-dense models following the masks for efficient inference. Thus, the dimension of the weight
is actually reduced with faster inference speed. More details can be found in Appendix [Al

4 Experiments

4.1 Experiment Settings

Hyper-parameter setting. For the evolutionary search, we adopt specific hyper-parameters as fol-
lows: the population size (/V), the number of mutations (V,,), and the number of crossovers (N.)

139300 https://doi.org/10.52202/079017-4421



Table 3: Results of compressed Vicuna-7B.

Inheriting | Wiki PTB Hella Wino Average
Method Ratio PPL| PPL| BoolQ  PIQA Swag Grande ARC-e  ARC-c  OBQA Acc.t
Vicuna-7B | 100% | 678 2678 | 7657 7775 70.64 6740 6511 4121 4080 | 62.78
LLM-Pruner(e2) 874 30.69 | 61.68 7595 6935 6472 6886 39.16  40.00 | 59.96
SliceGPT 00% 823 61.83 | 67.00 69.64 5865 63.77 5459 3771 3840 | 55.68
FLAP © 764 2995 | 7443 7541 68.68 6701 6578 3848  41.00 | 61.54
Ours 718 28.87 | 75.10 7590 69.97 6692 67.11 40.61 4040 | 6229
LLM-Pruner(e2) 1297 4634 | 62.87 7541 6400 5841 6098 37.12  39.00 | 56.83
SliceGPT 80% 1013 94.93 | 53.82 6442 49.14 6038 5227 3456 3340 | 49.71
FLAP o 890 34.04 | 69.14 7252 63.01 6448 6111 3456  39.00 | 57.69
Ours 820 33.59 | 6630 7492 6505 6290 64.63 3891 39.80 | 58.93
Table 4: Results of compressed OPT. Table 5: Results with lower inheriting ratio.
Ratio |  90% 80% 70% Ratio 70% 60% 50%
Method |Wiki | PTB | |Wiki | PTB | [Wiki | PTB | Method ~ |[Wiki | PTB |[Wiki | PTB| |Wiki| PTB|
OPT-125M Wiki: 27.65 PTB: 38.99 LLaMA-7B
SliceGPT| 35.31 75.59 | 54.88 149.17| 84.16 245.18 LLM-Pruner(e2)| 18.58 93.24 | 38.27 238.09 | 125.96 460.73
Ours | 30.97 40.14|44.12 66.55 | 80.84 124.27 SliceGPT | 15.95 583.58/279.52 5186.06|1830.43 15333.66
- FLAP 9.18 4735|1234 6554 | 21.89 135.84
OPT-1.3B Wiki: 14.63 PTB: 20.29 Ours 828 4526|1021 62.07 | 1548 117.06
SliceGPT| 16.74 35.31]20.17 61.30 | 28.53 113.42
Ours ‘15.51 20.19‘19.23 32.81‘26.82 69.42 LLaMA-13B
— - LLM-Pruner(e2)| 22.36 112.03| 66.38 278.36 |3827.63 1287.11
OPT-2.78 Wiki: 12.47 PTB: 17.97 SliceGPT | 9.79 167.27| 1321 247.71| 19.95 408.68
SliceGPT| 14.10 37.01 | 16.81 65.09 | 24.12 132.13 FLAP 6.97 27.38| 8.67 3591 | 12.88 53.54
Ours |13.32 17.24|16.44 23.66 | 23.48 58.46 Ours 6.67 2637| 8.00 3323 | 1044 45.73

are set to 100, 50, and 30, respectively. In each generation, the top 10 subnets are selected as parental
candidates to produce offspring networks through the mechanisms of mutation and crossover. The
rest subnets in the population are generated with mutation with larger randomness (i.e., same as
initial mutation). The initial mutation probabilities (P, and P?) are set at 0.6 and 0.3 to promote
variability early in the search process. Subsequently, for ongoing generation processes, the muta-
tion probabilities (P, and Ps) are adjusted to 0.3 and 0.1, while the probability for depth (P) is
maintained at 0.1. The similarity ratio o and maximum iteration 7 are set at 0.8 and 1000 in mask
mutation. The total evolution epoch is 50. For the reformation, we adopt p as 1.0 and the iteration
number as 30.

Datasets and metrics. We compare the perplexity of the models on the WikiText2 [48] and
PTB [49] datasets with the 2048 sequence length. We also compare the zero-shot accuracy on com-
mon reasoning zero-shot classification datasets including BoolQ [50]], PIQA [51], HellaSwag [52],
WinoGrande [53]], ARC-easy [54]], ARC-challenge [54], and OpenbookQA [55].

Models. We evaluate on multiple LLM families including LLaMA [1]], Vicuna [56] and OPT [2].

Baselines and pipeline. We compare with SOTA baselines including LLM-pruner [8]], SliceGPT
[9] and FLAP [[10]. We adhere to the exact evaluation pipeline from the well-known LLM-Pruner [8]],
which is applied for all approaches to ensure a fair comparison. For the reformation, we randomly
select 128 samples from training split of WikiText2, with the same random seed and thus same data
for the calibration of other works, including SliceGPT and FLAP, ensuring a fair comparison.

Search Cost. We leverage the evolution search on NVIDIA A100 40G GPUs. Specifically, to
explore the subnets of LLaMA-7B, we finish the search on one GPU with around 5 hours.

4.2 Main Results

Superior performance compared with SOTA baselines. We show our results of LLaMA-7B
and LLaMA-13B in Table 2] and Figure [I] (b) and (c). We observe that our method outperforms all
baselines in terms of perplexity on WikiText2 and PTB, and average zero-shot accuracy (over mul-
tiple zero-shot datasets). Take LLaMA-13B on WikiText2 as an example, our method improves the
perplexity by 4.15, 1.65, and 0.13 compared to LLM-Pruner(b), SliceGPT, and FLAP, respectively,
with a 80% inheriting ratio. Meanwhile, it achieves a higher average accuracy on seven classification
datasets than baselines. For instance, under a 80% inheriting ratio, our method on LLaMA-7B im-
proves the average accuracy by 2.89%, 12.72%, and 1.13% compared to LLM-Pruner(el), SliceGPT,
and FLAP, respectively. As the SliceGPT is sensitive to the calibration dataset, we further show the
results with PTB calibration in Appendix[Cl Besides, we ablate the search with PTB in Appendix [Dl
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Table 6: Results of extra large LLaMA models.
Model | LLaMA-30B | LLaMA-65B
Dataset \ Ratio \ 100% \ 90% 80% 70% 60%  50% \ 100% \ 90% 80% 70% 60%  50%

| FLAP 450 518 628 873 1341 391 445 510 616 811
Wikid ‘ ours | 10 ‘ 444 194 563 670 8.01 ‘ 353 ‘ 384 429 480 549 645
FLAP 1729 1930 2188 29.11 47.30 1935 2101 2245 2597 3386

PTBI ‘ Ours ‘ 1629 ‘ 17.15 1880 2070 2422 3051 ‘ 17.61 ‘ 1922 2040 2139 2341 30.08

The comparisons on other LLM families are demonstrated in Table Blfor Vicuna-7B [56] and Table 4]
with Figure[Tl (a) for OPT family [2]. As LLM-Pruner and FLAP do not implement their methods on
OPT, we only compare with SliceGPT for OPT models. We can make similar observations that our
method performs the best compared with SOTA baselines, demonstrating a superior generalization
performance across various datasets/tasks, model structures, and inheriting ratios.

Scaling to small inheriting ratios and large models. Furthermore, our method consistently per-
forms the best when scaling to larger model sizes or smaller inheriting ratios, indicating the great
potential of our method for the ever-increasing LLM model size. Specifically, we show the results of
LLaMA-7B and LLaMA-13B with lower inheriting ratios and thus more efficient models in Table
and Figure 11 (b) and (c¢). Our method consistently performs the best with more significant improve-
ments under smaller inheriting ratios such as 50%. Besides, we deliver results on large models
including LLaMA-30B and LLaMA-65B in Table[6land Figure[Il(d). Our method achieves superior
performance than FLAP under various settings, verifying our effectiveness and generalization.

4.3 Ablation Study

We show the results of LLaMA-7B with 128 Table 7: LLaMA-7B perplexity () results on
sequence length in Table [ Our method per- WikiText2 dataset with 128 sequence length.
forms the best across different inheriting ratios,  Ratio | LLM-Pruner(el) SliceGPT FLAP  Ours

indicating the effectiveness on short sequences. g 1520 1218 1415 1340
Results of LLaMA-13B are in Appendix [El 80% 19.09 17.08 14.62 14.54
Besides, to verify the inﬂuepce of the number ggZZ gggg 4213(3)491 ggg %;‘1‘
of examples for the reformation, we conduct ab- 50% 106.07 74.09 31.80 26.96

lation studies by varying the number from 128
to 512 and 1024. As shown in Figure[@] our reformation effectively improves the performance, and
it is not sensitive to the number of samples. 128 samples already provide satisfying performance.
Furthermore, we investigate the impact of the step number and p in the ADMM solution for the
reformation, with detailed ablation results presented in Appendix [H

Perplexity Memory (GB) Tokens/s
40 14 ¢ 4 45
35 ¢ | w/oreform | Memory [ )

12 L Tokens/s

30 128 samples e 4 40

512 samples 10 +
25 r I 1024 samples g | > 135
20 F >
15 | or 1 30
10 f 4 o

- 125

5+ 2
0.5 0 5 20
Ratio 90% 80% 70% 60% 50% Ratio 100% 90%  80%  70%  60%  50%

Figure 6:  Ablation analysis for reformation Figure 7: Analysis for memory and generation

with different numbers of samples. speed of LLaMA-7B on NVIDIA A100 40G.

4.4 Generation Acceleration

To demonstrate our acceleration performance, we report the memory consumption and inference
speed with our searched LLaMA-7B models on NVIDIA A100 40G GPUs across different inheriting
ratios. As shown in Figure [7 we can observe that with a smaller inheriting ratio, our searched
efficient model consumes less memory with a faster generation speed.

139302 https://doi.org/10.52202/079017-4421



5 Conclusion and Limitation

In this paper, we propose a training-free search framework to find the optimal subnets inside LLMs.
We further propose a reformation algorithm that reconstructs the weights of subnets to enhance
the task performance. The experiments show the effectiveness of our proposed method compared
to SOTA structured pruning methods. Additionally, we achieve memory reduction and practical
inference acceleration on GPUs, which shows the efficiency of our method. The search cost required
by our method can increase with the model size, which takes more time for large models.
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Appendix

A Efficient Inference

After searching and reformation, we can get optimal efficient subnets with the selections masks
Suttn € RM and Smip € R¥ for each block of the LLMs. In detail, for the weights of query, key,
and value denoted as Wq, Wi, Wy € RM*P | we generate the weight subsets by extracting the
selected rows from the original weights, which are denoted as W’Q, Wi, Wi, € R™*D  For the
weights of the output projection W € RP*M we extract the columns instead of rows and reform
the selected weight based on the omitted ones for the weight subnets W, € RP*™_ Subsequently,

the given input X € REN*P is projected in the self-attention module as follows,
X' = Wo{softmaz[(W5X) - (WiX)"]- (W}, X)} € REN*P (10)

For the MLP module in the LLaMA family, we denote the weights of the three linear layers with
Wy, Wg € RPXP and Wp € RPXP for the up, gate, and down projections, respectively. The
weight subsets generated with the selection mask S,,,;,, for three linear layers are W4;, Wi, € RP*D,
and W, € RP*P_ where only W p is reformed. Then, the given input X € RENXP ig projected
in the MLP module as follows,

X' = WiH{(WyX) @ activation|( W X)]} € REV*P (11)
where the activation function for the LLaMA family is SiLU [57].

Therefore, the computation cost is reduced for both self-attention and MLP modules, while the
configuration of the input X € RPN D is preserved for preventing information loss and maintaining
the representation capability of tokens.

B Proof of Theorem 3.1

Problem (6)) can be reformulated as follows,
min [WX — WX|3 + ¢(2),
W,z

st. W =12, (12)
where ¢g(Z) is a inidicator function as the following,
00 otherwise
7) = ’ __ 13
9(2) { 0, if WoM=0. 13

We can see that Problem (12)) is equvilant to Problem (6).

Based on ADMM [37, 38, [47]], Problem (I2)) can be solved with ADMM iterations. In the k"
iteration, it needs to address the following,

W —argmin - [WX —~ WX|3 + guvAv— Z" + U*|2, (14)
\Y%
7 —argmin  ¢(Z) + guvAka —Z+ UR|2, (15)
Z
Uttt —uk 4 whH —z (16)

Problem (12)) is split into multiple sub-problems with Problem (I4) and (I3).
Problem (14 is similar to Ridge regression problem. We can directly obtain its solution as
W =(XXT + pI) " {(XXTWT + p(ZF — UMT), (17)

To solve Problem (I3), we can set Z**! = (Wkﬂ + Uk) and project Z**! on the g function as
follows,

Zh1 = (VAV’f+1 + U’“) oM, (18)

Thus, we can obtain the solution in Theorem 3.1.
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Table Al: Compare with SliceGPT using LLaMA-7B perplexity () results on PTB dataset.
Calibration Dataset | Method | 90% 80% 70% 60% 50%

PTB SliceGPT | 3847 4323  51.38 63.14 118.78
WikiText2 SliceGPT | 133.80 143.89 583.58 51.86.06 15333.66
WikiText2 Ours 32.05 36.06 45.26 62.07 117.06

Table A2: LLaMA-7B perplexity ({) results on different datasets of search and evaluation.

Dataset | Inheriting Ratio
Search ‘ Eval ‘ 0% 80% T70% 60% 50%

Wiki | Wiki | 6.10 6.89 828 1021 1548
Wiki | PTB | 32.05 36.06 4526 62.07 117.06
PTB | Wiki | 622 7.08 841 11.08 17.23
PTB | PTB | 31.24 3487 43.89 59.07 108.83

C SliceGPT Comparison

For SliceGPT [9], the generated results are sensitive to the calibration datasets, we further show
the results of SliceGPT with the calibration of PTB training dataset and 2048 sequence length in
Table [ATl We can know that our method can achieve better performance with the calibration on
WikiText2 instead of PTB dataset than the SliceGPT with the calibration on the same dataset.

D Search on PTB Dataset

To further verify the generalization and effectiveness of our method, we utilize the training portion
of the PTB dataset in our search instead of WikiText2. The results, shown in Table are eval-
uated with a sequence length of 2048 using the LLaMA-7B model. Our findings reveal that the
models generated through searches on two different training datasets achieve similar performance,
demonstrating the robustness and generalization capability of our search method across different
datasets.

E Ablation for 128 Sequence Length

We also present the results for the LLaMA-13B model with a sequence length of 128 in Table [A3]
demonstrating that our method continues to achieve superior performance. The results are evaluated
with on WikiText2 dataset.

Figure Al: Ablation analysis for reformation ~ Figure A2: Ablation analysis for reformation
with different numbers of steps. with different p.
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Table A3: LLaMA-13B perplexity (|) results on WikiText2 dataset with 128 sequence length.
Ratio ‘ LLM-Pruner(el) SliceGPT FLAP Ours

90% 13.23 12.68 1225 12.18
80% 16.01 15.66 13.66 13.25
70% 21.85 21.44 15.65 15.17
60% 31.17 32.77 18.53 18.14
50% 236.24 52.92 2420  22.65

F Ablation in Reformation

To explore the influence of the number of iterations on the reformation process, we conducted ex-
periments with varying iteration counts, as shown in Figure [ATl The results, evaluated using the
LLaMA-7B model with an 80% inheritance ratio on the WikiText2 dataset with a sequence length
of 2048, indicate that model performance improves with an increasing number of iterations, peaking
around 30 steps. Beyond this point, there is minimal difference between 30 and 50 iterations. Addi-
tionally, we examined the impact of different p values on the reformation, as depicted in Figure
Our findings show that for p € [0.01,0.1], the reformed model’s performance remains increasing,
but deteriorates when p reaches 10 or bigger. Hence, p = 1 becomes the optimal value.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We explain method and summarize the contribution in introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitation is included in conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

» The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide the theorem in methodology section and the proof in appendix.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide the detailed experiment setup in experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.
» If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: The dataset and model we used is open-source.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the Neur[PS code and data submission guidelines
(https://nips.cc/public/guides/CodeSubmissionPolicy) for more de-
tails.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run
to reproduce the results. See the NeurIPS code and data submission guidelines
(https://nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide detailed experiment setting in experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]
Justification: We did not report error bars.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We explain the computation resources in experiment section.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Research is conducted in the paper conform with NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss them in conclusion.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We discussed in introduction.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We originally implemented our method.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]
Justification: We introduced in the introduction.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: There is nothing related to human subjects in our work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: There is nothing related to human subjects in our work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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