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mann, Sebastian Möller and Josef Van Genabith . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

Punctuation Restoration Improves Structure Understanding without Supervision
Junghyun Min, Minho Lee, Lee Woochul and Yeonsoo Lee. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .120

Amuro & Char: Analyzing the Relationship between Pre-Training and Fine-Tuning of Large Language
Models

Kaiser Sun and Mark Dredze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

State Space Models are Strong Text Rerankers
Zhichao Xu, Jinghua Yan, Ashim Gupta and Vivek Srikumar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Large Language Models Are Overparameterized Text Encoders
Thennal D K, Tim Fischer and Chris Biemann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Vocabulary-level Memory Efficiency for Language Model Fine-tuning
Miles Williams and Nikolaos Aletras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

viii




